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## 1. Introduction

In this paper, we study periodic and almost periodic solutions of the following functional difference equations with finite delay:

$$
\begin{equation*}
x(n+1)=F\left(n, x_{n}\right), \quad n \geq 0 \tag{1.1}
\end{equation*}
$$

under certain conditions for $F(n, \cdot)$ (see below), where $n, j$, and $\tau$ are integers, and $x_{n}$ will denote the function $x(n+j), j=-\tau,-\tau+1, \ldots, 0$.

Equation (1.1) can be regarded as the discrete analogue of the following functional differential equation with bounded delay:

$$
\begin{equation*}
\frac{d x}{d t}=\mathscr{F}\left(t, x_{t}\right), \quad t \geq 0, \quad x_{t}(0)=x(t+0)=\phi(t), \quad-\sigma \leq t \leq 0 . \tag{1.2}
\end{equation*}
$$

Almost periodic solutions of (1.2) have been discussed in [1]. The aim of this paper is to extend results in [1] to (1.1).

Delay difference equations or functional difference equations (no matter with finite or infinite delay), inspired by the development of the study of delay differential equations, have been studied extensively in the past few decades (see, [2-11], to mention a few, and
references therein). Recently, several papers [12-17] are devoted to study almost periodic solutions of difference equations. To the best of our knowledge, little work has been done on almost periodic solutions of nonlinear functional difference equations with finite delay via uniform stability properties of a bounded solution. This motivates us to investigate almost periodic solutions of (1.1).

This paper is organized as follows. In Section 2, we review definitions of almost periodic and asymptotically almost periodic sequences and present some related properties for our purposes and some stability definitions of a bounded solution of (1.1). In Section 3, we discuss the existence of periodic solutions of (1.1). In Section 4, we discuss the existence of almost periodic solutions of (1.1).

## 2. Preliminaries

We formalize our notation. Denote by $\mathbb{Z}, \mathbb{Z}^{+}, \mathbb{Z}^{-}$, respectively, the set of integers, the set of nonnegative integers, and the set of nonpositive integers. For any $a \in \mathbb{Z}$, let $\mathbb{Z}_{a}^{+}=\{n$ : $n \geq a, n \in \mathbb{Z}\}$. For any integers $a<b$, let $\operatorname{dis}[a, b]=\{j: a \leq j \leq b, j \in \mathbb{Z}\}$ and $\operatorname{dis}(a, b]=$ $\{j: a<j \leq b, j \in \mathbb{Z}\}$ be discrete intervals of integers. Let $\mathbb{E}^{d}$ denote either $\mathbb{R}^{d}$, the $d$ dimensional real Euclidean space, or $\mathbb{C}^{d}$, the $d$-dimensional complex Euclidean space. In the following, we use $|\cdot|$ to denote a norm of a vector in $\mathbb{E}^{d}$.
2.1. Almost periodic sequences. We review definitions of (uniformly) almost periodic and asymptotically almost periodic sequences, which have been discussed by several authors (see, e.g., $[2,18]$ ), and present some related properties for our purposes. For almost periodic and asymptotically almost periodic functions, we recommend [19, 18].

Let $X$ and $Y$ be two Banach spaces with the norm $\|\cdot\|_{X}$ and $\|\cdot\|_{Y}$, respectively. Let $\Omega$ be a subset of $X$.

Definition 2.1. Let $f: \mathbb{Z} \times \Omega \rightarrow Y$ and $f(n, \cdot)$ be continuous for each $n \in \mathbb{Z}$. Then $f$ is said to be almost periodic in $n \in \mathbb{Z}$ uniformly for $w \in \Omega$ if for every $\varepsilon>0$ and every compact $\Sigma \subset \Omega$ corresponds an integer $N_{\varepsilon}(\Sigma)>0$ such that among $N_{\varepsilon}(\Sigma)$ consecutive integers there is one, call it $p$, such that

$$
\begin{equation*}
\|f(n+p, w)-f(n, w)\|_{Y}<\varepsilon \quad \forall n \in \mathbb{Z}, w \in \Sigma \tag{2.1}
\end{equation*}
$$

Denote by $\mathscr{A} \mathscr{P}(\mathbb{Z} \times \Omega: Y)$ the set of all such functions. We may call $f \in \mathscr{A} \mathscr{P}(\mathbb{Z} \times \Omega: Y)$ a (uniformly) almost periodic sequence in $Y$. If $\Omega$ is an empty set and $Y=X$, then $f \in$ $\mathscr{A} \mathscr{P}(\mathbb{Z}: X)$ is called an almost periodic sequence in $X$.

Almost periodic sequences can be also defined for any sequence $\{f(n)\}_{n \geq a}$, or $f: \mathbb{Z}_{a}^{+} \rightarrow$ $X$ by requiring that any $N_{\varepsilon}(\Sigma)$ consecutive integers is in $\mathbb{Z}_{a}^{+}$.

For uniformly almost periodic sequences, we have the following results.
Theorem 2.2. Let $f \in \mathscr{A} \mathscr{P}(\mathbb{Z} \times \Omega: Y)$ and let $\Sigma$ be any compact set in $\Omega$. Then $f(n, \cdot)$ is continuous on $\Sigma$ uniformly for $n \in \mathbb{Z}$ and the range $f(\mathbb{Z} \times \Sigma)$ is relatively compact, which implies that $f(\mathbb{Z} \times \Sigma)$ is a bounded subset in $Y$.

Theorem 2.3. Let $f \in \mathscr{A} \mathscr{P}(\mathbb{Z} \times \Omega: Y)$. Then for any integer sequence $\left\{\alpha_{k}^{\prime}\right\}, \alpha_{k}^{\prime} \rightarrow \infty$ as $k \rightarrow$ $\infty$, there exists a subsequence $\left\{\alpha_{k}\right\}$ of $\left\{\alpha_{k}^{\prime}\right\}, \alpha_{k} \rightarrow \infty$ as $k \rightarrow \infty$, and a function $\xi: \mathbb{Z} \times \Omega \rightarrow Y$ such that

$$
\begin{equation*}
f\left(n+\alpha_{k}, w\right) \longrightarrow \xi(n, w) \tag{2.2}
\end{equation*}
$$

uniformly on $\mathbb{Z} \times \Sigma$ as $k \rightarrow \infty$, where $\Sigma$ is any compact set in $\Omega$. Moreover, $\xi \in \mathscr{A} \mathscr{P}(\mathbb{Z} \times \Omega$ : $Y)$, that is, $\xi(n, w)$ is also almost periodic in $n$ uniformly for $w \in \Omega$.

If $\Omega$ is the empty set and $Y=X$ in Theorem 2.3, then $\{\xi(n)\}$ is an almost periodic sequence.

Theorem 2.4. If $f \in \mathscr{A} \mathscr{P}(\mathbb{Z} \times \Omega: Y)$, then there exists a sequence $\left\{\alpha_{k}\right\}, \alpha_{k} \rightarrow \infty$ as $k \rightarrow \infty$, such that

$$
\begin{equation*}
f\left(n+\alpha_{k}, w\right) \longrightarrow f(n, w) \tag{2.3}
\end{equation*}
$$

uniformly on $\mathbb{Z} \times \Sigma$ as $k \rightarrow \infty$, where $\Sigma$ is any compact set in $\Omega$.
Obviously, $\left\{\alpha_{k}\right\}$ in Theorem 2.4 can be chosen to be a positive integer sequence.
Definition 2.5. A sequence $\{x(n)\}_{n \in \mathbb{Z}^{+}}, x(n) \in X$, or a function $x: \mathbb{Z}^{+} \rightarrow X$, is called asymptotically almost periodic if $x=\left.x_{1}\right|_{\mathbb{Z}^{+}}+x_{2}$, where $x_{1} \in \mathscr{A} \mathscr{P}(\mathbb{Z}, X)$ and $x_{2}: \mathbb{Z}^{+} \rightarrow X$ satisfying $\left\|x_{2}(n)\right\|_{X} \rightarrow 0$ as $n \rightarrow \infty$. Denote by $\mathscr{A} \mathscr{A} \mathscr{P}\left(\mathbb{Z}^{+}, X\right)$ all such sequences.

Theorem 2.6. Let $x: \mathbb{Z}^{+} \rightarrow X$. Then the following statements are equivalent.
(1) $x \in \mathscr{A} \mathscr{A} \mathscr{P}\left(\mathbb{Z}^{+}, X\right)$.
(2) For any sequence $\left\{\alpha_{k}\right\} \subset \mathbb{Z}^{+}, \alpha_{k}>0$, and $\alpha_{k} \rightarrow \infty$ as $k \rightarrow \infty$, there is a subsequence $\left\{\beta_{k}\right\} \subset\left\{\alpha_{k}\right\}$ such that $\beta_{k} \rightarrow \infty$ as $k \rightarrow \infty$ and $\left\{x\left(n+\beta_{k}\right)\right\}$ converges uniformly on $\mathbb{Z}^{+}$as $k \rightarrow \infty$.

Similarly, asymptotically almost periodic sequence can be defined for any sequence $\{x(n)\}_{n \geq a}$, or $x: \mathbb{Z}_{a}^{+} \rightarrow X$.

The proof of the above results is omitted here because it is not difficult for readers giving proofs by the similar arguments in [19, 18] for continuous (uniformly) almost periodic function $\phi: \mathbb{R} \times \Omega \rightarrow X$ (see also [2] for the case that $X=Y=\mathbb{E}^{d}$ ).
2.2. Some assumptions and stability definitions. We now present some definitions and notations that will be used throughout this paper. For a given positive integer $\tau>0$, we define $C$ to be a Banach space with a norm $\|\cdot\|$ by

$$
\begin{equation*}
C=\left\{\phi \mid \phi: \operatorname{dis}[-\tau, 0] \longrightarrow \mathbb{E}^{d},\|\phi\|=\max \{|\phi(j)|\} \text { for } j \in \operatorname{dis}[-\tau, 0]\right\} . \tag{2.4}
\end{equation*}
$$

It is clear that $C$ is isometric to the space $\mathbb{E}^{d \times(\tau+1)}$.
Let $n_{0} \in \mathbb{Z}^{+}$and let $\{x(n)\}, n \geq n_{0}-\tau$, be a sequence with $x(n) \in \mathbb{E}^{d}$. For each $n \geq n_{0}$, we define $x_{n}: \operatorname{dis}[-\tau, 0] \rightarrow \mathbb{E}^{d}$ by the relation

$$
\begin{equation*}
x_{n}(j)=x(n+j), \quad j \in \operatorname{dis}[-\tau, 0] . \tag{2.5}
\end{equation*}
$$

Let us return to system (1.1), that is,

$$
\begin{equation*}
x(n+1)=F\left(n, x_{n}\right), \tag{2.6}
\end{equation*}
$$

where $F: \mathbb{Z} \times C \rightarrow \mathbb{E}^{d}$ and $x_{n}: \operatorname{dis}[-\tau, 0] \rightarrow C$.
Definition 2.7. Let $n_{0} \in \mathbb{Z}^{+}$and let $\phi$ be a given vector in C. A sequence $x=\{x(n)\}_{n \geq n_{0}}$ in $\mathbb{E}^{d}$ is said to be a solution of (2.6), passing through $\left(n_{0}, \phi\right)$, if $x_{n_{0}}=\phi$, that is, $x\left(n_{0}+j\right)=$ $\phi(j)$ for $j \in \operatorname{dis}[-\tau, 0], x(n+1)$, and $x_{n}$ satisfy (2.6) for $n \geq n_{0}$, where $x_{n}$ is defined by (2.5). Denote by $\{x(n, \phi)\}_{n \geq n_{0}}$ a solution of (2.6) such that $x_{n_{0}}=\phi$. No loss of clarity arises if we refer to the solution $\{x(n, \phi)\}_{n \geq n_{0}}$ as $x=\{x(n)\}_{n \geq n_{0}}$.

We make the following assumptions on (2.6) throughout this paper.
(H1) $F: \mathbb{Z} \times C \rightarrow \mathbb{E}^{d}$ and $F(n, \cdot)$ is continuous on $C$ for each $n \in \mathbb{Z}$.
(H2) System (2.6) has a bounded solution $u=\{u(n)\}_{n \geq 0}$, passing through $\left(0, \phi^{0}\right), \phi^{0} \in$ C.

For this bounded solution $\{u(n)\}_{n \geq 0}$, there is an $\alpha>0$ such that $|u(n)| \leq \alpha$ for all $n \geq-\tau$, which implies that $\left\|u_{n}\right\| \leq \alpha$ and $u_{n} \in S_{\alpha}=\{\phi:\|\phi\| \leq \alpha$ and $\phi \in C\}$ for all $n \geq 0$.

Definition 2.8. A bounded solution $\mathfrak{x}=\{\mathfrak{x}(n)\}_{n \geq 0}$ of (2.6) is said to be
(i) uniformly stable, abbreviated to read " $\mathfrak{x}$ is $\cup \mathscr{Y}$," if for any $\varepsilon>0$ and any integer $n_{0} \geq 0$, there exists $\delta(\varepsilon)>0$ such that $\left\|\mathfrak{x}_{n_{0}}-x_{n_{0}}\right\|<\delta(\varepsilon)$ implies that $\left\|\mathfrak{x}_{n}-x_{n}\right\|<\varepsilon$ for all $n \geq n_{0}$, where $\{x(n)\}_{n \geq n_{0}}$ is any solution of (2.6);
(ii) uniformly asymptotically stable, abbreviated to read " $\mathfrak{x}$ is $U \mathscr{A} \mathscr{S}$," if it is uniformly stable and there exists $\delta_{0}>0$ such that for any $\varepsilon>0$, there is a positive integer $N=N(\varepsilon)>0$ such that if $n_{0} \geq 0$ and $\left\|\mathfrak{x}_{n_{0}}-x_{n_{0}}\right\|<\delta_{0}$, then $\left\|\mathfrak{x}_{n}-x_{n}\right\|<\varepsilon$ for all $n \geq n_{0}+N$, where $\{x(n)\}_{n \geq n_{0}}$ is any solution of (2.6);
(iii) globally uniformly asymptotically stable, abbreviated to read " $\mathfrak{x}$ is $\mathscr{G} U \mathcal{A} \mathscr{P}$," if it is uniformly stable and $\left\|\mathfrak{x}_{n}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$, whenever $\{x(n)\}_{n \geq n_{0}}$ is any solution of (2.6).

Remark 2.9. It is easy to see that an equivalent definition for $\mathfrak{x}=\{\mathfrak{x}(n)\}_{n \geq 0}$ being $\mathscr{U} \mathscr{A} \mathscr{S}$ is the following:
(ii*) $\mathfrak{x}=\{\mathfrak{x}(n)\}_{n \geq 0}$ is $\mathscr{A} \mathscr{A} \mathcal{S}$, if it is uniformly stable and there exists $\delta_{0}>0$ such that if $n_{0} \geq 0$ and $\left\|\mathfrak{x}_{n_{0}}-x_{n_{0}}\right\|<\delta_{0}$, then $\left\|\mathfrak{x}_{n}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$, where $\{x(n)\}_{n \geq n_{0}}$ is any solution of (2.6).

## 3. Periodic systems

In this section, we discuss the existence of periodic solutions of (2.6), namely,

$$
\begin{equation*}
x(n+1)=F\left(n, x_{n}\right), \quad n \geq 0, \tag{3.1}
\end{equation*}
$$

under a periodic condition (H3) as follows.
(H3) The $F(n, \cdot)$ in (3.1) is periodic in $n \in \mathbb{Z}$, that is, there exists a positive integer $\omega$ such that $F(n+\omega, v)=F(n, v)$ for all $n \in \mathbb{Z}$ and $v \in C$.

We are now in a position to give our main results in this section. We first show that if the bounded solution $\{u(n)\}_{n \geq 0}$ of (3.1) is uniformly stable, then $\{u(n)\}_{n \geq 0}$ is an asymptotically almost periodic sequence.

Theorem 3.1. Suppose conditions (H1)-(H3) hold. If the bounded solution $\{u(n)\}_{n \geq 0}$ of (3.1) is $\cup \mathscr{Y}$, then $\{u(n)\}_{n \geq 0}$ is an asymptotically almost periodic sequence in $\mathbb{E}^{d}$, equivalently, (3.1) has an asymptotically almost periodic solution.

Proof. Since $\left\|u_{n}\right\| \leq \alpha$ for $n \in \mathbb{Z}^{+}$, there is bounded (or compact) set $S_{\alpha} \subset C$ such that $u_{n} \in S_{\alpha}$ for all $n \geq 0$. Let $\left\{n_{k}\right\}_{k \geq 1}$ be any integer sequence such that $n_{k}>0$ and $n_{k} \rightarrow \infty$ as $k \rightarrow \infty$. For each $n_{k}$, there exists a nonnegative integer $l_{k}$ such that $l_{k} \omega \leq n_{k} \leq\left(l_{k}+1\right) \omega$. Set $n_{k}=l_{k} \omega+\tau_{k}$. Then $0 \leq \tau_{k}<\omega$ for all $k \geq 1$. Since $\left\{\tau_{k}\right\}_{k \geq 1}$ is bounded set, we can assume that, taking a subsequence if necessary, $\tau_{k}=j_{*}$ for all $k \geq 1$, where $0 \leq j_{*}<\omega$. Now, set $u^{k}(n)=u\left(n+n_{k}\right)$. Notice that $u_{n+n_{k}}(j)=u\left(n+n_{k}+j\right)=u^{k}(n+j)=u_{n}^{k}(j)$ and hence, $u_{n+n_{k}}=u_{n}^{k}$. Thus,

$$
\begin{equation*}
u^{k}(n+1)=u\left(n+n_{k}+1\right)=F\left(n+n_{k}, u_{n+n_{k}}\right)=F\left(n+n_{k}, u_{n}^{k}\right)=F\left(n+j_{*}, u_{n}^{k}\right), \tag{3.2}
\end{equation*}
$$

which implies that $\left\{u^{k}(n)\right\}$ is a solution of the system

$$
\begin{equation*}
x(n+1)=F\left(n+j_{*}, x_{n}\right) \tag{3.3}
\end{equation*}
$$

through $\left(0, u_{n_{k}}\right)$. It is readily shown that if $\{u(n)\}_{n \geq 0}$ is $\cup \mathscr{Y}$, then $\left\{u^{k}(n)\right\}_{n \geq 0}$ is also $\mathscr{U}^{\mathscr{S}}$ with the same pair $(\varepsilon, \delta(\varepsilon))$ as the one for $\{u(n)\}_{n \geq 0}$.

Since $\left\{u\left(n+n_{k}\right)\right\}$ is bounded for all $n \geq-\tau$ and $n_{k}$, we can use the diagonal method to get a subsequence $\left\{n_{k_{j}}\right\}$ of $\left\{n_{k}\right\}$ such that $u\left(n+n_{k_{j}}\right)$ converges for each $n \geq-\tau$ as $j \rightarrow \infty$. Thus, we can assume that the sequence $u\left(n+n_{k}\right)$ converges for each $n \geq-\tau$ as $k \rightarrow \infty$. Notice that $u_{0}^{k}(j)=u^{k}(0+j)=u\left(j+n_{k}\right)$. Then for any $\varepsilon>0$ there exists a positive integer $N_{1}(\varepsilon)$ such that if $k, m \geq N_{1}(\varepsilon)$, then

$$
\begin{equation*}
\left\|u_{0}^{k}-u_{0}^{m}\right\|<\delta(\varepsilon), \tag{3.4}
\end{equation*}
$$

where $\delta(\varepsilon)$ is the number for the uniform stability of $\{u(n)\}_{n \geq 0}$. Notice that $\left\{u^{m}(n)=\right.$ $\left.u\left(n+n_{m}\right)\right\}_{n \geq 0}$ is also a solution of (3.3) and that $\left\{u^{k}(n)\right\}_{n \geq 0}$ is uniformly stable. It follows from Definition 2.8 and (3.4) that

$$
\begin{equation*}
\left\|u_{n}^{k}-u_{n}^{m}\right\|<\varepsilon \quad \forall n \geq 0, \tag{3.5}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\left|u^{k}(n)-u^{m}(n)\right|<\varepsilon \quad \forall n \geq 0, k, m \geq N_{1}(\varepsilon) . \tag{3.6}
\end{equation*}
$$

This implies that for any positive integer sequence $n_{k}, n_{k} \rightarrow \infty$ as $k \rightarrow \infty$, there exists a subsequence $\left\{n_{k_{j}}\right\}$ of $\left\{n_{k}\right\}$ for which $\left\{u\left(n+n_{k_{j}}\right)\right\}$ converges uniformly on $\mathbb{Z}^{+}$as $j \rightarrow \infty$. Thus, $\{u(n)\}_{n \geq 0}$ is an asymptotically almost periodic sequence by Theorem 2.6 and the proof is completed.

Lemma 3.2. Suppose that (H1)-(H3) hold and $\{u(n)\}_{n \geq 0}$, the bounded solution of (3.1), is UY. Let $\left\{n_{k}\right\}_{k \geq 1}$ be an integer sequence such that $n_{k}>0, n_{k} \rightarrow \infty$ as $k \rightarrow \infty, u\left(n+n_{k}\right) \rightarrow$ $\eta(n)$ for each $n \in \mathbb{Z}^{+}$and $F\left(n+n_{k}, v\right) \rightarrow G(n, v)$ uniformly for $n \in \mathbb{Z}^{+}$and $\Sigma$ as $k \rightarrow \infty$, where $\Sigma$ is any compact set in $C$. Then $\{\eta(n)\}_{n \geq 0}$ is a solution of the system

$$
\begin{equation*}
x(n+1)=G\left(n, x_{n}\right), \quad n \geq 0 \tag{3.7}
\end{equation*}
$$

and is $\because \mathscr{}$. Moreover, if $\{u(n)\}_{n \geq 0}$ is UASS, then $\{\eta(n)\}_{n \geq 0}$ is also U.AS.
Proof. Since $u^{k}(n)=u\left(n+n_{k}\right)$ is uniformly bounded for $n \geq-\tau$ and $k \geq 1$, we can assume that, taking a subsequence if necessary, $u\left(n+n_{k}\right)$ also converges for each $n \in$ dis $[-\tau,-1]$. Define $\eta(j)=\lim _{k \rightarrow \infty} u\left(j+n_{k}\right)$ for $j \in \operatorname{dis}[-\tau,-1]$. Then $u\left(n+n_{k}\right) \rightarrow \eta(n)$ for each $n \in \operatorname{dis}[-\tau, \infty)$, and hence, $u_{n}^{k} \rightarrow \eta_{n}$ as $k \rightarrow \infty$ for each $n \geq 0$. Notice that $u_{n}^{k} \in S_{\alpha}$ for all $n \geq 0, k \geq 1$, and $\eta_{n} \in S_{\alpha}$ for $n \geq 0$. It follows from Theorem 2.4 that there exists a subsequence $\left\{n_{k_{j}}\right\}$ of $\left\{n_{k}\right\}, n_{k_{j}} \rightarrow \infty$ as $j \rightarrow \infty$, such that $F\left(n+n_{k_{j}}, v\right) \rightarrow G(n, v)$ uniformly on $\mathbb{Z} \times S_{\alpha}$ as $j \rightarrow \infty$ and $G(n, \cdot)$ is continuous on $S_{\alpha}$ uniformly for all $n \in \mathbb{Z}$. Since $u\left(n+n_{k_{j}}+1\right)=F\left(n+n_{k_{j}}, u_{n}^{k_{j}}\right)$ and

$$
\begin{align*}
& F\left(n+n_{k_{j}}, u_{n}^{k_{j}}\right)-G\left(n, \eta_{n}\right) \\
& \quad=F\left(n+n_{k_{j}}, u_{n}^{k_{j}}\right)-G\left(n, u_{n}^{k_{j}}\right)+G\left(n, u_{n}^{k_{j}}\right)-G\left(n, \eta_{n}\right) \longrightarrow 0 \quad \text { as } j \longrightarrow \infty \tag{3.8}
\end{align*}
$$

we have $\eta(n+1)=G\left(n, \eta_{n}\right)(n \geq 0)$. This shows that $\{\eta(n)\}_{n \geq 0}$ is a solution of (3.7).
To prove that $\{\eta(n)\}_{n \geq 0}$ is $\cup \mathscr{Y}$, we set $n_{k}=l_{k} \omega+j_{*}$ as before, where $0 \leq j_{*}<\omega$. Then $u^{k_{j}}(n)=u\left(n+n_{k_{j}}\right) \rightarrow \eta(n)$ for each $n \in \mathbb{Z}^{+}$as $j \rightarrow \infty$. Since $F\left(n+n_{k_{j}}, v\right)=F\left(n+j_{*}, v\right) \rightarrow$ $G(n, v)$ as $j \rightarrow \infty$, we have $G(n, v)=F\left(n+j_{*}, v\right)$. For any $\varepsilon>0$, let $\delta(\varepsilon)>0$ be the one for uniform stability of $\{u(n)\}_{n \geq 0}$. For any $n_{0} \in \mathbb{Z}^{+}$, let $\{x(n)\}_{n \geq 0}$ be a solution of (3.7) such that $\left\|\eta_{n_{0}}-x_{n_{0}}\right\|=\mu<\delta(\varepsilon)$. Since $u_{n}^{k_{j}} \rightarrow \eta_{n}$ as $j \rightarrow \infty$ for each $n \geq 0$, there is a positive integer $J_{1}>0$ such that if $j \geq J_{1}$, then

$$
\begin{equation*}
\left\|u_{n_{0}}^{k_{j}}-\eta_{n_{0}}\right\|<\delta(\varepsilon)-\mu . \tag{3.9}
\end{equation*}
$$

Thus, for $j \geq J_{1}$, we have

$$
\begin{equation*}
\left\|u_{n_{0}+j_{*}+l_{k_{j}} \omega}-x_{n_{0}}\right\| \leq\left\|u_{n_{0}+j_{*}+l_{k_{j}} \omega}-\eta_{n_{0}}\right\|+\left\|\eta_{n_{0}}-x_{n_{0}}\right\|<\delta(\varepsilon) . \tag{3.10}
\end{equation*}
$$

Notice that $\left\{u\left(n+j_{*}+l_{k_{j}} \omega\right)\right\}(n \geq 0)$ is a uniformly stable solution of (3.7) with $G\left(n, x_{n}\right)$ $=F\left(n+j_{*}, x_{n}\right)$. Then,

$$
\begin{equation*}
\left\|u_{n+j_{*}+l_{k_{j}} \omega}-x_{n}\right\|<\varepsilon \quad \forall n \geq n_{0} . \tag{3.11}
\end{equation*}
$$

Since $\{\eta(n)\}$ is also a solution of (3.7) and $u_{n}^{k_{j}} \rightarrow \eta_{n}$ for each $n \geq 0$ as $j \rightarrow \infty$, for an arbitrary $v>0$, there is $J_{2}>0$ such that if $j \geq J_{2}$, then

$$
\begin{equation*}
\left\|\eta_{n_{0}}-u_{n_{0}+j_{*}+l_{k_{j}} \omega}\right\|<\delta(\nu) \tag{3.12}
\end{equation*}
$$

and hence, $\left\|\eta_{n}-u_{n+j_{*}+l_{k_{j}} \omega}\right\|<\nu$ for all $n \geq n_{0}$, where $(\nu, \delta(\nu))$ is a pair for the uniform stability of $u\left(n+j_{*}+l_{k_{j}} \omega\right)$. This shows that if $j \geq \max \left(J_{1}, J_{2}\right)$, then

$$
\begin{equation*}
\left\|\eta_{n}-x_{n}\right\| \leq\left\|\eta_{n}-u_{n+j_{*}+l_{k_{j}} \omega}\right\|+\left\|u_{n+j_{*}+l_{k_{j}} \omega}-x_{n}\right\|<\varepsilon+v \tag{3.13}
\end{equation*}
$$

for all $n \geq n_{0}$, which implies that $\left\|\eta_{n}-x_{n}\right\| \leq \varepsilon$ for all $n \geq n_{0}$ if $\left\|\eta_{n_{0}}-x_{n_{0}}\right\|<\delta(\varepsilon)$ because $v$ is arbitrary. This proves that $\{\eta(n)\}_{n \geq 0}$ is uniformly stable.
 a solution of (3.7) such that $\left\|\eta_{n_{0}}-x_{n_{0}}\right\|<\delta_{0}$, where $\delta_{0}$ is the number for the uniformly asymptotic stability of $\{u(n)\}$. Notice that $u\left(n+j_{*}+l_{k_{j}} \omega\right)=u^{k_{j}}(n)$ is a uniformly asymptotically stable solution of (3.7) with $G(n, \phi)=F\left(n+j_{*}, \phi\right)$ and with the same $\delta_{0}$ as the one for $\{u(n)\}$. Set $\left\|\eta_{n_{0}}-x_{n_{0}}\right\|=\mu<\delta_{0}$. Again, for sufficient large $j$, we have the similar relations (3.10) and (3.12) with $\left\|u_{n_{0}+j_{*}+l_{k_{j}} \omega}-x_{n_{0}}\right\|<\delta_{0}$ and $\left\|u_{n_{0}+j_{*}+l_{k_{j}} \omega}-\eta_{n_{0}}\right\|<\delta_{0}$. Thus,

$$
\begin{equation*}
\left\|\eta_{n}-x_{n}\right\| \leq\left\|\eta_{n}-u_{n+j_{*}+l k_{j} \omega}\right\|+\left\|u_{n+j_{*}+l_{k_{j}} \omega}-x_{n}\right\| \longrightarrow 0 \tag{3.14}
\end{equation*}
$$

as $n \rightarrow \infty$ if $\left\|u_{n_{0}}-x_{n_{0}}\right\|<\delta_{0}$, because $\left\{u^{k_{j}}(n)\right\},\{x(n)\}$, and $\{\eta(n)\}$ satisfy (3.7) with $G(n, \phi)=F\left(n+j_{*}, \phi\right)$. This completes the proof.

Using Theorem 3.1 and Lemma 3.2, we can show that (3.1) has an almost periodic solution.

Theorem 3.3. If the bounded solution $\{u(n)\}_{n \geq 0}$ of (3.1) is $\mathfrak{U} \mathcal{Y}$, then system (3.1) has an almost periodic solution, which is also U.S.

Proof. It follows from Theorem 3.1 that $\{u(n)\}_{n \geq 0}$ is asymptotically almost periodic. Set $u(n)=p(n)+q(n)(n \geq 0)$, where $\{p(n)\}_{n \geq 0}$ is almost periodic sequence and $q(n) \rightarrow 0$ as $n \rightarrow \infty$. For positive integer sequence $\left\{n_{k} \omega\right\}$, there is a subsequence $\left\{n_{k_{j}} \omega\right\}$ of $\left\{n_{k} \omega\right\}$ such that $p\left(n+n_{k_{j}} \omega\right) \rightarrow p^{*}(n)$ uniformly on $\mathbb{Z}$ as $j \rightarrow \infty$ and $\left\{p^{*}(n)\right\}$ is almost periodic. Then $u\left(n+n_{k_{j}} \omega\right) \rightarrow p^{*}(n)$ uniformly for $n \geq-\tau$, and hence, $u_{n+n_{k_{j}} \omega} \rightarrow p_{n}^{*}$ for all $n \geq 0$ as $j \rightarrow \infty$. Since

$$
\begin{equation*}
u\left(n+n_{k_{j}} \omega+1\right)=F\left(n+n_{k_{j}} \omega, u_{n+n_{k_{j}} \omega}\right)=F\left(n, u_{n+n_{k} \omega}\right) \longrightarrow F\left(n, p_{n}^{*}\right) \tag{3.15}
\end{equation*}
$$

as $j \rightarrow \infty$, we have $p^{*}(n+1)=F\left(n, p_{n}^{*}\right)$ for $n \geq 0$, that is, system (3.1) has an almost periodic solution, which is also $\mathscr{U}$ by Lemma 3.2.

Now, we show that if the bounded solution $\{u(n)\}$ is uniformly asymptotically stable, then (3.1) has a periodic solution of period $m \omega$ for some positive integer $m$.

Theorem 3.4. If the bounded solution $\{u(n)\}_{n \geq 0}$ of (3.1) is $\bigcup_{\mathscr{A}} \mathscr{S}$, then system (3.1) has a periodic solution of period $m \omega$ for some positive integer $m$, which is also $\because \mathscr{A} S$.
Proof. Set $u^{k}(n)=u(n+k \omega), k=1,2, \ldots$ By the proof of Theorem 3.1, there is a subsequence $\left\{u^{k_{j}}(n)\right\}$ converges to a solution $\{\eta(n)\}$ of (3.3) for each $n \geq-\tau$ and hence, $u_{0}^{k_{j}} \rightarrow$ $\eta_{0}$ as $j \rightarrow \infty$. Thus, there is a positive integer $p$ such that $\left\|u_{0}^{k_{p}}-u_{0}^{k_{p+1}}\right\|<\delta_{0}\left(0 \leq k_{p}<k_{p+1}\right)$, where $\delta_{0}$ is the one for uniformly asymptotic stability of $\{u(n)\}_{n \geq 0}$. Let $m=k_{p+1}-k_{p}$
and notice that $u^{m}(n)=u(n+m \omega)$ is a solution of (3.1). Since $u_{k_{p} \omega}^{m}(j)=u^{m}\left(k_{p} \omega+j\right)=$ $u\left(k_{p+1} \omega+j\right)=u_{k_{p+1} \omega}(j)$ for $j \in \operatorname{dis}[-\tau, 0]$, we have

$$
\begin{equation*}
\left\|u_{k_{p} \omega}^{m}-u_{k_{p} \omega}\right\|=\left\|u_{k_{p+1} \omega}-u_{k_{p} \omega}\right\|=\left\|u_{0}^{k_{p+1}}-u_{0}^{k_{p}}\right\|<\delta_{0} \tag{3.16}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\left\|u_{n}^{m}-u_{n}\right\| \longrightarrow 0 \quad \text { as } n \longrightarrow \infty \tag{3.17}
\end{equation*}
$$

because $\{u(n)\}_{n \geq 0}$ is $\mathscr{A} \mathscr{A}$ (see also Remark 2.9). On the other hand, $\{u(n)\}_{n \geq 0}$ is asymptotically almost periodic by Theorem 3.1, then

$$
\begin{equation*}
u(n)=p(n)+q(n), \quad n \geq 0 \tag{3.18}
\end{equation*}
$$

where $\{p(n)\}_{n \in \mathbb{Z}}$ is almost periodic and $q(n) \rightarrow 0$ as $n \rightarrow \infty$. It follows from (3.17) and (3.18) that

$$
\begin{equation*}
|p(n)-p(n+m \omega)| \longrightarrow 0 \quad \text { as } n \longrightarrow \infty, \tag{3.19}
\end{equation*}
$$

which implies that $p(n)=p(n+m \omega)$ for all $n \in \mathbb{Z}$ because $\{p(n)\}$ is almost periodic.
For integer sequence $\{k m \omega\}, k=1,2, \ldots$, we have $u(n+k m \omega)=p(n)+q(n+k m \omega)$. Then $u(n+k m \omega) \rightarrow p(n)$ uniformly for all $n \geq-\tau$ as $k \rightarrow \infty$, and hence, $u_{n+k m \omega} \rightarrow p_{n}$ for $n \geq 0$ as $k \rightarrow \infty$. Since $u(n+k m \omega+1)=F\left(n, u_{n+k m \omega}\right)$, we have $p(n+1)=F\left(n, p_{n}\right)$ for $n \geq 0$, which implies that (3.1) has a periodic solution $\{p(n)\}_{n \geq 0}$ of period $m \omega$. The uniformly asymptotic stability of $\{p(n)\}_{n \geq 0}$ follows from Lemma 3.2.

Finally, we show that if the bounded solution $\{u(n)\}$ is $\mathscr{G} \mathscr{A} \mathscr{A}$, then (3.1) has a periodic solution of period $\omega$.

Theorem 3.5. If the bounded solution $\{u(n)\}_{n \geq 0}$ of (3.1) is GUAAS, then system (3.1) has a periodic solution of period $\omega$.

Proof. By Theorem 3.1, $\{u(n)\}_{n \geq 0}$ is asymptotically almost periodic. Then $u(n)=p(n)+$ $q(n)(n \geq 0)$, where $\{p(n)\}(n \in \mathbb{Z})$ is an almost periodic sequence and $q(n) \rightarrow 0$ as $n \rightarrow \infty$. Notice that $u(n+\omega)$ is also a solution of (3.1) satisfying $u_{\omega} \in S_{\alpha}$. Since $\{u(n)\}$ is GUUAS , we have $\left\|u_{n}-u_{n+\omega}\right\| \rightarrow 0$ as $n \rightarrow \infty$, which implies that $p(n)=p(n+\omega)$ for all $n \in \mathbb{Z}$. By the same technique in the proof of Theorem 3.4, we can show that $\{p(n)\}$ is an $\omega$-periodic solution of (3.1).

## 4. Almost periodic systems

In this section, we discuss the existence of asymptotically almost periodic solutions of (2.6), that is,

$$
\begin{equation*}
x(n+1)=F\left(n, x_{n}\right), \quad n \geq 0 \tag{4.1}
\end{equation*}
$$

under the condition (H4) as follows.
(H4) $F \in \mathscr{A} \mathscr{P}\left(\mathbb{Z} \times C: \mathbb{E}^{d}\right)$, that is, $F(n, v)$ is almost periodic in $n \in \mathbb{Z}$ uniformly for $v \in C$.

By $H(F)$ we denote the uniform closure of $F(n, v)$, that is, $G \in H(F)$ if there is an integer sequence $\left\{\alpha_{k}\right\}$ such that $\alpha_{k} \rightarrow \infty$ and $F\left(n+\alpha_{k}, v\right) \rightarrow G(n, v)$ uniformly on $\mathbb{Z} \times \Sigma$ as $k \rightarrow \infty$, where $\Sigma$ is any compact set in $C$. Note that $H(F) \subset \mathscr{A} \mathscr{P}\left(\mathbb{Z} \times C: \mathbb{E}^{d}\right)$ by Theorem 2.3 and $F \in H(F)$ by Theorem 2.4.

We first show that if (4.1) has a bounded asymptotically almost periodic solution, then (4.1) has an almost periodic solution. In fact, we have a more general result in the following.

Theorem 4.1. Suppose (H1), (H2), and (H4) hold. If the bounded solution $\{u(n)\}_{n \geq 0}$ of (4.1) is asymptotically almost periodic, then for any $G \in H(F)$, the system

$$
\begin{equation*}
x(n+1)=G\left(n, x_{n}\right) \tag{4.2}
\end{equation*}
$$

has an almost periodic solution for $n \geq 0$. Consequently, (4.1) has an almost periodic solution.

Proof. Since the solution $\{u(n)\}_{n \geq 0}$ is asymptotically almost periodic, it follows from Theorem 2.6 that it has the decomposition $u(n)=p(n)+q(n)(n \geq 0)$, where $\{p(n)\}_{n \in \mathbb{Z}}$ is almost periodic and $q(n) \rightarrow 0$ as $n \rightarrow \infty$. Notice that $\{u(n)\}$ is bounded. There is compact set $S_{\alpha} \in C$ such that $u_{n} \in S_{\alpha}$ and $p_{n} \in S_{\alpha}$ for all $n \geq 0$. For any $G \in H(F)$, there is an integer sequence $\left\{n_{k}\right\}, n_{k}>0$, such that $n_{k} \rightarrow \infty$ as $k \rightarrow \infty$ and $F\left(n+n_{k}, v\right) \rightarrow G(n, v)$ uniformly on $\mathbb{Z} \times S_{\alpha}$ as $k \rightarrow \infty$. Taking a subsequence if necessary, we can also assume that $p\left(n+n_{k}\right) \rightarrow p^{*}(n)$ uniformly on $\mathbb{Z}$ and $\left\{p^{*}(n)\right\}$ is also an almost periodic sequence. For any $j \in \operatorname{dis}[-\tau, 0]$, there is positive integer $k_{0}$ such that if $k>k_{0}$, then $j+n_{k} \geq 0$ for any $j \in \operatorname{dis}[-\tau, 0]$. In this case, we see that $u\left(n+n_{k}\right) \rightarrow p^{*}(n)$ uniformly for all $n \geq-\tau$ as $k \rightarrow \infty$, and hence, $u_{n+n_{k}} \rightarrow p_{n}^{*}$ in $C$ uniformly for $n \in \mathbb{Z}^{+}$as $k \rightarrow \infty$. Since

$$
\begin{align*}
u\left(n+n_{k}+1\right)= & F\left(n+n_{k}, u_{n+n_{k}}\right) \\
= & {\left[F\left(n+n_{k}, u_{n+n_{k}}\right)-F\left(n+n_{k}, p_{n}^{*}\right)\right] }  \tag{4.3}\\
& +\left[F\left(n+n_{k}, p_{n}^{*}\right)-G\left(n, p_{n}^{*}\right)\right]+G\left(n, p_{n}^{*}\right),
\end{align*}
$$

the first term of right-hand side of (4.3) tends to zero as $k \rightarrow \infty$ by Theorem 2.2 and $F\left(n+n_{k}, p_{n}^{*}\right)-G\left(n, p_{n}^{*}\right) \rightarrow 0$ as $k \rightarrow \infty$, we have $p^{*}(n+1)=G\left(n, p_{n}^{*}\right)$ for all $n \in \mathbb{Z}^{+}$, which implies that (4.2) has an almost periodic solution $\left\{p^{*}(n)\right\}_{n \geq 0}$, passing through $\left(0, p_{0}^{*}\right)$, where $p_{0}^{*}(j)=p^{*}(j)$ for $j \in \operatorname{dis}[-\tau, 0]$.

To deal with almost periodic solutions of (4.1) in terms of uniform stability, we assume that for each $G \in H(F)$, system (4.2) has a unique solution for a given initial condition.

Lemma 4.2. Suppose (H1), (H2), and (H4) hold. Let $\{u(n)\}_{n \geq 0}$ be the bounded solution of (4.1). Let $\left\{n_{k}\right\}_{k \geq 1}$ be a positive integer sequence such that $n_{k} \rightarrow \infty, u_{n_{k}} \rightarrow \psi$, and $F(n+$ $\left.n_{k}, v\right) \rightarrow G(n, v)$ uniformly on $\mathbb{Z} \times \Sigma$ as $k \rightarrow \infty$, where $\Sigma$ is any compact subset in $C$ and $G \in H(F)$. If the bounded solution $\{u(n)\}_{n \geq 0}$ is $\cup \mathscr{Y}$, then the solution $\{\eta(n)\}_{n \geq 0}$ of (4.2), through $(0, \psi)$, is ひUS. In addition, if $\{u(n)\}_{n \geq 0}$ is $\mathscr{S A S S}^{\prime}$, then $\{\eta(n)\}_{n \geq 0}$ is also $\mathscr{U A S S}^{\prime}$.

Proof. Set $u^{k}(n)=u\left(n+n_{k}\right)$. It is easy to see that $u^{k}(n)$ is a solution of

$$
\begin{equation*}
x(n+1)=F\left(n+n_{k}, x_{n}\right), \quad n \geq 0 \tag{4.4}
\end{equation*}
$$

passing though $\left(0, u_{n_{k}}\right)$ and $u_{n}^{k} \in S_{\alpha}$ for all $k$, where $S_{\alpha}$ is compact subset of $C$ such that $\left\|u_{n}\right\|<\alpha$ for all $n \geq 0$. Since $\{u(n)\}_{n \geq 0}$ is $\mathscr{S}_{\mathscr{S}},\left\{u^{k}(n)\right\}$ is also $U_{\mathscr{S}}$ with the same pair $(\varepsilon, \delta(\varepsilon))$ as the one for $\{u(n)\}_{n \geq 0}$. Taking a subsequence if necessary, we can assume that $\left\{u^{k}(n)\right\}_{k \geq 1}$ converges to a vector $\eta(n)$ for all $n \geq 0$ as $k \rightarrow \infty$. From (4.3) with $p_{n}^{*}=\eta_{n}$, we can see that $\{\eta(n)\}_{n \geq 0}$ is the unique solution of (4.2), through $(0, \psi)$.

To show that the solution $\{\eta(n)\}_{n \geq 0}$ of (4.2) is $\mathscr{Y}$, we need to prove that if for any $\varepsilon>0$ and any integer $n_{0} \geq 0$, there exists $\delta^{*}(\varepsilon)>0$ such that $\left\|\eta_{n_{0}}-y_{n_{0}}\right\|<\delta^{*}(\varepsilon)$ implies that $\left\|\eta_{n}-y_{n}\right\|<\varepsilon$ for all $n \geq n_{0}$, where $\{y(n)\}_{n \geq n_{0}}$ is a solution of (4.2) passing through $\left(n_{0}, \phi\right)$ with $y_{n_{0}}=\phi \in C$.

For any given $n_{0} \in \mathbb{Z}^{+}$, if $k$ is sufficiently large, say $k \geq k_{0}>0$, we have

$$
\begin{equation*}
\left\|u_{n_{0}}^{k}-\eta_{n_{0}}\right\|<\frac{1}{2} \delta\left(\frac{\varepsilon}{2}\right) \tag{4.5}
\end{equation*}
$$

where $\delta(\varepsilon)$ is the one for uniform stability of $\{u(n)\}_{n \geq 0}$. Let $\phi \in C$ such that

$$
\begin{equation*}
\left\|\phi-\eta_{n_{0}}\right\|<\frac{1}{2} \delta\left(\frac{\varepsilon}{2}\right) \tag{4.6}
\end{equation*}
$$

and let $\{x(n)\}_{n \geq n_{0}}$ be the solution of (4.1) such that $x_{n_{0}+n_{k}}=\phi$. Then $\left\{x^{k}(n)=x\left(n+n_{k}\right)\right\}$ is a solution of (4.4) with $x_{n_{0}}^{k}=\phi$. Since $\left\{u^{k}(n)\right\}$ is $थ \mathscr{Y}$ and $\left\|x_{n_{0}}^{k}-u_{n_{0}}^{k}\right\|<\delta(\varepsilon / 2)$ for $k \geq k_{0}$, we have

$$
\begin{equation*}
\left\|u_{n}^{k}-x_{n}^{k}\right\|<\frac{\varepsilon}{2} \quad \forall n \geq n_{0}, k \geq k_{0} . \tag{4.7}
\end{equation*}
$$

It follows from (4.7) that

$$
\begin{equation*}
\left\|x_{n}^{k}\right\| \leq\left\|u_{n}^{k}\right\|+\frac{\varepsilon}{2}<\alpha+\frac{\varepsilon}{2} \quad \forall n \geq n_{0}, k \geq k_{0} . \tag{4.8}
\end{equation*}
$$

Then there exists a number $\alpha^{*}>0$ such that $x_{n}^{k} \in S_{\alpha^{*}}$ for all $n \geq 0$ and $k \geq k_{0}$, which implies that there is subsequence of $\left\{x^{k}(n)\right\}_{k \geq k_{0}}$ for each $n \geq n_{0}-\tau$, denoted by $\left\{x^{k}(n)\right\}$ again, such that $x^{k}(n) \rightarrow y(n)$ for each $n \geq n_{0}-\tau$, and hence, $x_{n}^{k} \rightarrow y_{n}$ for all $n \geq n_{0}$ as $k \rightarrow$ $\infty$. Clearly, $y_{n_{0}}=\phi$ and the set $S_{\alpha^{*}}$ is compact set in C. Since $F(n, v)$ is almost periodic in $n$ uniformly for $v \in C$, we can assume that, taking a subsequence if necessary, $F\left(n+n_{k}, v\right) \rightarrow$ $G(n, v)$ uniformly on $\mathbb{Z} \times S_{\alpha^{*}}$ as $k \rightarrow \infty$. Taking $k \rightarrow \infty$ in $x^{k}(n+1)=F\left(n+n_{n_{k}}, x_{n}^{k}\right)$, we have $y(n+1)=G\left(n, y_{n}\right)$, namely, $\{y(n)\}$ is the unique solution of (4.2), passing through $\left(n_{0}, \phi\right)$ with $y_{n_{0}}=\phi \in C$. On the other hand, for any integer $N>0$, there exists $k_{N} \geq k_{0}$ such that if $k \geq k_{N}$, then

$$
\begin{equation*}
\left\|x_{n}^{k}-y_{n}\right\|<\frac{\varepsilon}{4}, \quad\left\|u_{n}^{k}-\eta_{n}\right\|<\frac{\varepsilon}{4} \quad \text { for } n_{0} \leq n \leq n_{0}+N . \tag{4.9}
\end{equation*}
$$

From (4.7) and (4.9), we obtain

$$
\begin{equation*}
\left\|\eta_{n}-y_{n}\right\|<\varepsilon \quad \text { for } n_{0} \leq n \leq n_{0}+N . \tag{4.10}
\end{equation*}
$$

Since $N$ is arbitrary, we have $\left\|\eta_{n}-y_{n}\right\|<\varepsilon$ for all $n \geq n_{0}$ if $\left\|\phi-\eta_{n_{0}}\right\|<[\delta(\varepsilon / 2)] / 2$ and $\phi \in C$, which implies that the solution $\{\eta(n)\}_{n \geq 0}$ of (4.2) is $ひ \mathscr{S}$.

Now, we assume that $\{u(n)\}_{n \geq 0}$ is $\mathscr{U A S S}^{\prime}$. Then the solution $\left\{u^{k}(n)\right\}$ of (4.4) is also U.AS with the same pair $\left(\delta_{0}, \varepsilon, N(\varepsilon)\right)$ as the one for $\{u(n)\}_{n \geq 0}$. Let $\left(\delta^{*}(\varepsilon), \varepsilon\right)$ be the pair for uniform stability of $\{\eta(n)\}$.

For any given $n_{0} \in \mathbb{Z}^{+}$, if $k$ is sufficiently large, say $k \geq k_{0}>0$, we have

$$
\begin{equation*}
\left\|u_{n_{0}}^{k}-\eta_{n_{0}}\right\|<\frac{1}{2} \delta_{0} \tag{4.11}
\end{equation*}
$$

where $\delta_{0}$ is the one for uniformly asymptotic stability of $\{u(n)\}_{n \geq 0}$. Let $\phi \in C$ such that $\left\|\phi-\eta_{n_{0}}\right\|<\left(\delta_{0} / 2\right)$ and let $\{x(n)\}_{n \geq n_{0}}$, for each fixed $k \geq k_{0}$, be the solution of (4.1) such that $x_{n_{0}+n_{k}}=\phi$. Then $\left\{x^{k}(n)=x\left(n+n_{k}\right)\right\}$ is a solution of (4.4) with $x_{n_{0}}^{k}=\phi$. Since $\left\{u^{k}(n)\right\}$ is $थ \mathscr{A} \mathscr{S}$ and $\left\|x_{n_{0}}^{k}-u_{n_{0}}^{k}\right\|<\left(\delta_{0} / 2\right)$ for each fixed $k \geq k_{0}$, we have

$$
\begin{equation*}
\left\|u_{n}^{k}-x_{n}^{k}\right\|<\frac{\varepsilon}{2} \quad \forall n \geq n_{0}+N\left(\frac{\varepsilon}{2}\right), k \geq k_{0} \tag{4.12}
\end{equation*}
$$

By the same argument as the above, we can assume that, taking a subsequence if necessary, $\left\{x^{k}(n)\right\}$ converges to the solution $\{y(n)\}$ of (4.2) through $\left(n_{0}, \phi\right)$ and $F\left(n+n_{k}, v\right) \rightarrow$ $G(n, v)$ uniformly on $\mathbb{Z} \times S_{\alpha^{*}}$ as $k \rightarrow \infty$, where $S_{\alpha^{*}}$ is compact set in $C$ with $\left|x^{k}(n)\right| \leq \alpha^{*}$ for all $k \geq k_{0}$ and $n \geq n_{0}-\tau$. Then $\{y(n)\}$ is the unique solution of (4.2), passing through $\left(n_{0}, \phi\right)$ with $y_{n_{0}}=\phi \in C$. On the other hand, for any integer $N>0$ there exists $k_{N} \geq k_{0}$ such that if $k \geq k_{N}$, then

$$
\begin{equation*}
\left\|x_{n}^{k}-y_{n}\right\|<\frac{\varepsilon}{4}, \quad\left\|u_{n}^{k}-\eta_{n}\right\|<\frac{\varepsilon}{4} \quad \text { for } n_{0}+N\left(\frac{\varepsilon}{2}\right) \leq n \leq n_{0}+N\left(\frac{\varepsilon}{2}\right)+N \tag{4.13}
\end{equation*}
$$

and hence, $\left\|y_{n}-\eta_{n}\right\|<\varepsilon$ for $n_{0}+N(\varepsilon / 2) \leq n \leq n_{0}+N(\varepsilon / 2)+N$. Since $N$ is arbitrary, we have

$$
\begin{equation*}
\left\|y_{n}-\eta_{n}\right\|<\varepsilon \quad \forall n \geq n_{0}+N\left(\frac{\varepsilon}{2}\right) \tag{4.14}
\end{equation*}
$$

if $\left\|\phi-\eta_{n_{0}}\right\|<\left(\delta_{0} / 2\right)$ and $\phi \in C$. The proof is completed.
Before dealing with the asymptotic almost periodicity of $\{u(n)\}$, we need the following lemma.

Lemma 4.3. Suppose that assumptions (H1), (H2), and (H4) hold, the bounded solution $\left\{u(n)=u\left(n, \psi^{0}\right)\right\}$ of (4.1) is $\cup \mathscr{A} \mathscr{S}$ and for each $G \in H(F)$, the solution of $(4.2)$ is unique for any given initial data. Let $S \supseteq S_{\alpha}$ be a given compact set in $C$. Then for any $\varepsilon>0$, there exists $\delta=\delta(\varepsilon)>0$ such that if $n_{0} \geq 0,\left\|u_{n_{0}}-x_{n_{0}}\right\|<\delta$, and $\{h(n)\}$ is a sequence with $|h(n)| \leq \delta$ for $n \geq n_{0}$, one has $\left\|u_{n}-x_{n}\right\|<\varepsilon$ for all $n \geq n_{0}$, where $\{x(n)\}$ is any bounded solution of the system

$$
\begin{equation*}
x(n+1)=F\left(n, x_{n}\right)+h(n), \quad n \geq n_{0} \tag{4.15}
\end{equation*}
$$

passing through $\left(n_{0}, x_{n_{0}}\right)$ such that $x_{n} \in S$ for all $n \geq n_{0}$.

Proof. Suppose that the bounded solution $\{u(n)\}_{n \geq 0}$ of (4.1) is $\mathscr{U}_{\mathscr{A}} \mathscr{S}$ with the triple $\left(\delta(\cdot), \delta_{0}, N(\cdot)\right)$. In order to establish Lemma 4.3 by a contradiction, we assume that Lemma 4.3 is not true. Then for some compact set $S_{*} \supseteq S_{\alpha}$, there exist an $\varepsilon, 0<\varepsilon<\delta_{0}$, sequences $\left\{n_{k}\right\} \subset \mathbb{Z}^{+},\left\{r_{k}\right\} \subset \mathbb{Z}^{+}$, mapping sequences $h_{k}: \operatorname{dis}\left[n_{k}, \infty\right) \rightarrow \mathbb{E}^{d}, \varphi^{k}: \operatorname{dis}\left[n_{k}-\right.$ $\left.\tau, n_{k}\right] \rightarrow \mathbb{E}^{d}$, and

$$
\begin{gather*}
\left\|u_{n_{k}}-x_{n_{k}}^{k}\right\|<\frac{1}{k}, \quad\left|h_{k}(n)\right| \leq \frac{1}{k} \quad \text { for } n \geq n_{k},  \tag{4.16}\\
\left\|u_{n}-x_{n}^{k}\right\| \leq \varepsilon \quad \text { for } n_{k} \leq n \leq n_{k}+r_{k}-1, \quad\left\|u_{n_{k}+r_{k}}-x_{n_{k}+r_{k}}^{k}\right\| \geq \varepsilon
\end{gather*}
$$

for sufficiently large $k$, where $\left\{x^{k}(n)\right\}$ is a solution of

$$
\begin{equation*}
x(n+1)=F\left(n, x_{n}\right)+h_{k}(n), \quad n \geq n_{k} \tag{4.17}
\end{equation*}
$$

passing through $\left(n_{k}, \varphi^{k}\right)$ such that $x_{n}^{k} \in S_{*}$ for all $n \geq n_{k}$ and $k \geq 1$. Since $S_{*}$ is bounded subset of $C$, it follows that $\left\{x^{k}\left(n_{k}+r_{k}+n\right)\right\}_{k \geq 1}$ and $\left\{x^{k}\left(n_{k}+n\right)\right\}_{k \geq 1}$ are uniformly bounded for all $n_{k}$ and $n \geq-\tau$. We first consider the case where $\left\{r_{k}\right\}_{k \geq 1}$ contains an unbounded subsequence. Set $N=N(\varepsilon)>1$. Taking a subsequence if necessary, we may assume that there is $G \in H(F)$ such that $F\left(n+n_{k}+r_{k}-N, v\right) \rightarrow G(n, v)$ uniformly on $\mathbb{Z}^{+} \times S_{*}, x^{k}\left(n+n_{k}+r_{k}-N\right) \rightarrow z(n)$, and $u\left(n+n_{k}+r_{k}-N\right) \rightarrow w(n)$ for $n \in \mathbb{Z}^{+}$as $k \rightarrow \infty$, where $z, w: \mathbb{Z}^{+} \rightarrow \mathbb{E}^{d}$ are some bounded functions. Since

$$
\begin{equation*}
x^{k}\left(n+n_{k}+r_{k}-N+1\right)=F\left(n+n_{k}+r_{k}-N, x_{n+n_{k}+r_{k}-N}^{k}\right)+h_{k}\left(n+n_{k}+r_{k}-N\right) \tag{4.18}
\end{equation*}
$$

passing to limit as $k \rightarrow \infty$, by the similar arguments in the proof of Theorem 4.1, we conclude that $\{z(n)\}_{n \geq 0}$ is the solution of the following equation:

$$
\begin{equation*}
x(n+1)=G\left(n, x_{n}\right), \quad n \in \mathbb{Z}^{+} \tag{4.19}
\end{equation*}
$$

Similarly, $\{w(n)\}_{n \in \mathbb{Z}^{+}}$is also a solution of (4.19). Since $x_{n_{k}+r_{k}-N}^{k}(j)=x^{k}\left(n_{k}+r_{k}-N+j\right) \rightarrow$ $z(j)=z_{0}(j)$ and $u_{n_{k}+r_{k}-N}(j)=u\left(n_{k}+r_{k}-N+j\right) \rightarrow w(j)=w_{0}(j)$ as $k \rightarrow \infty$ for all $j \in$ $\operatorname{dis}[-\tau, 0]$, it follows from (4.16) that $\left\|w_{0}-z_{0}\right\| \leq \lim _{k \rightarrow \infty}\left\|w_{n_{k}+r_{k}-N}-z_{n_{k}+r_{k}-N}\right\| \leq \varepsilon<\delta_{0}$. Notice that $\{w(n)\}_{n \in \mathbb{Z}^{+}}$is a solution of (4.19), passing through ( $0, w_{0}$ ), and is UAAS by Lemma 4.2. We have $\left\|w_{N}-z_{N}\right\|<\varepsilon$. On the other hand, since

$$
\begin{align*}
& u_{n_{k}+r_{k}}(j)=u\left(N+j+n_{k}+r_{k}-N\right) \longrightarrow w(N+j)=w_{N}(j), \\
& x_{n_{k}+r_{k}}^{k}(j)=x^{k}\left(N+j+n_{k}+r_{k}-j\right) \longrightarrow z(N+j)=z_{N}(j) \tag{4.20}
\end{align*}
$$

as $k \rightarrow \infty$ for each $j \in \operatorname{dis}[-\tau, 0]$, it follows from (4.16) that

$$
\begin{equation*}
\left\|w_{N}-z_{N}\right\|=\lim _{k \rightarrow \infty}\left\|u_{n_{k}+r_{k}}-x_{n_{k}+r_{k}}^{k}\right\| \geq \varepsilon . \tag{4.21}
\end{equation*}
$$

This is a contradiction. Thus, the sequence $\left\{r_{k}\right\}$ must be bounded. Taking a subsequence if necessary, we can assume that $0<r_{k} \equiv r_{0}<\infty$. Moreover, we may assume that $x^{k}\left(n_{k}+\right.$ $n) \rightarrow \widetilde{z}(n)$ and $u\left(n_{k}+n\right) \rightarrow \widetilde{w}(n)$ for each $n \geq-\tau$, and $F\left(n+n_{k}, v\right) \rightarrow \widetilde{G}(n, v)$ uniformly
on $\mathbb{Z} \times S_{*}$, for some functions $\widetilde{z}(n), \widetilde{w}(n)$ on $\mathbb{Z}^{+}$, and $\widetilde{G} \in H(F)$. Since $u_{n_{k}}(j)=u\left(n_{k}+\right.$ $j) \rightarrow \widetilde{w}(j)=\widetilde{w}_{0}(j)$ and $x_{n_{k}}^{k}(j)=x^{k}\left(n_{k}+j\right) \rightarrow \widetilde{z}(j)=\widetilde{z}_{0}(j)$ as $k \rightarrow \infty$ for all $j \in \operatorname{dis}[-\tau, 0]$, we have $\left\|\widetilde{w}_{0}-\widetilde{z}_{0}\right\|=\lim _{k \rightarrow \infty}\left\|u_{n_{k}}-x_{n_{k}}^{k}\right\|=\lim _{k \rightarrow \infty}\left\|u_{n_{k}}-\varphi^{k}\right\|=0$ by (4.16), and hence, $\widetilde{w}_{0} \equiv \widetilde{z}_{0}$, that is, $\widetilde{w}(j)=\widetilde{z}(j)$ for all $j \in \operatorname{dis}[-\tau, 0]$. Moreover, $\widetilde{z}(n)$ and $\widetilde{w}(n)$ satisfy the same relation

$$
\begin{equation*}
x(n+1)=\widetilde{G}\left(n, x_{n}\right), \quad n \in \mathbb{Z}^{+} \tag{4.22}
\end{equation*}
$$

The uniqueness of the solutions for the initial value problems implies that $\widetilde{z}(n) \equiv \widetilde{w}(n)$ for $n \in \mathbb{Z}^{+}$, and hence, $\left\|\tilde{w}_{r_{0}}-\widetilde{z}_{r_{0}}\right\|=0$. On the other hand, since $u_{n_{k}+r_{0}}(j)=u\left(n_{k}+r_{0}+\right.$ $j) \rightarrow \widetilde{w}\left(r_{0}+j\right)=\widetilde{w}_{r_{0}}(j)$ and $x_{n_{k}+r_{0}}^{k}(j)=x^{k}\left(n_{k}+r_{0}+j\right) \rightarrow \widetilde{z}\left(r_{0}+j\right)=\widetilde{z}_{r_{0}}(j)$ as $k \rightarrow \infty$ for all $j \in \operatorname{dis}[-\tau, 0]$, from (4.16) we have

$$
\begin{equation*}
\left\|\tilde{w}_{r_{0}}-\tilde{z}_{r_{0}}\right\|=\lim _{k \rightarrow \infty}\left\|u_{n_{k}+r_{k}}-x_{n_{k}+r_{k}}^{k}\right\| \geq \varepsilon \tag{4.23}
\end{equation*}
$$

This is a contradiction. This contradiction shows that Lemma 4.3 is true.
We are now in a position to prove the following result.
Theorem 4.4. Suppose that for each $G \in H(F)$, the solution of (4.2) is unique for the initial condition. If the bounded solution $\{u(n)\}_{n \geq 0}$ of (4.1) is $\mathscr{A} \mathscr{S}$, then $\{u(n)\}_{n \geq 0}$ is asymptotically almost periodic. Consequently, (4.1) has an almost periodic solution which is UAS.

Proof. Let the bounded solution $\{u(n)\}$ of (4.1) be $\because \mathscr{A} S$ with the triple $\left(\delta(\cdot), \delta_{0}, N(\cdot)\right)$. Let $\left\{n_{k}\right\}_{k \geq 1}$ be any positive integer such that $n_{k} \rightarrow \infty$ as $k \rightarrow \infty$. Set $u^{k}(n)=u\left(n+n_{k}\right)$. Then $u^{k}(n)$ is a solution of

$$
\begin{equation*}
x(n+1)=F\left(n+n_{k}, x_{n}\right) \tag{4.24}
\end{equation*}
$$

and $\left\{u^{k}(n)\right\}$ is $\mathscr{A} \mathscr{S}$ with the same triple $\left(\delta(\cdot), \delta_{0}, N(\cdot)\right)$. By Lemma 4.3, for the set $S_{\alpha}$ and any $0<\varepsilon<1$ there exists $\delta_{1}(\varepsilon)>0$ such that $|h(n)|<\delta_{1}(\varepsilon)$ and $\left\|x_{n_{0}}^{k}-x_{n_{0}}\right\|<\delta_{1}(\varepsilon)$ for some $n_{0} \geq 0$ imply that $\left\|x_{n}^{k}-x_{n}\right\|<(\varepsilon / 2)$ for all $n \geq n_{0}$, where $\{x(n)\}\left(n \geq n_{0}\right)$ is a solution of

$$
\begin{equation*}
x(n+1)=F\left(n+n_{k}, x_{n}\right)+h(n), \tag{4.25}
\end{equation*}
$$

through $\left(n_{0}, x_{n_{0}}\right)$ and $x_{n} \in S_{\alpha}$ for $n \geq n_{0}$. Since $\left\{u^{k}(j)=u\left(n_{k}+j\right)\right\}$ is uniformly bounded for all $k \geq 1$ and $j \geq-\tau$, taking a subsequence if necessary, we can assume that $\left\{u^{k}(j)\right\}$ is convergent for each $j \in \operatorname{dis}[-\tau, \infty), F\left(n+n^{k}, v\right) \rightarrow G(n, v)$ uniformly on $\mathbb{Z}^{+} \times S_{\alpha}$. In this case, there is a positive integer $k_{1}(\varepsilon)$ such that if $m, k \geq k_{1}(\varepsilon)$, then

$$
\begin{equation*}
\left\|u_{0}^{k}-u_{0}^{m}\right\|<\delta_{1}(\varepsilon) . \tag{4.26}
\end{equation*}
$$

On the other hand, $\left\{u^{m}(n)=u\left(n+n_{m}\right)\right\}, u_{n}^{m} \in S_{\alpha}$ for $n \in \mathbb{Z}^{+}$, is a solution of (4.25) with $h(n)=h_{k, m}(n)$, that is,

$$
\begin{equation*}
x(n+1)=F\left(n+n_{k}, x_{n}\right)+h_{k, m}(n), \tag{4.27}
\end{equation*}
$$

where $h_{k, m}(n)$ is defined by the relation

$$
\begin{equation*}
h_{k, m}(n)=F\left(n+n_{m}, u_{n}^{m}\right)-F\left(n+n_{k}, u_{n}^{m}\right), \quad n \in \mathbb{Z}^{+} . \tag{4.28}
\end{equation*}
$$

To apply Lemma 4.3 to (4.24) and its associated (4.27), we will discuss the properties of the sequence $\left\{h_{k, m}(n)\right\}_{n \geq 0}$. Since $F\left(n+n_{k}, v\right) \rightarrow G(n, v)$ uniformly on $\mathbb{Z}^{+} \times S_{\alpha}$, for the above $\delta_{1}(\varepsilon)>0$, there is a positive integer $k_{2}(\varepsilon)>k_{1}(\varepsilon)$ such that if $k, m \geq k_{2}(\varepsilon)$, then

$$
\begin{equation*}
\left|F\left(n+n_{m}, v\right)-F\left(n+n_{k}, v\right)\right|<\delta_{1}(\varepsilon) \quad \forall n \in \mathbb{Z}^{+}, v \in S_{\alpha} \tag{4.29}
\end{equation*}
$$

which implies that $\left|h_{k, m}(n)\right|=\left|F\left(n+n_{m}, u_{n}^{m}\right)-F\left(n+n_{k}, u_{n}^{m}\right)\right|<\delta_{1}(\varepsilon)$ for all $n \in \mathbb{Z}$. Applying Lemma 4.3 to (4.24) and its associated (4.27), with the above arguments and condition (4.26), we conclude that for any positive integer sequence $\left\{n_{k}\right\}_{k \geq 1}, n_{k} \rightarrow \infty$ as $k \rightarrow \infty$, and $\varepsilon>0$, there is a positive integer $k_{2}(\varepsilon)>0$ such that

$$
\begin{equation*}
\left\|u_{n}^{k}-u_{n}^{m}\right\|<\varepsilon \quad \forall n \geq 0 \text { if } k, m>k_{2}(\varepsilon), \tag{4.30}
\end{equation*}
$$

and hence, $\left|u^{k}(n)-u^{m}(n)\right|=\left|u_{n}^{k}(0)-u_{n}^{m}(0)\right|<\varepsilon$ for all $n \geq 0$ if $k, m>k_{2}(\varepsilon)$. This implies that the bounded solution $\{u(n)\}_{n \geq 0}$ of (4.1) is asymptotically almost periodic sequence by Theorem 2.6. Furthermore, (4.1) has an almost periodic solution, which is $U \mathscr{A} \mathscr{Y}$ by Theorem 4.1. This ends the proof.
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