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We reconsider the basic formulation of second-order, two-point, Sturm-Liouville-type
boundary value problems on time scales. Although this topic has received extensive atten-
tion in recent years, we present some simple examples which show that there are certain
difficulties with the formulation of the problem as usually used in the literature. These
difficulties can be avoided by some additional conditions on the structure of the time
scale, but we show that these conditions are unnecessary, since in fact, a simple, amended
formulation of the problem avoids the difficulties.
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1. Introduction

In the time scale literature, there has been considerable interest in Sturm-Liouville bound-
ary value problems of the form

~[put]* () +q(t)u(t) = F(Ltuo (1), [a,b]NT*, (1.1)

for suitable functions p, g, and f and real parameter A, together with boundary condi-
tions, which are generally taken to have the form

au(a) + pu’(a) = 0,
(1.2)
yu(o?(b)) +8u?(a(b)) =0,

for some points a,b € T, with a < b and (|a| + |B)(|y| +[5]) >0 (see, e.g., [1, 2, 6, 7,
9, 11, 15] and in the case of systems [12]) although there are other formulations of the
boundary conditions (see Remark 3.1). The formulation (1.1)-(1.2) covers both linear
eigenvalue problems and nonlinear problems.
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2 Boundary value problems

At first sight, (1.1)-(1.2) seems to be a reasonable formulation of a boundary value
problem and, indeed, it has received considerable attention. However, in this paper, we
show that for general time scales, there are certain difficulties with this basic formulation.
These difficulties can be avoided by some additional conditions on the structure of the
time scale, but we show that these conditions are unnecessary, since in fact a simple,
amended formulation of the problem avoids the difficulties.

The difficulties just mentioned concern the basic formulation of the linear operator
formed from the left-hand side of (1.1), together with the boundary conditions (1.2),
so from now on we simply consider the formulation of this linear operator and ignore
the right-hand side of (1.1). In Section 2, we briefly recall some basic definitions and
results concerning time scales—further details can be found in, for example, [4, 8, 14, 16].
In Section 3, we then describe the standard boundary value formulation more precisely,
and give some simple examples to highlight various problems with this formulation. A
formulation that avoids these problems is then presented in Section 4. In Section 5, we
consider the closely related AV-problem.

2. Preliminaries

A time scale T is a nonempty, closed subset of R. We will restrict our attention to bounded
time scales. We endow T with the subspace topology inherited from R.
Let

it:=inf{se T}, st:=supi{se T}. (2.1)
Define the jump operators o,p: T — T by
o(t):=inf{seT:s>t}, p(t):=suplseT:s<t}, teT, (2.2)

where, in this definition, we write inf & =iy, sup & = sy, so that p(iy) =iy and o (sy) = s7.
A point t € T is said to be left-dense, left-scattered, right-dense, right-scattered if p(t) = t,
p(t) <t,o(t) =t, o(t) >t, respectively.

Now suppose that u: T — R. Continuity of u is defined in the usual manner, while u
is said to be rd-continuous on T if it is continuous at all right-dense points in T and has
finite-left-sided limits at all left-dense points. We let C?d(T]') (resp., C°(T)) denote the set
of rd-continuous (resp., continuous) functions #: T — R, and let

lulor :=sup{|u(t)|:t €T}, ueCyYT. (2.3)

With this norm, these spaces are Banach spaces. For any u, we let u® := u o g3 if u € C°(T)
then u? € C%(T).

We assume throughout that p(st) > iy, so that T must contain at least 3 points. Now
define the set

T\ {sr} ifp(st)<sr,
T .= (2.4)
T otherwise.
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The set T* is closed (its construction simply removes the maximal point from T if this
point is isolated, which leaves a closed set), so T is a time scale, and hence all the above
constructions can be applied to T*. In particular, we can define the above Banach spaces
and norms using T* instead of T.

A function u: T — R is differentiable at t € T* if there exists a number u”(f) with the
following property: for any € > 0, there exists § > 0 such that

seET, |t—s|<d= |u(o(t)) —u(s) —ut(t)(a(t) —s)| <€|o(t)—s]. (2.5)

We note that if sy is left-scattered, then this would not define u(sy); however, this is
exactly the case for which st ¢ T*, and we do not attempt to define u”(st) in this case.

If u is differentiable at every ¢ € T, then u is said to be (A-) differentiable. It can be
shown that if u is differentiable at ¢, then u is continuous at ¢, and so, if u is differentiable,
then u € C°(T). Let C4(T) (resp., C'(T)) denote the set of functions u € C°(T) which
are differentiable and for which u® € C%(T*) (resp., u* € C°(T¥)). With the norm

luly,7:= lulor + |uA|())‘|]'x) ue Cy(T), (2.6)

these spaces are again Banach spaces.

To define the second derivative of u, we define the time scale T¥" := (T*)*, and then
the second derivative of u at t € T* is defined to be u22(¢) := (12)2(¢). We can also de-
fine Banach spaces Cfd(TT), C%(T) in a similar manner to the above definitions of Crld(TT),
CY(T), with the norm

lulor = lulog + [u® | o5 + |uAA|OJ,(z, u € C4(T). (2.7)

Remark 2.1. The definition of the Banach spaces given above is not a point of pedantry.
A correct definition of a function space (with correctly defined norm) in which to search
for a solution of a problem is essential for any meaningful discussion of the problem.
Of course, alternatives to the spaces described above could be utilised. Unfortunately,
many papers in the existing time scale literature omit any precise definition of the space
they are using, or at best give only a partial definition, despite a correct definition of the
basic Banach space being fundamental to the analytic techniques employed (e.g., fixed
point theorems, in e.g., [6, 7, 10, 12, 15]). For example, the papers [10, 15] define the
space E:= {u:[a,0(b)] — R}, with the norm [Jul| := SUP < <o (b) |u(t)|. No continuity, or
even measurability, conditions are imposed on the functions in E, despite the fact that the
ability to integrate the functions in E is central to the proofs contained in these papers.
As defined, E is certainly a Banach space, but the elements of E need not even be mea-
surable (supposing the time scale to be a real interval, on which we have a well-defined
idea of measurability), let alone integrable. In fact, these papers use the standard idea
of integrability on time scales in terms of antiderivatives, which imposes more stringent
conditions than simply measurability, so it is clear that further conditions are required to
yield a suitable Banach space.
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3. The standard formulation of a linear operator

A basic starting point to most discussions of boundary value problems is the construction
of alinear operator, on suitable function spaces, which represents the differential operator
part of the problem, that is, the left-hand side of (1.1), and incorporates the boundary
conditions (1.2). We now describe the standard formulation of such a linear operator,
and then discuss some problems with this formulation.

Let T be a bounded time scale, and a,b € T, with a < b. For a real-valued function u
satisfying the boundary conditions (1.2) define

Tu(t) == —[p(Ou]* () +q(Ouc(t), te[ab]nT*, (3.1)

for suitable functions p, g and suitable u. Clearly, some continuity and differentiability
conditions need to be imposed on the functions p and g but this is not our main interest
at the present moment, so we postpone this until the next section, and consider the con-
ditions on u. In addition, it is assumed that u satisfies the boundary conditions in (1.2).
These conditions are imposed in, for example, [1, 6, 9, 11]. A common alternative form
for the boundary conditions is described in the following remark.

Remark 3.1. In almost all the existing literature, the left-hand boundary condition has
the form stated in (1.2), but the right-hand boundary condition has often been expressed
in the alternative form

Yu(a (b)) +8u (0 (b)) =0 (3.2)

(see, e.g., [7, 10, 15]). Clearly, if a(b) = 6?(b), there is no distinction between these two
formulations. However, even if 6%(b) > o(b), these two formulations are in fact equivalent

(albeit, possibly with different values of the coefficients y, § and y, ) since the definition
of the derivative can be used to rewrite each condition in the form

au(a(b)) +cu(a*(b)) =0, (3.3)

for a unique (up to rescaling) pair of coefficients (cj,c;) € R?, where (cj,¢;) is indepen-
dent of whether we start with (1.2) or (3.2).

It should be noted, however, that the form adopted in (3.2) has a slight advantage in
certain calculations which involve taking the inner product of Lu with 4° and integrating
by parts. Furthermore, in this case, it is often appropriate to suppose that )N/,g > 0, which
is not equivalent to y,d = 0.

We note that even at this stage in the formulation of L, many papers in the literature
are rather vague about the domains of both the function u and the operator L—in fact,
often no mention is made at all of what domain either u or L is defined on. In Section 4,
we will give an alternative formulation in which the domains of u and L will be precisely
defined, but for now, we continue with the discussion of the above standard formulation.
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In order for the derivative u® (o (b)) in the boundary condition (1.2) to be defined, the
domain of u needs to include the set ([a,b] N T) U {o(b),0?(b)}, but presumably is not
taken to be all of T if T is considerably bigger than this set. Unfortunately, many papers
fail to make clear what the relationship between the points {a,b,c(b),c*(b)} and the sets
T, T%, T* is. In fact, a and b usually appear to be regarded as arbitrary points in T.

In addition, in order for the second derivative term in (3.1) to be defined, it is nec-
essary that the domain of Lu in (3.1) be contained in T¥ (see Section 2), so the domain
[a,b] N T* stated in (3.1) is reasonable. Some papers do not state any domain for Lu,
however, it is clear that, in fact, most papers take the domain of Lu in (3.1) to be the set
[a,b] N T (explicitly or implicitly), see for example [1, 7, 10, 11]. Clearly, for this to make
sense, it is necessary to impose the condition that

beTx, (3.4)

This condition is usually not stated explicitly, but is necessary whenever b is taken to be
in the domain of Lu. In addition, in order for the second boundary condition in (1.2) to
make sense, it is also necessary to impose the condition that

o(b) e T". (3.5)

As mentioned above, most papers on time scale boundary value problems use the
above formulation, but fail to impose any condition on the relationship between the
points {b,0(b),0?(b)} and the sets T, T*, T, despite the necessity of the conditions (3.4)
and (3.5). The following example gives a concrete illustration of the above remarks and
shows that the conditions (3.4) and (3.5) are actually different, and that they can fail to
hold.

Example 3.2. Let
-I]—l = [71)0] ) {1})

(3.6)
T,=[-1,0]u{1,2}.

Clearly,

TE=T¢ =[-1,0], T5=[-1,01uU{1},
Z (3.7)
T5 = [~1,0].

We suppose that a = —1 in each case. If we now choose b = 1, then T, and T, fail to satisfy
either (3.4) or (3.5). On the other hand, if we choose b = 0, then T satisfies (3.4) but not
(3.5), while T, satisfies both conditions.

Remark 3.3. Perhaps as an alternative to condition (3.4), the condition
a(b)eT (3.8)

has been used (see, e.g., [9]). However, given that the function ¢ is defined as a mapping
from T to T, it seems to be impossible to have ¢2(b) ¢ T. Some papers also omit the
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definitions of o(st) and p(iy) (see, e.g., [1, 9, 11, 13, 15]), but this does not appear to help
ensure that (3.4) holds.

Even if both the conditions (3.4) and (3.5) hold, there is still a problem with the above
formulation. Consider the time scale T3 = [—-1,0] U [1,3], with a = —1, b = 1, so that
[a,b] " T3 =T, (T, as in Example 3.2). Clearly, (3.4) and (3.5) hold; in fact, the point
b is far removed from sy,, so these conditions are irrelevant here. However, the above
formulation still has problems. As it stands, the boundary condition (1.2) requires the
derivative u®(1) to be evaluated which, by the definition of the derivative u* in Section 2,
requires u to be defined on some (arbitrarily small) interval to the right of 1 (admittedly,
there has been some recent discussion of “boundary value” problems with the “boundary
value” prescribed in the interior of the interval, but this does not seem to be what was
intended in the literature to which we are referring). However, the function Lu is not
defined to the right of 1, and it does not seem that a boundary value problem of this form
will provide values of u to the right of 1. The problem here is caused by formulating the
problem firstly in terms of the time scale T3, which is then restricted to the time scale
T, but the necessary conditions (3.4) and (3.5) are stated in terms the original time scale
T; and T%, '[ng. In this case, the set (1,3] C Ts is simply redundant and merely serves to
confuse matters.

The solution to this dilemma is simply to recognise that if one desires to consider a
boundary value problem on a closed subset T of a time scale T, then T should be taken
to be the basic time scale for the problem, and the remainder of the original time scale T
discarded. Moreover, the boundary values should be set up in terms of the end points of
T, with any derivatives being defined at points appropriately “stepped in” from these end
points—in fact, we describe such a formulation in Section 4.

Most of the difficulties discussed above occur when it happens that o(b) = 0%(b), so
these difficulties could be avoided simply by restricting attention to problems for which
o(b) < 6?(b). However, this excludes an entire class of problems which could easily be
included by using an alternative formulation of the boundary value problem, as will be
discussed in Section 4.

Remark 3.4. Ttis not only the setup that suffers under the above formulation, it also leads
to mistaken arguments. For example, in the proof of [6, Lemma 3.1], it is stated that if
0%(1) is left-scattered, then the solution x constructed there has x(a(1)) > 0. However,
this statement is incorrect on any time scale with o(1) = 02(1) (e.g., T above), since then
x(a(1)) = x(0*(1)) = 0 (under the hypotheses in [6]).

4. A consistent formulation

In this section, we describe a consistent formulation of a linear operator with which to
describe the two-point boundary value problems of interest here.

Let T be a bounded time scale with a = iy and b = sy. Suppose that p € C}(T*),
g € C%(T¥), and p = ¢ >0, on T¥, for some constant ¢ > 0. We define the boundary
conditions in the form

au(a) + pu’(a) = 0, yu(b) + 8u” (p(b)) =0, (4.1)
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with (e +1B1)(Iyl +18]) > 0. (As with the standard formulation of the boundary condi-
tions, we could use the value u(b) or u(p(b)) in (4.1), since by similar arguments to those

in Remark 3.1, there is no essential difference between these alternative formulations.)
Define L: D(L) € C%(T) — C%(T¥) by

D(L) := {u € C%(T) : u satisfies (4.1)},
(4.2)
Lu(t) == —[pu]* () +q(Ou (1), te T, ueD(L).

This definition of the linear operator L is unambiguous about domains, and ensures that
irrespective of the structure of the time scale T, all functions and derivatives in the bound-
ary conditions and the operator are only evaluated at points where they are well defined.
In particular, the first derivatives (in the operator and in the boundary condition) and the
second derivative (in the operator) are only evaluated on the correct subsets of T, namely
T* and T, respectively.

The formulation proposed here appears only slightly different from the formulation

previously described. However, key differences between these formulations are

(a) the domains of u and L are explicitly defined—in particular, there is no ambiguity
about which portions of T are of interest (all of T is relevant);

(b) the first derivatives in the boundary conditions (4.1) and in the expression for Lu
and the second derivative in the expression for Lu are only evaluated on T* and
T, respectively, that is, where these derivatives make sense;

(c) none of the difficulties discussed in the previous section arise for this formula-
tion.

The main difference between the formulations in this section and in the previous sec-
tion (apart from precision in domains) lies in the points at which to define the boundary
conditions. In (1.2), the right-hand boundary condition is expressed in terms of o(b)
and ¢2(b), that is, by moving upwards from b or “outwards” from T, whereas in (4.1),
the right-hand boundary condition is expressed in terms of b and p(b), that is, by mov-
ing “inwards” into T. This formulation avoids all the difficulties discussed previously.
Of course, as remarked at the end of Section 3, these difficulties could be avoided simply
by restricting the class of time scales considered, but this unnecessarily excludes an entire
class of time scales which could easily be included by using the above formulation.

5. V-derivative operators

In addition to the “forward difference” A-derivative considered above, a “backward dif-
ference” V-derivative can be defined in a similar manner (see [4]), and hence boundary
value operators containing V-derivatives can be defined. We consider this very briefly
here.

First, define the time scale T, (analogous to T*) by removing the minimal point from T
if this point is isolated. Now suppose that 2 : T — R. The function u is called Id-continuous
if it is continuous at all left-dense points and has finite-right sided limits at all right-
dense points. Then a “backward difference” derivative uV : T, — R can be defined in a
similar manner to u®. A parallel construction to the above then yields Banach spaces
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Cf)d('I]'), Clz (T), C°(T), and CV(T), with the natural sup norms. The second-order deriva-
tiveuVV : T,2 — R and two mixed second-order derivatives u*V, uV2 : T — R can then be
defined in a natural manner, with associated Banach spaces of twice differentiable func-
tions. Clearly, a variety of second-order differential operators can then be constructed,
with appropriate boundary conditions. Most of the considerations regarding suitable do-
mains and points at which to impose the boundary conditions discussed above also apply
to these alternative operators.

We illustrate one construction. Suppose that p € CV(Ty), g € C°(T%), and p > ¢ >0,
on T, for some constant ¢ > 0. Consider the boundary conditions

au(a) + Bu’(a) = 0, yu(b) +u” (p(b)) =0, (5.1)
with (] + 1BD)(Iyl +18]) >0, and define K : D(K) € CA¥(T) — C*(T%) by

D(K) := {u € C*V(T) : u satisfies (5.1)},
(5.2)
Ku:=—[pu]" () +q(Bu(t), teT~ ueDK).

Remark 5.1. The above AV formulation (or a similar VA formulation) has the advantage
of making the second derivative operator in K “centred,” and hence makes it appropriate
to replace the rd-continuous term u? in L with the continuous term u in K. This has
the advantage that the solution u of an equation of the form Ku = h with h € C°(T)
will be twice continuously differentiable, that is, u € CV(T) (rather than u € C%(T),
which would be the case with an analogous L equation). This consideration motivates
the domain and range of K chosen above.

Again, the above formulation of K is different to that typically used in the previous
literature (see, e.g., [3, 17, 18]), but is again motivated by the desire to produce a precise
and unambiguous definition of K, and to ensure that derivatives are only evaluated at
points at which they are defined, for all classes of time scales (we observe that in, e.g.,
[3, 18], the problem of evaluating derivatives at points outwith their normal domain of
definition can again occur for certain time scales).

Remark 5.2. Another motivation for studying the operator K, as opposed to the operator
L considered in Section 4, is to obtain a selfadjoint operator. Standard linear functional
analysis shows that selfadjoint operators on Hilbert spaces have a host of desirable prop-
erties not possessed by general, non-selfadjoint operators. Of course, even in the real set-
ting, in order to obtain selfadjoint operators, it is necessary to use L2-type Hilbert spaces
rather than Banach spaces of continuous functions. However, many of the desirable prop-
erties of selfadjoint operators can be obtained, even on such Banach spaces, if the Banach
space operator is symmetric with respect to a suitable L?-type inner product, and pos-
sesses a selfadjoint extension to a larger L?-type Hilbert space—in this context the term
“formally selfadjoint” is sometimes used for the underlying Banach space operator.

Of course, to date, most time scales papers use Banach spaces of continuous (or rd-or
1d-continuous functions) rather than Hilbert spaces of L?-type functions. Despite this,
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the operator L defined in Section 4 has often been termed “selfadjoint” (see, e.g., [4,
Chapter 4] and the references therein). This would not be unreasonable if L at least pos-
sessed a selfadjoint extension. However, it was shown in [8, Section 6] that L cannot
possibly have any such selfadjoint extension (at least, on any Hilbert space containing
the above domain D(L)). Thus this terminology seems inappropriate for L. However, the
operator K is symmetric with respect to an L? inner product (see [5, Chapter 4] and the
references therein), at least with appropriate boundary conditions. Thus, it seems that
the term “selfadjoint” may be appropriate in this setting—this remains to be proven and
requires the full development of an L? theory in the general time scale setting.
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