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## 1 Introduction

The study of the identities involving Bernoulli numbers and polynomials, Euler numbers and polynomials has a long history. More than 250 years ago, Euler discovered the following sums of products identity involving Bernoulli numbers:

$$
\begin{equation*}
\sum_{l=1}^{n-1}\binom{2 n}{2 l} B_{2 l} B_{2 n-2 l}=-(2 n+1) B_{2 n} \quad(n>1) \tag{1.1}
\end{equation*}
$$

(see [1]).
This identity has been extended by many authors in different directions (see [2-21]). Recently, Kim and Hu [22] obtained an analogy of Euler's sums of products identity for Apostol-Bernoulli numbers.

In 1978, Miki [23] obtained the following well-known identity, which is now known as Miki's identity:

$$
\sum_{k=2}^{n-2} \frac{B_{k} B_{n-k}}{k(n-k)}-\sum_{k=2}^{n-2}\binom{n}{k} \frac{B_{k} B_{n-k}}{k(n-k)}=2 H_{n} \frac{B_{n}}{n}
$$

for every $n=4,5, \ldots$, where $H_{n}=1+1 / 2+\cdots+1 / n$.
In 1997, Matiyasevich [24] found another identity of this type

$$
(n+2) \sum_{k=2}^{n-2} B_{k} B_{n-k}-2 \sum_{k=2}^{n-2}\binom{n+2}{k} B_{k} B_{n-k}=n(n+1) B_{n}
$$

for any $n=4,5, \ldots$.
In 2004, Dunne and Schubert [25] obtained the convolution identities for sums of products of Bernoulli numbers motivated by the role of these identities in quantum field theory

[^0]and string theory. In 2006, Crabb [26] showed that Gessel's generalization of Miki's identity [27] is a direct consequence of a functional equation for the generating function. During the same year, Sun and Pan [28] established two general identities involving Bernoulli and Euler polynomials, which imply both Miki and Matiyasevich's identities.

According to statement by Cohen in the first paragraph of [29, Chapter 11], the p-adic functions with nice properties are powerful tools for studying many results of classical number theory in a straightforward manner, for instance, strengthening of almost all the arithmetic results on Bernoulli numbers.
For example, in Exercises 2 and 3 of [29, Chapter 11], Cohen demonstrated a method to prove the following reciprocity formula for Bernoulli numbers using $p$-adic integral:

$$
m!\sum_{j=0}^{m} \frac{B_{m-j}}{(m-j)!} \frac{B_{n+j+1}}{(j+1)!}+n!\sum_{j=0}^{n} \frac{B_{n-j}}{(n-j)!} \frac{B_{m+j+1}}{(j+1)!}=-B_{m+n}
$$

(see Exercise 3(c) of [29, Chapter 11]).
Recently, using p-adic integral, Kim et al. [8] proved several identities on Bernoulli and Euler numbers. More comprehensive coverage can be found in the monographs by Chio et al. [2], Kim et al. [4], Kim et al. [5], Kim et al. [6], Kim et al. [7], Kim and Kim [9], Kim et al. [13], Lee and Kim [14].
In this paper, following the methods of [8], we shall further provide many new convolution identities involving Bernoulli, Euler and Genocchi numbers.

Let $B_{n}(x), E_{n}(x)$ and $G_{n}(x)$ be the $n$th Bernoulli, Euler and Genocchi polynomials, respectively. In what follows, we use $E_{n}$ to denote the special value of $E_{n}(x)$ at 0 , that is, $E_{n}=E_{n}(0)$.

Let $\delta_{i, j}$ be the Kronecker symbol defined by $\delta_{i, i}=1$ and $\delta_{i, j}=0$ for $i \neq j$.
In fact, the following identities are shown in this paper:

$$
\begin{align*}
& \sum_{l=0}^{2 n+1}\binom{2 n+1}{l} B_{2 n-l+1} E_{l}=-\delta_{0, n} \quad \text { (Theorem 3.3), }  \tag{1.2}\\
& \sum_{k=0}^{2 m+1} \sum_{l=0}^{2 n+2}\binom{2 m+1}{k}\binom{2 n+2}{l} B_{2 m-k+1} E_{2 n-l+2} E_{k+l}=0 \quad \text { (Theorem 3.4), }  \tag{1.3}\\
& \sum_{k=0}^{2 m+2} \sum_{l=0}^{2 n+1}\binom{2 m+2}{k}\binom{2 n+1}{l} B_{2 m-k+2} E_{2 n-l+1} E_{k+l}=2 B_{2 m+2} E_{2 n+1} \quad \text { (Thed }  \tag{Theorem3.4}\\
& \sum_{l=0}^{2 n+2}\binom{2 n+2}{l} E_{2 n-l+2}\left(E_{l}-2 E_{l+1}\right)=0 \quad \text { (Corollary 3.5), }  \tag{1.5}\\
& \sum_{k=0}^{2 m+1}\binom{2 m+1}{k} B_{2 m-k+1}\left(E_{k+2}-E_{k+1}\right)=0 \quad \text { (Corollary 3.5), }  \tag{1.6}\\
& \sum_{k=0}^{2 m}\binom{2 m}{k} B_{2 m-k}\left(E_{k}-2 E_{k+1}\right)=2 B_{2 m} \quad \text { (Corollary 3.5), }  \tag{1.7}\\
& \sum_{l=0}^{2 n+1}\binom{2 n+1}{l} E_{2 n-l+1}\left(E_{l}-6 E_{l+1}+6 E_{l+2}\right)=2 E_{2 n+1} \quad \text { (Corollary 3.5), } \tag{1.8}
\end{align*}
$$

$$
\begin{align*}
& \sum_{l=0}^{2 n+1}\binom{2 n+1}{l} E_{2 n-l+1} E_{l}=2 E_{2 n+1} \quad \text { if } n \in \mathbb{N}(\text { Remark 3.6), }  \tag{1.9}\\
& \sum_{i=0}^{\alpha}(-1)^{i} B_{n}^{(\alpha)}(i)=\left\{\begin{array}{lll}
\sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} E_{l} & \text { if } n+\alpha \equiv 0 & (\bmod 2), \\
0 & \text { if } n+\alpha \not \equiv 0 & (\bmod 2) \text { (Theorem 4.2), }
\end{array}\right.  \tag{1.10}\\
& \sum_{i=0}^{\alpha}(-1)^{i} E_{n}^{(\alpha)}(i)=\left\{\begin{array}{lll}
\sum_{l=0}^{n}\binom{n}{l} E_{n-l}^{(\alpha)} E_{l} & \text { if } n+\alpha \equiv 0 & (\bmod 2), \\
0 & \text { if } n+\alpha \not \equiv 0 & (\bmod 2) \text { (Theorem 4.3), }
\end{array}\right.  \tag{1.11}\\
& \sum_{i=0}^{\alpha}(-1)^{i} B_{m}^{(\alpha)}(i) E_{n}^{(\alpha)}(i) \\
& =\left\{\begin{array}{lc}
\sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} E_{n-l}^{(\alpha)} E_{k+l} & \text { if } m+n+\alpha \equiv 0 \quad(\bmod 2), \\
0 & \text { if } m+n+\alpha \not \equiv 0 \quad(\bmod 2) \\
& \text { (Theorem 4.4), }
\end{array}\right.  \tag{1.12}\\
& \sum_{i=0}^{\alpha}(-1)^{i} B_{m}^{(\alpha)}(i) G_{n}^{(\alpha)}(i) \\
& =\left\{\begin{array}{lll}
\sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} G_{n-l}^{(\alpha)} E_{k+l} & \text { if } m+n \equiv 0 & (\bmod 2), \\
0 & \text { if } m+n \not \equiv 0 & (\bmod 2) \text { (Section 5) } .
\end{array}\right. \tag{1.13}
\end{align*}
$$

This paper is organized as follows. In the next section, we recall the fundamental results between $p$-adic integral and Bernoulli and Euler numbers. Then using these results we prove new identities (identities (1.2), (1.3), (1.4), (1.5), (1.7), (1.8), (1.9)) involving Bernoulli and Euler numbers in Section 3, prove new identities (identities (1.10), (1.11), (1.12)) involving higher-order Bernoulli and Euler numbers and polynomials in Section 4, and also prove a new identity (identity (1.13)) involving both Bernoulli, Euler and Genocchi numbers in the final section.

## 2 p-adic analysis

In this section, we recall the fundamental results between $p$-adic integral and Bernoulli and Euler numbers, and we see that the properties of $p$-adic integrals may imply most wellknown facts on Bernoulli numbers and polynomials, Euler numbers and polynomials.

We assume $p$ is an odd prime number. The symbols $\mathbb{Z}_{p}, \mathbb{Q}_{p}$ and $\mathbb{C}_{p}$ denote the rings of $p$-adic integers, the field of $p$-adic numbers and the field of $p$-adic completion of the algebraic closure of $\mathbb{Q}_{p}$, respectively. $\mathbb{N}$ denotes the set of natural numbers and $\mathbb{N}_{0}$ denotes $\mathbb{N} \cup\{0\}$.
Let $U D\left(\mathbb{Z}_{p}\right)$ be the space of uniformly (or strictly) differentiable function on $\mathbb{Z}_{p}$. Then the Volkenborn integral of $f$ is defined by

$$
\begin{equation*}
I(f(z))=\int_{\mathbb{Z}_{p}} f(z) d \mu(z)=\lim _{N \rightarrow \infty} \frac{1}{p^{N}} \sum_{a=0}^{p^{N}-1} f(a) \tag{2.1}
\end{equation*}
$$

and this limit always exists when $f \in U D\left(\mathbb{Z}_{p}\right)$ (see [30, p.264]). For such functions we have

$$
\begin{equation*}
I\left(f_{1}\right)-I(f)=f^{\prime}(0), \tag{2.2}
\end{equation*}
$$

where $f^{\prime}(0)=\left.(\mathrm{d} f(z) / \mathrm{d} z)\right|_{z=0}$ and $f_{1}(z)=f(z+1)$. By (2.2), we have the following Volkenborn $p$-adic integral representation of the generating function of Bernoulli polynomials $B_{n}(x)$ :

$$
\begin{equation*}
I\left(e^{(x+z) t}\right)=\left(\frac{t}{e^{t}-1}\right) e^{x t}=\sum_{n=0}^{\infty} B_{n}(x) \frac{t^{n}}{n!}, \tag{2.3}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
I\left((x+z)^{n}\right)=B_{n}(x) \tag{2.4}
\end{equation*}
$$

(see [12]).
Setting $x=0$ in (2.4), we obtain the Volkenborn $p$-adic integral representation of the $n$th Bernoulli numbers

$$
\begin{equation*}
B_{n}=B_{n}(0)=I\left(z^{n}\right) \tag{2.5}
\end{equation*}
$$

(see [12, 30]).
Thus from the binomial theorem and (2.4), we get

$$
\begin{equation*}
B_{n}(x)=I\left((x+z)^{n}\right)=\sum_{l=0}^{n}\binom{n}{l} x^{l} I\left(z^{n-l}\right)=\sum_{l=0}^{n}\binom{n}{l} x^{l} B_{n-l}, \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\binom{n}{l}=\frac{n(n-1) \cdots(n-l+1)}{l!} . \tag{2.7}
\end{equation*}
$$

The recurrence formula of $B_{n}$ is given by

$$
B_{0}=1, \quad(B+1)^{n}-B_{n}= \begin{cases}1, & n=1,  \tag{2.8}\\ 0, & n>1,\end{cases}
$$

with the usual convention of denoting $B^{n}$ by $B_{n}$.
By (2.6) and (2.8), we have

$$
\begin{equation*}
B_{0}=1, \quad B_{n}(1)-B_{n}=\delta_{1, n} \quad \text { if } n \in \mathbb{N} . \tag{2.9}
\end{equation*}
$$

The fermionic $p$-adic integral $I_{-1}(f)$ on $\mathbb{Z}_{p}$ is defined by

$$
\begin{equation*}
I_{-1}(f(z))=\int_{\mathbb{Z}_{p}} f(z) d \mu_{-1}(z)=\lim _{N \rightarrow \infty} \sum_{a=0}^{p^{N}-1} f(a)(-1)^{a} \tag{2.10}
\end{equation*}
$$

where $f \in U D\left(\mathbb{Z}_{p}\right)$. This integral was introduced by Kim [12] in order to derive useful formulas involving the Euler numbers and polynomials. It has also been defined independently by Shiratani and Yamamoto [31] in order to interpolate the Euler numbers
$p$-adically. Osipov [32] gave a new proof of the existence of the Kubota-Leopoldt $p$-adic zeta function by using the integral representation

$$
\begin{equation*}
I_{\varepsilon}(f(z))=\int_{\mathbb{Z}_{p}} f(z) d \mu_{\varepsilon}(z)=\lim _{N \rightarrow \infty} \sum_{a=0}^{p^{l N}-1} f(a) \varepsilon^{a} \tag{2.11}
\end{equation*}
$$

where $f \in U D\left(\mathbb{Z}_{p}\right), \varepsilon^{k}=1, \varepsilon \neq 1,(k, p)=1$, and $k \mid\left(p^{l}-1\right)$. Note that when $k=2, I_{\varepsilon}(f)$ is the fermionic $p$-adic integral $I_{-1}(f)$ on $\mathbb{Z}_{p}$. Recently, the fermionic $p$-adic integral $I_{-1}(f)$ on $\mathbb{Z}_{p}$ has been used by the third author to give a brief proof of Stein's classical result on Euler numbers modulo power of two [10]; it has also been used by Maïga [33] to give some new identities and congruences concerning Euler numbers and polynomials.

From the definition of $I_{-1}(f)$, we have

$$
\begin{equation*}
I_{-1}\left(f_{1}\right)+I_{-1}(f)=2 f(0) \tag{2.12}
\end{equation*}
$$

where $f_{1}(z)=f(z+1)$ (see [12, Lemma 1]). Thus from induction, we have the following fermionic $p$-adic integral equation:

$$
\begin{equation*}
I_{-1}\left(f_{\alpha}\right)+(-1)^{\alpha-1} I_{-1}(f)=2 \sum_{i=0}^{\alpha-1}(-1)^{\alpha-i-1} f(i) \tag{2.13}
\end{equation*}
$$

where $\alpha \in \mathbb{N}$ and

$$
\begin{equation*}
f_{\alpha}(z)=f(z+\alpha) \tag{2.14}
\end{equation*}
$$

(see [12, Theorem 2]).
Using formula (2.12), we have the following fermionic $p$-adic integral representation of the generating function of Euler polynomials $E_{n}(x)$ :

$$
\begin{equation*}
I_{-1}\left(e^{(x+z) t}\right)=\frac{2}{e^{t}+1} e^{x t}=\sum_{n=0}^{\infty} E_{n}(x) \frac{t^{n}}{n!}, \tag{2.15}
\end{equation*}
$$

namely

$$
\begin{equation*}
I_{-1}\left((x+z)^{n}\right)=E_{n}(x) \tag{2.16}
\end{equation*}
$$

(see [34, Proposition 2.1]).
Setting $x=0$ in (2.16), we obtain the fermionic $p$-adic integral representation of the $n$th Euler numbers

$$
\begin{equation*}
E_{n}=E_{n}(0)=I_{-1}\left(z^{n}\right) \tag{2.17}
\end{equation*}
$$

(comparing with (2.5)).
Therefore, by the binomial theorem, (2.16), and (2.17), we have

$$
\begin{equation*}
E_{n}(x)=\sum_{l=0}^{n}\binom{n}{l} x^{l} I_{-1}\left(z^{n-l}\right)=\sum_{l=0}^{n}\binom{n}{l} x^{l} E_{n-l} . \tag{2.18}
\end{equation*}
$$

The recurrence formula of $E_{n}$ is given by

$$
\begin{equation*}
E_{0}=1, \quad(E+1)^{n}+E_{n}=0 \quad \text { if } n \in \mathbb{N}, \tag{2.19}
\end{equation*}
$$

with the usual convention of denoting $E^{n}$ by $E_{n}$.
By (2.18) and (2.19), we have

$$
\begin{equation*}
E_{n}(1)+E_{n}=2 \delta_{0, n} \quad \text { if } n \in \mathbb{N}_{0} . \tag{2.20}
\end{equation*}
$$

The $p$-adic integral also implies the following reflection symmetric relations for the Bernoulli and the Euler polynomials (see formulas (2.12) and (2.13) in [34]):

$$
\begin{array}{ll}
B_{n}(x)=(-1)^{n} B_{n}(1-x), & \text { where } n \in \mathbb{N}_{0} \\
E_{n}(x)=(-1)^{n} E_{n}(1-x), & \text { where } n \in \mathbb{N}_{0} \tag{2.22}
\end{array}
$$

## 3 Identities involving Bernoulli and Euler numbers

In this section, we prove new identities involving Bernoulli and Euler numbers.
Lemma 3.1 For $l \in \mathbb{N}_{0}$, we have

$$
I_{-1}\left((1-x)^{l}\right)=2+E_{l}-2 \delta_{0, l} .
$$

Proof Putting $f(x)=(1-x)^{l}$ in (2.12), by (2.17), we have

$$
\begin{equation*}
I_{-1}\left((1-x)^{l}\right)=2-I_{-1}\left((-x)^{l}\right)=2+(-1)^{l+1} E_{l} . \tag{3.1}
\end{equation*}
$$

By (2.22), with $x=0$, and (2.20), we obtain

$$
(-1)^{l} E_{l}=(-1)^{l} E_{l}(0)=E_{l}(1)=2 \delta_{0, l}-E_{l},
$$

substituting it to (3.1), we have the desired result.
The following well-known fact on Euler polynomials may also be established using $p$-adic integral. We refer to Corollary 1.1 in [35] for another proof.

Theorem 3.2 $E_{2 n}=0$ for $n \geq 1$.

Proof We prove our result following the method of the proof for Theorem 2.1 in [8].
By (2.17) and (2.18), we have

$$
\begin{equation*}
I_{-1}\left(E_{n}(x)\right)=\sum_{l=0}^{n}\binom{n}{l} E_{n-l} I_{-1}\left(x^{l}\right)=\sum_{l=0}^{n}\binom{n}{l} E_{n-l} E_{l} . \tag{3.2}
\end{equation*}
$$

On the other hand, using (2.18), (2.22) and Lemma 3.1, we obtain

$$
\begin{aligned}
I_{-1}\left(E_{n}(x)\right) & =(-1)^{n} I_{-1}\left(E_{n}(1-x)\right) \\
& =(-1)^{n} \sum_{l=0}^{n}\binom{n}{l} E_{n-l} I_{-1}\left((1-x)^{l}\right)
\end{aligned}
$$

$$
\begin{align*}
& =(-1)^{n} \sum_{l=0}^{n}\binom{n}{l} E_{n-l}\left(2+E_{l}-2 \delta_{0, l}\right) \\
& =(-1)^{n} 2\left(\sum_{l=0}^{n}\binom{n}{l} E_{n-l}-E_{n}\right)+(-1)^{n} \sum_{l=0}^{n}\binom{n}{l} E_{n-l} E_{l}, \tag{3.3}
\end{align*}
$$

where $\delta_{0, l}$ is the Kronecker symbol.
Comparing (3.2) and (3.3), then using (2.18), with $x=1$, and (2.20), we have

$$
\begin{align*}
\left(1+(-1)^{n+1}\right) \sum_{l=0}^{n}\binom{n}{l} E_{n-l} E_{l} & =(-1)^{n} 2\left(\sum_{l=0}^{n}\binom{n}{l} E_{n-l}-E_{n}\right) \\
& =(-1)^{n} 2\left(E_{n}(1)-E_{n}\right) \\
& =(-1)^{n} 4\left(\delta_{0, n}-E_{n}\right) \quad \text { if } n \in \mathbb{N}_{0} . \tag{3.4}
\end{align*}
$$

Putting $n=0$ on the left-hand side of (3.4), we have $0=1-E_{0}$, hence $E_{0}=1$. Replacing $n$ by $2 n(n \geq 1)$, the right-hand side becomes $E_{2 n}=0$, which completes the proof.

Theorem 3.3 For $n \in \mathbb{N}_{0}$, we have

$$
\sum_{l=0}^{2 n+1}\binom{2 n+1}{l} B_{2 n-l+1} E_{l}=-\delta_{0, n}
$$

Proof The proof goes the same way as in the above theorem.
By (2.5) and (2.6), we have

$$
\begin{equation*}
I_{-1}\left(B_{n}(x)\right)=\sum_{l=0}^{n}\binom{n}{l} B_{n-l} I_{-1}\left(x^{l}\right)=\sum_{l=0}^{n}\binom{n}{l} B_{n-l} E_{l} . \tag{3.5}
\end{equation*}
$$

On the other hand, using (2.6), (2.21) and Lemma 3.1, we obtain

$$
\begin{align*}
I_{-1}\left(B_{n}(x)\right) & =(-1)^{n} I_{-1}\left(B_{n}(1-x)\right) \\
& =(-1)^{n} \sum_{l=0}^{n}\binom{n}{l} B_{n-l} I_{-1}\left((1-x)^{l}\right) \\
& =(-1)^{n} \sum_{l=0}^{n}\binom{n}{l} B_{n-l}\left(2+E_{l}-2 \delta_{0, l}\right) \\
& =(-1)^{n} 2\left(\sum_{l=0}^{n}\binom{n}{l} B_{n-l}-B_{n}\right)+(-1)^{n} \sum_{l=0}^{n}\binom{n}{l} B_{n-l} E_{l} . \tag{3.6}
\end{align*}
$$

Comparing (3.5) and (3.6), then using (2.6), with $x=1$, and (2.9), we have

$$
\begin{aligned}
\left(1+(-1)^{n+1}\right) \sum_{l=0}^{n}\binom{n}{l} B_{n-l} E_{l} & =(-1)^{n} 2\left(\sum_{l=0}^{n}\binom{n}{l} B_{n-l}-B_{n}\right) \\
& =(-1)^{n} 2\left(B_{n}(1)-B_{n}\right) \\
& =(-1)^{n} 2 \delta_{1, n} .
\end{aligned}
$$

Letting $n=2 m+1(m \geq 0)$ in this identity, we get our result.

Theorem 3.4 For $m, n \in \mathbb{N}_{0}$, we have

$$
\begin{align*}
& \sum_{k=0}^{2 m+1} \sum_{l=0}^{2 n+2}\binom{2 m+1}{k}\binom{2 n+2}{l} B_{2 m-k+1} E_{2 n-l+2} E_{k+l}=0  \tag{3.7}\\
& \sum_{k=0}^{2 m+2} \sum_{l=0}^{2 n+1}\binom{2 m+2}{k}\binom{2 n+1}{l} B_{2 m-k+2} E_{2 n-l+1} E_{k+l}=2 B_{2 m+2} E_{2 n+1} \tag{3.8}
\end{align*}
$$

Taking $m=0, n=0$ in (3.7) and (3.8), respectively, we obtain the following corollary.

Corollary 3.5 For $m, n \in \mathbb{N}_{0}$, we have

$$
\begin{align*}
& \sum_{l=0}^{2 n+2}\binom{2 n+2}{l} E_{2 n-l+2}\left(E_{l}-2 E_{l+1}\right)=0  \tag{3.9}\\
& \sum_{k=0}^{2 m+1}\binom{2 m+1}{k} B_{2 m-k+1}\left(E_{k+2}-E_{k+1}\right)=0,  \tag{3.10}\\
& \sum_{k=0}^{2 m}\binom{2 m}{k} B_{2 m-k}\left(E_{k}-2 E_{k+1}\right)=2 B_{2 m}  \tag{3.11}\\
& \sum_{l=0}^{2 n+1}\binom{2 n+1}{l} E_{2 n-l+1}\left(E_{l}-6 E_{l+1}+6 E_{l+2}\right)=2 E_{2 n+1} \tag{3.12}
\end{align*}
$$

Proof of Theorem 3.4 We prove our result following the method of the proof for Theorem 2.3 in [8].
Putting $x=1$ in (2.6), (2.18), and using (2.9), (2.20), we get

$$
\begin{align*}
& B_{n}(1)=\sum_{l=0}^{n}\binom{n}{l} B_{n-l}=B_{n}+\delta_{1, n} \\
& E_{n}(1)=\sum_{l=0}^{n}\binom{n}{l} E_{n-l}=2 \delta_{0, n}-E_{n} . \tag{3.13}
\end{align*}
$$

By the linear property of $p$-adic integral and (2.17), we have the following fermionic $p$-adic integral representation of the product of Bernoulli and Euler polynomials:

$$
\begin{align*}
I_{-1}\left(B_{m}(x) E_{n}(x)\right) & =\sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k} E_{n-l} I_{-1}\left(x^{k+l}\right) \\
& =\sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k} E_{n-l} E_{k+l} \tag{3.14}
\end{align*}
$$

Further, by (2.21), (2.22), Lemma 3.1 and (3.13), we have

$$
\begin{aligned}
I_{-1}\left(B_{m}(x) E_{n}(x)\right) & =I_{-1}\left((-1)^{m+n} B_{m}(1-x) E_{n}(1-x)\right) \\
& =(-1)^{m+n} \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k} E_{n-l} I_{-1}\left((1-x)^{k+l}\right)
\end{aligned}
$$

$$
\left.\begin{array}{rl}
= & (-1)^{m+n} \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k} E_{n-l}\left(2+E_{k+l}-2 \delta_{0, k+l}\right) \\
= & (-1)^{m+n} 2 \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k} E_{n-l}+(-1)^{m+n+1} 2 B_{m} E_{n} \\
& +(-1)^{m+n} \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k} E_{n-l} E_{k+l} \\
= & (-1)^{m+n} 2\left(\sum_{k=0}^{m}\binom{m}{k} B_{m-k}\right.
\end{array}\right)\left(\sum_{l=0}^{n}\binom{n}{l} E_{n-l}\right)+(-1)^{m+n+1} 2 B_{m} E_{n} .
$$

Comparing (3.14) and (3.15), then using (3.13), we have

$$
\begin{align*}
(1 & \left.+(-1)^{m+n+1}\right) \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k} E_{n-l} E_{k+l} \\
& =(-1)^{m+n} 2 B_{m}(1) E_{n}(1)+(-1)^{m+n+1} 2 B_{m} E_{n} \\
& =(-1)^{m+n} 2\left(B_{m}+\delta_{1, m}\right)\left(2 \delta_{0, n}-E_{n}\right)+(-1)^{m+n+1} 2 B_{m} E_{n} \\
& =(-1)^{m+n} 2\left(2 B_{m} \delta_{0, n}-2 B_{m} E_{n}+2 \delta_{1, m} \delta_{0, n}-E_{n} \delta_{1, m}\right) . \tag{3.16}
\end{align*}
$$

Replacing $m$ by $2 m+1$ and $n$ by $2 n+1$ in (3.16), respectively, we have

$$
\begin{align*}
(1 & \left.+(-1)^{n}\right) \sum_{k=0}^{2 m+1} \sum_{l=0}^{n}\binom{2 m+1}{k}\binom{n}{l} B_{2 m-k+1} E_{n-l} E_{k+l} \\
& =(-1)^{n+1} 2\left(2 B_{2 m+1} \delta_{0, n}-2 B_{2 m+1} E_{n}+2 \delta_{1,2 m+1} \delta_{0, n}-E_{n} \delta_{1,2 m+1}\right) \tag{3.17}
\end{align*}
$$

and

$$
\begin{align*}
& \left(1+(-1)^{m}\right) \sum_{k=0}^{m} \sum_{l=0}^{2 n+1}\binom{m}{k}\binom{2 n+1}{l} B_{m-k} E_{2 n-l+1} E_{k+l} \\
& \quad=(-1)^{m} 2\left(2 B_{m} E_{2 n+1}+E_{2 n+1} \delta_{1, m}\right) . \tag{3.18}
\end{align*}
$$

Finally, replacing $n$ by $2 n+2$ in (3.17) and $m$ by $2 m$ in (3.18), using Theorem 3.2, we get our result.

Remark 3.6 Putting $n=0$ in (3.17), we recover Theorem 3.3. Setting $m=0$ in (3.18), we obtain

$$
\sum_{l=0}^{2 n+1}\binom{2 n+1}{l} E_{2 n-l+1} E_{l}=E_{2 n+1} E_{0}+\underbrace{E_{2 n} E_{1}+\cdots+E_{1} E_{2 n}}_{(2 n-1) \text {-terms }}+E_{0} E_{2 n+1}=2 E_{2 n+1} \quad \text { if } n \in \mathbb{N} \text {. }
$$

This identity is trivial, because by Theorem 3.2, the $(2 n-1)$ th terms are identical to zero.

## 4 Identities involving higher-order Bernoulli and Euler numbers

In this section, we prove new identities involving higher-order Bernoulli and Euler numbers and polynomials.

The higher-order Bernoulli polynomials $B_{n}^{(\alpha)}(x)$ and the higher-order Euler polynomials $E_{n}^{(\alpha)}(x)$ are defined by the following generating functions:

$$
\begin{equation*}
\left(\frac{t}{e^{t}-1}\right)^{\alpha} e^{x t}=\sum_{n=0}^{\infty} B_{n}^{(\alpha)}(x) \frac{t^{n}}{n!} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{2}{e^{t}+1}\right)^{\alpha} e^{x t}=\sum_{n=0}^{\infty} E_{n}^{(\alpha)}(x) \frac{t^{n}}{n!}, \tag{4.2}
\end{equation*}
$$

respectively. For $n \in \mathbb{N}_{0}$, we have $B_{n}^{(\alpha)}=B_{n}^{(\alpha)}(0)$ and $E_{n}^{(\alpha)}=E_{n}^{(\alpha)}(0)$, where $B_{n}^{(\alpha)}$ and $E_{n}^{(\alpha)}$ denote the higher-order Bernoulli and Euler numbers, respectively (see [20, Section 1.6] and [21, (16), (17)]). Moreover, from (4.1) and (4.2), we have

$$
\begin{align*}
& B_{n}^{(\alpha)}(x)=\sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} x^{l},  \tag{4.3}\\
& B_{n}^{(\alpha)}(x)=(-1)^{n} B_{n}^{(\alpha)}(\alpha-x),  \tag{4.4}\\
& E_{n}^{(\alpha)}(x)=\sum_{l=0}^{n}\binom{n}{l} E_{n-l}^{(\alpha)} x^{l},  \tag{4.5}\\
& E_{n}^{(\alpha)}(x)=(-1)^{n} E_{n}^{(\alpha)}(\alpha-x) . \tag{4.6}
\end{align*}
$$

Lemma 4.1 For $\alpha \in \mathbb{N}$ and $l \in \mathbb{N}_{0}$, we have

$$
I_{-1}\left((\alpha-x)^{l}\right)=(-1)^{\alpha}\left(2 \delta_{0, l}-E_{l}\right)+2 \sum_{i=0}^{\alpha-1}(-1)^{i}(\alpha-i)^{l}
$$

Proof Letting $f(x)=(\alpha-x)^{l}(\alpha \in \mathbb{N})$ in (2.14), we have $f_{\alpha}(x)=(-x)^{l}$.
By (2.13), we have

$$
\begin{align*}
I_{-1}\left((\alpha-x)^{l}\right) & =(-1)^{\alpha} I_{-1}\left((-x)^{l}\right)+2 \sum_{i=0}^{\alpha-1}(-1)^{-i} f(i) \\
& =(-1)^{\alpha}(-1)^{l} E_{l}+2 \sum_{i=0}^{\alpha-1}(-1)^{i}(\alpha-i)^{l} . \tag{4.7}
\end{align*}
$$

By (2.20), (2.22) with $x=0$, we have $(-1)^{l} E_{l}=E_{l}(1)=2 \delta_{0, l}-E_{l}$, and we obtain the assertion of the lemma.

Theorem 4.2 For $\alpha \in \mathbb{N}$ and $n \in \mathbb{N}_{0}$, we have

$$
\sum_{i=0}^{\alpha}(-1)^{i} B_{n}^{(\alpha)}(i)=\left\{\begin{array}{lll}
\sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} E_{l} & \text { if } n+\alpha \equiv 0 & (\bmod 2) \\
0 & \text { if } n+\alpha \not \equiv 0 & (\bmod 2)
\end{array}\right.
$$

Proof From (2.17), (4.3) and the linear property of $p$-adic integral, we obtain the following fermionic $p$-adic integral representation of the higher-order Bernoulli polynomials:

$$
\begin{equation*}
I_{-1}\left(B_{n}^{(\alpha)}(x)\right)=\sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} I_{-1}\left(x^{l}\right)=\sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} E_{l} . \tag{4.8}
\end{equation*}
$$

On the other hand, by (4.4) and Lemma 4.1, we have

$$
\begin{align*}
I_{-1}\left(B_{n}^{(\alpha)}(x)\right)= & (-1)^{n} \sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} I_{-1}\left((\alpha-x)^{l}\right) \\
= & (-1)^{n} \sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)}\left((-1)^{\alpha}\left(2 \delta_{0, l}-E_{l}\right)+2 \sum_{i=0}^{\alpha-1}(-1)^{i}(\alpha-i)^{l}\right) \\
= & (-1)^{n+\alpha} 2 B_{n}^{(\alpha)}+(-1)^{n} 2 \sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} \sum_{i=0}^{\alpha-1}(-1)^{i}(\alpha-i)^{l} \\
& -(-1)^{n+\alpha} \sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} E_{l .} . \tag{4.9}
\end{align*}
$$

Clearly,

$$
\begin{equation*}
\sum_{i=0}^{\alpha-1}(-1)^{i}(\alpha-i)^{l}=\sum_{i=1}^{\alpha}(-1)^{\alpha-i} i^{l} \tag{4.10}
\end{equation*}
$$

Comparing (4.8) and (4.9), then using (4.10) and (4.3) with $x=i$, we obtain

$$
\begin{align*}
(1 & \left.+(-1)^{n+\alpha}\right) \sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} E_{l} \\
& =(-1)^{n+\alpha} 2 B_{n}^{(\alpha)}+(-1)^{n} 2 \sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} \sum_{i=0}^{\alpha-1}(-1)^{i}(\alpha-i)^{l} \\
& =(-1)^{n+\alpha} 2 B_{n}^{(\alpha)}+(-1)^{n} 2 \sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} \sum_{i=1}^{\alpha}(-1)^{\alpha-i} i^{l} \\
& =(-1)^{n+\alpha} 2 B_{n}^{(\alpha)}+(-1)^{n} 2 \sum_{i=1}^{\alpha}(-1)^{\alpha-i}\left(\sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} l^{l}\right) \\
& =(-1)^{n+\alpha} 2 B_{n}^{(\alpha)}+(-1)^{n} 2 \sum_{i=1}^{\alpha}(-1)^{\alpha-i} B_{n}^{(\alpha)}(i) \\
& =(-1)^{n+\alpha} 2\left(B_{n}^{(\alpha)}+\sum_{i=1}^{\alpha}(-1)^{i} B_{n}^{(\alpha)}(i)\right) . \tag{4.11}
\end{align*}
$$

Since $B_{n}^{(\alpha)}=B_{n}^{(\alpha)}(0)$, therefore, by (4.11), we have

$$
(-1)^{n+\alpha} 2 \sum_{i=0}^{\alpha}(-1)^{i} B_{n}^{(\alpha)}(i)=\left(1+(-1)^{n+\alpha}\right) \sum_{l=0}^{n}\binom{n}{l} B_{n-l}^{(\alpha)} E_{l},
$$

which is the required result.

Theorem 4.3 For $\alpha \in \mathbb{N}$ and $n \in \mathbb{N}_{0}$, we have

$$
\sum_{i=0}^{\alpha}(-1)^{i} E_{n}^{(\alpha)}(i)=\left\{\begin{array}{lll}
\sum_{l=0}^{n}\binom{n}{l} E_{n-l}^{(\alpha)} E_{l} & \text { if } n+\alpha \equiv 0 & (\bmod 2) \\
0 & \text { if } n+\alpha \not \equiv 0 & (\bmod 2)
\end{array}\right.
$$

Proof This follows from the same process as in the proof of Theorem 4.2 by using (2.17), (4.5), (4.6) and Lemma 4.1.

Theorem 4.4 For $m, n \in \mathbb{N}_{0}$ and $\alpha \in \mathbb{N}$, we have

$$
\begin{aligned}
& \sum_{i=0}^{\alpha}(-1)^{i} B_{m}^{(\alpha)}(i) E_{n}^{(\alpha)}(i) \\
& \quad=\left\{\begin{array}{lll}
\sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} E_{n-l}^{(\alpha)} E_{k+l} & \text { if } m+n+\alpha \equiv 0 & (\bmod 2), \\
0 & \text { if } m+n+\alpha \not \equiv 0 & (\bmod 2) .
\end{array}\right.
\end{aligned}
$$

Proof First we have the following fermionic $p$-adic integral representation of the product of higher-order Bernoulli and Euler polynomials:

$$
\begin{align*}
I_{-1}\left(B_{m}^{(\alpha)}(x) E_{n}^{(\alpha)}(x)\right) & =\sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} E_{n-l}^{(\alpha)} I_{-1}\left(x^{k+l}\right) \\
& =\sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} E_{n-l}^{(\alpha)} E_{k+l} . \tag{4.12}
\end{align*}
$$

On the other hand, by (4.4), (4.6), Lemma 4.1, by (4.3) and (4.5) with $x=i$, we have

$$
\begin{aligned}
& I_{-1}\left(B_{m}^{(\alpha)}(x) E_{n}^{(\alpha)}(x)\right) \\
& \qquad=I_{-1}\left((-1)^{m+n} B_{m}^{(\alpha)}(1-x) E_{n}^{(\alpha)}(1-x)\right) \\
& =(-1)^{m+n} \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} E_{n-l}^{(\alpha)} I_{-1}\left((\alpha-x)^{k+l}\right) \\
& =(-1)^{m+n+\alpha} \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} E_{n-l}^{(\alpha)}\left(2 \delta_{0, k+l}-E_{k+l}+2 \sum_{i=1}^{\alpha}(-1)^{i} i^{k+l}\right) \\
& = \\
& \quad(-1)^{m+n+\alpha} 2\left(B_{m}^{(\alpha)} E_{n}^{(\alpha)}+\sum_{i=1}^{\alpha}(-1)^{i} \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} i^{k} E_{n-l}^{(\alpha)} i^{l}\right) \\
& \quad-(-1)^{m+n+\alpha} \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} E_{n-l}^{(\alpha)} E_{k+l}
\end{aligned}
$$

$$
\begin{align*}
= & (-1)^{m+n+\alpha} 2\left(B_{m}^{(\alpha)} E_{n}^{(\alpha)}+\sum_{i=1}^{\alpha}(-1)^{i}\left(\sum_{k=0}^{m}\binom{m}{k} B_{m-k}^{(\alpha)} i^{k}\right)\left(\sum_{l=0}^{n}\binom{n}{l} E_{n-l}^{(\alpha)} l^{l}\right)\right) \\
& -(-1)^{m+n+\alpha} \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} E_{n-l}^{(\alpha)} E_{k+l} \\
= & (-1)^{m+n+\alpha} 2\left(B_{m}^{(\alpha)} E_{n}^{(\alpha)}+\sum_{i=1}^{\alpha}(-1)^{i} B_{m}^{(\alpha)}(i) E_{n}^{(\alpha)}(i)\right) \\
& -(-1)^{m+n+\alpha} \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} E_{n-l}^{(\alpha)} E_{k+l} . \tag{4.13}
\end{align*}
$$

Comparing (4.12) and (4.13), and also noticing that $B_{n}^{(\alpha)}=B_{n}^{(\alpha)}(0)$ and $E_{n}^{(\alpha)}=E_{n}^{(\alpha)}(0)$, we have

$$
\begin{aligned}
(1 & \left.+(-1)^{m+n+\alpha}\right) \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} E_{n-l}^{(\alpha)} E_{k+l} \\
& =(-1)^{m+n+\alpha} 2 \sum_{i=0}^{\alpha}(-1)^{i} B_{m}^{(\alpha)}(i) E_{n}^{(\alpha)}(i),
\end{aligned}
$$

which is the assertion of the theorem.

## 5 Further remarks and observations

In this section, we show that the same methods as in Sections 3 and 4 can be used to obtain a new identity involving both Bernoulli, Euler and Genocchi numbers.
The higher-order Genocchi polynomials $G_{n}^{(\alpha)}(x)$ are defined by the generating function

$$
\begin{equation*}
\left(\frac{2 t}{e^{t}+1}\right)^{\alpha} e^{x t}=\sum_{n=0}^{\infty} G_{n}^{(\alpha)}(x) \frac{t^{n}}{n!} . \tag{5.1}
\end{equation*}
$$

The Genocchi polynomials $G_{n}(x)$ are given by $G_{n}(x)=G_{n}^{(1)}(x)$. For $x=0$, we have the Genocchi numbers $G_{n}$, i.e., $G_{n}=G_{n}(0)$. Letting $x=0$, we also have $G_{n}^{(\alpha)}=G_{n}^{(\alpha)}(0)$, where $G_{n}^{(\alpha)}$ denotes the higher-order Genocchi numbers.

The generating function of Genocchi polynomials is similar to those of Bernoulli and Euler polynomials, so it may be expected that the Genocchi numbers also satisfy similar identities as those established in Sections 3 and 4.

From the generating function (5.1), it is easy to deduce that

$$
\begin{align*}
& G_{n}^{(\alpha)}(x)=\sum_{l=0}^{n}\binom{n}{l} G_{n-l}^{(\alpha)} x^{l},  \tag{5.2}\\
& G_{n}^{(\alpha)}(x)=(-1)^{n+\alpha} G_{n}^{(\alpha)}(\alpha-x) . \tag{5.3}
\end{align*}
$$

Therefore, by the fermionic $p$-adic integral representation of $G_{n}^{(\alpha)}(x)$, (5.2) and (5.3), we have

$$
\begin{equation*}
\left(1+(-1)^{n}\right) \sum_{l=0}^{n}\binom{n}{l} G_{n-l}^{(\alpha)} E_{l}=(-1)^{n} 2 \sum_{i=0}^{\alpha}(-1)^{i} G_{n}^{(\alpha)}(i) \tag{5.4}
\end{equation*}
$$

For $n \not \equiv 0(\bmod 2)$, by (5.4), we have $\sum_{i=0}^{\alpha}(-1)^{i} G_{n}^{(\alpha)}(i)=0$. From (5.4), it is easily seen that

$$
\begin{equation*}
\sum_{l=0}^{2 n}\binom{2 n}{l} G_{2 n-l}^{(\alpha)} E_{l}=\sum_{i=0}^{\alpha}(-1)^{i} G_{2 n}^{(\alpha)}(i), \quad n \in \mathbb{N} . \tag{5.5}
\end{equation*}
$$

Also, by the fermionic $p$-adic representations of $B_{n}^{(\alpha)}(x)$ and $G_{n}^{(\alpha)}(x)$, we have

$$
\begin{align*}
(1 & \left.+(-1)^{m+n}\right) \sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} G_{n-l}^{(\alpha)} E_{k+l} \\
& =(-1)^{m+n} 2 \sum_{i=0}^{\alpha}(-1)^{i} B_{m}^{(\alpha)}(i) G_{n}^{(\alpha)}(i), \tag{5.6}
\end{align*}
$$

which is equivalent to

$$
\begin{aligned}
& \sum_{i=0}^{\alpha}(-1)^{i} B_{m}^{(\alpha)}(i) G_{n}^{(\alpha)}(i) \\
& \quad=\left\{\begin{array}{lll}
\sum_{k=0}^{m} \sum_{l=0}^{n}\binom{m}{k}\binom{n}{l} B_{m-k}^{(\alpha)} G_{n-l}^{(\alpha)} E_{k+l} & \text { if } m+n \equiv 0 & (\bmod 2), \\
0 & \text { if } m+n \neq 0 & (\bmod 2),
\end{array}\right.
\end{aligned}
$$

where $m, n \in \mathbb{N}_{0}$.
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