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1 Introduction
The fractional differential equations have received increasing attention during recent
years and have been studied extensively (see, e.g., [–] and references therein). This is
mostly due to the fact that fractional calculus provides an efficient and excellent instru-
ment to describemany practical dynamical phenomenawhich arise in viscoelasticity, elec-
trochemistry, control, porous media, electromagnetic, etc.
A strongmotivation for studying impulsive fractional differential equations comes from

the fact they can be used tomodel phenomena that cannot bemodeled by traditional initial
value problems, such as the dynamics of populations subject to abrupt changes (harvest-
ing, diseases, etc.) and mechanics, electrical engineering, medicine biology, ecology, and
so on. We refer the readers to [–] for the general theory and applications of impulsive
differential equations. Recently, Ahmad et al. [] applied themeasure of noncompactness
to a class of impulsive integrodifferential equations in a Banach space. Liu and Ahmad []
discussed the existence and uniqueness of solutions for initial value problems of nonlin-
ear singular multiterm impulsive Caputo type fractional differential equations on the half
line.
Moreover, some researchers (see [–] and the references therein) have addressed the

theory of boundary value problems for impulsive fractional differential equations. How-
ever, to the best of our knowledge, few papers can be found in the literature for the impul-
sive fractional differential equations with boundary value conditions in abstract spaces.
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In this paper, we study the following fractional impulsive differential equations with
boundary value conditions in a Banach space X:

cDq
t u(t) = f

(
t,u(t)

)
, t ∈ J ′ := J \ {t, t, . . . , tm}, J = [, ], (.)

�u(tk) = Ik
(
u(tk)

)
, �u′(tk) = Ĩk

(
u(tk)

)
, k = , , . . . ,m, (.)

u() + u() = α

∫ 


q

(
u(s)

)
ds, (.)

u′() + u′() = β

∫ 


q

(
u(s)

)
ds, (.)

where  < q < , α,β ∈ R. The fractional derivative is understood here in the Caputo sense.
Here f : J ×X → X, Ik , Ĩk : X → X (k = , , . . . ,m), q,q : X → X are appropriate functions
to be specified later. The impulsive moments {tk} are given such that  = t < t < · · · < tm <
tm+ = ,�u(tk) represents the jump of function u at tk , which is defined by�u(tk) = u(t+k )–
u(t–k ), where u(t

+
k ), u(t

–
k ) represent the right and left limits of u(t) at t = tk , respectively.

Observe that problem (.)-(.) reduces to an anti-periodic boundary value problem in
[] for α =  and β = . If α �=  or β �= , then it reduces to an integral boundary problem.
The rest of this paper is organized as follows. In Section , we state some basic concepts,

notations and preliminary results about fractional calculus and measure of noncompact-
ness. In Section , we discuss a new existence result (Theorem.) for solutions of problem
(.)-(.) on X, and obtain the corresponding result (Theorem .) in R immediately. We
shall give two illustrative examples for our results in Section .

2 Preliminaries
Throughout this paper, we denote by X a separable Banach space with norm ‖ · ‖. For
measurable functions ξ : J → X, define the norm

‖ξ‖Lp =
(∫

J

∥∥ξ (t)
∥∥p dt

) 
p
, ≤ p < ∞.

Let Lp(J ,X) be the Banach space of all Lebesgue measurable functions ξ : J → X with
‖ξ‖Lp < ∞.
Let J = [, t], Jk = (tk , tk+], k = , , . . . ,m, PC(J ,X) := {u : J → X; u ∈ C(Jk ,X), k =

, , . . . ,m, and the right limit u(t+k ) exists for k = , , . . . ,m} with the norm ‖u‖PC :=
supt∈J ‖u(t)‖ and PC(J ,X) := {u : J → X; u ∈ C(Jk ,X), k = , , . . . ,m, and the right lim-
its u(t+k ), u′(t+k ) exist for k = , , . . . ,m} with the norm ‖u‖ := ‖u‖PC =max{supt∈J ‖u(t)‖,
supt∈J ‖u′(t)‖}. Obviously, PC(J ,X) and PC(J ,X) are Banach spaces.
Let us recall the following known definitions. For more details see [].
Let g ∈ L([a,∞),R), the set of all integrable functions from [a,∞) to R.

Definition . ([]) The fractional integral of order qwith the lower limit a for a function
g(t) is defined as

aI
q
t g(t) =


�(q)

∫ t

a
(t – s)q–g(s)ds, t > a,q > 

provided the right side is point-wise defined on [a,∞), where �(·) is the gamma function.
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Definition . ([]) Riemann-Liouville derivative of order q with the lower limit a for a
function g(t) can be written as

L
aD

q
t g(t) =


�(n – q)

dn

dtn

∫ t

a
(t – s)n–q–g(s)ds, t > a,n –  < q < n.

Definition . ([]) The Caputo derivative of order q for the function g(t) can be written
as

c
aD

q
t g(t) = L

aD
q
t

(
g(t) –

n–∑
k=

(t – a)k

k!
g(k)(a)

)
, t > a,n –  < q < n.

Remark .
() If g(t) ∈ Cn[a,∞), then

c
aD

q
t g(t) =


�(n – q)

∫ t

a
(t – s)n–q–g(n)(s)ds

= aI
n–q
t g(n)(t), t > a,n –  < q < n.

() The Caputo derivative of a constant is equal to zero.

Moreover, from the definition ofCaputo derivative, we can obtain the following auxiliary
results.

Lemma . For q > , the general solution of fractional differential equation c
aD

q
t u(t) = 

is given by

u(t) = c + c(t – a) + c(t – a) + · · · + cn–(t – a)n–,

where ci ∈ R, i = , , , . . . ,n –  (n = [q] + ) and [q] denotes the integer part of the real
number q.

In view of Lemma ., it follows that the result holds.

Lemma . Let q > , then

aI
q
t
(c
aD

q
t u

)
(t) = u(t) + c + c(t – a) + c(t – a) + · · · + cn–(t – a)n–,

where ci ∈ R, i = , , , . . . ,n – , n = [q] + .

Definition . A function u ∈ PC(J ,X) is said to be a solution of (.)-(.) if u satisfies
the equation cDq

t u(t) = f (t,u(t)) on J ′, and conditions�u(tk) = Ik(u(tk)),�u′(tk) = Ĩk(u(tk)),
k = , , . . . ,m and u() + u() = α

∫ 
 q(u(s))ds, u

′() + u′() = β
∫ 
 q(u(s))ds.
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Lemma . Let h : J → X be continuous.A function u : J → X is a solution of the following
fractional integral equation:

u(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩


�(q)

∫ t
 (t – s)q–h(s)ds – 


∑m

i=(


�(q)
∫ ti
ti–

(ti – s)q–h(s)ds + Ii(u(ti)))
– 


∑m

i=( + (t – ti))( 
�(q–)

∫ ti
ti–

(ti – s)q–h(s)ds + Ĩi(u(ti)))
– 

�(q)
∫ 
tm ( – s)q–h(s)ds + –t

�(q–)
∫ 
tm ( – s)q–h(s)ds

+ α

∫ 
 q(u(s))ds –

β(–t)


∫ 
 q(u(s))ds, t ∈ J,


�(q)

∫ t
tk
(t – s)q–h(s)ds + 


∑k

i=(


�(q)
∫ ti
ti–

(ti – s)q–h(s)ds + Ii(u(ti)))
– 


∑m

i=k+(


�(q)
∫ ti
ti–

(ti – s)q–h(s)ds + Ii(u(ti)))
+ 


∑k

i=(


�(q–)
∫ ti
ti–

(ti – s)q–h(s)ds + Ĩi(u(ti))) · (t – ti)
– 


∑m

i=k+(


�(q–)
∫ ti
ti–

(ti – s)q–h(s)ds + Ĩi(u(ti))) · (t – ti)
– 


∑m

i=(


�(q–)
∫ ti
ti–

(ti – s)q–h(s)ds + Ĩi(u(ti)))
– 

�(q)
∫ 
tm ( – s)q–h(s)ds + –t

�(q–)
∫ 
tm ( – s)q–h(s)ds

+ α

∫ 
 q(u(s))ds –

β(–t)


∫ 
 q(u(s))ds, t ∈ Jk ,k = , , . . . ,m,

(.)

if and only if u(t) is a solution of the problem

cDq
t u(t) = h(t), t ∈ J ′ := J \ {t, t, . . . , tm}, J = [, ], (.)

�u(tk) = Ik
(
u(tk)

)
, �u′(tk) = Ĩk

(
u(tk)

)
, k = , , . . . ,m, (.)

u() + u() = α

∫ 


q

(
u(s)

)
ds, (.)

u′() + u′() = β

∫ 


q

(
u(s)

)
ds. (.)

Proof Let u be the solution of (.)-(.). If t ∈ J, then Lemma . implies that

u(t) =


�(q)

∫ t


(t – s)q–h(s)ds + a + bt,

u′(t) =


�(q – )

∫ t


(t – s)q–h(s)ds + b,

(.)

for some a,b ∈ R. Obviously, u() = a, u′() = b.
If t ∈ J, then Lemma . implies that

u(t) =


�(q)

∫ t

t
(t – s)q–h(s)ds + c + c(t – t),

u′(t) =


�(q – )

∫ t

t
(t – s)q–h(s)ds + c,

for some c, c ∈ R. Thus, we have

u
(
t–

)
=


�(q)

∫ t


(t – s)q–h(s)ds + a + bt,

u
(
t+

)
= c,
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u′(t– )
=


�(q – )

∫ t


(t – s)q–h(s)ds + b,

u′(t+ ) = c.

Applying the impulsive condition (.), we derive

c =


�(q)

∫ t


(t – s)q–h(s)ds + a + bt + I

(
u(t)

)
,

c =


�(q – )

∫ t


(t – s)q–h(s)ds + b + Ĩ

(
u(t)

)
.

Hence, for t ∈ J,

u(t) =


�(q)

∫ t

t
(t – s)q–h(s)ds +


�(q)

∫ t


(t – s)q–h(s)ds

+


�(q – )

∫ t


(t – s)q–h(s)ds · (t – t) + I

(
u(t)

)
+ Ĩ

(
u(t)

)
(t – t) + a + bt.

If t ∈ J, then Lemma . implies that

u(t) =


�(q)

∫ t

t
(t – s)q–h(s)ds + d + d(t – t),

u′(t) =


�(q – )

∫ t

t
(t – s)q–h(s)ds + d,

for some d,d ∈ R. Thus, we have

u
(
t–

)
=


�(q)

∫ t

t
(t – s)q–h(s)ds +


�(q)

∫ t


(t – s)q–h(s)ds

+


�(q – )

∫ t


(t – s)q–h(s)ds · (t – t) + I

(
u(t)

)
+ Ĩ

(
u(t)

)
(t – t) + a + bt,

u
(
t+

)
= d,

u′(t– )
=


�(q – )

∫ t

t
(t – s)q–h(s)ds +


�(q – )

∫ t


(t – s)q–h(s)ds

+ b + Ĩ
(
u(t)

)
,

u′(t+ ) = d.

Applying the impulsive condition (.), we obtain

d =


�(q)

∫ t

t
(t – s)q–h(s)ds +


�(q)

∫ t


(t – s)q–h(s)ds

+


�(q – )

∫ t


(t – s)q–h(s)ds · (t – t) + I

(
u(t)

)
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+ Ĩ
(
u(t)

)
(t – t) + I

(
u(t)

)
+ a + bt,

d =


�(q – )

∫ t

t
(t – s)q–h(s)ds +


�(q – )

∫ t


(t – s)q–h(s)ds

+ b + Ĩ
(
u(t)

)
+ Ĩ

(
u(t)

)
.

Hence, for t ∈ J,

u(t) =


�(q)

∫ t

t
(t – s)q–h(s)ds +


�(q)

∫ t

t
(t – s)q–h(s)ds

+


�(q)

∫ t


(t – s)q–h(s)ds +


�(q – )

∫ t


(t – s)q–h(s)ds · (t – t)

+


�(q – )

∫ t

t
(t – s)q–h(s)ds · (t – t) + I

(
u(t)

)
+ I

(
u(t)

)
+ Ĩ

(
u(t)

)
(t – t) + Ĩ

(
u(t)

)
(t – t) + a + bt.

By repeating the process, for t ∈ Jk , we have

u(t) =


�(q)

∫ t

tk
(t – s)q–h(s)ds

+
k∑
i=

(


�(q)

∫ ti

ti–
(ti – s)q–h(s)ds + Ii

(
u(ti)

))

+
k∑
i=

(


�(q – )

∫ ti

ti–
(ti – s)q–h(s)ds + Ĩi

(
u(ti)

)) · (t – ti)

+ a + bt, t ∈ Jk . (.)

Now, applying the boundary conditions (.), (.) to (.), we get

b = –



m∑
i=

(


�(q – )

∫ ti

ti–
(ti – s)q–h(s)ds + Ĩi

(
u(ti)

))

+
β



∫ 


q

(
u(s)

)
ds –


�(q – )

∫ 

tm
( – s)q–h(s)ds, (.)

a = –


�(q)

∫ 

tm
( – s)q–h(s)ds +


�(q – )

∫ 

tm
( – s)q–h(s)ds

–



m∑
i=

(


�(q)

∫ ti

ti–
(ti – s)q–h(s)ds + Ii

(
u(ti)

))

–



m∑
i=

(


– ti

)(


�(q – )

∫ ti

ti–
(ti – s)q–h(s)ds + Ĩi

(
u(ti)

))

+
α



∫ 


q

(
u(s)

)
ds –

β



∫ 


q

(
u(s)

)
ds. (.)

Now, it is clear that (.)-(.) imply (.).

http://www.advancesindifferenceequations.com/content/2014/1/202


Li and Wang Advances in Difference Equations 2014, 2014:202 Page 7 of 17
http://www.advancesindifferenceequations.com/content/2014/1/202

Conversely, if we assume that u satisfies (.), by a direct computation, it follows that the
solution given by (.) satisfies (.)-(.). This completes the proof. �

Next, we recall that the Hausdorff measure of noncompactness χ (·) on each bounded
subset � of Banach space Y is defined by

χ (�) = inf{ε > ;� has a finite ε-net in Y }.

This measure of noncompactness satisfies some basic properties as follows.

Lemma . ([]) Let Y be a Banach space and let U ,V ⊆ Y be bounded. Then
() χ (U) =  if and only if U is precompact;
() χ (U) = χ (U) = χ (convU), where U and convU mean the closure and convex hull of

U , respectively;
() χ (U)≤ χ (V ) if U ⊆ V ;
() χ (U ∪V ) ≤max{χ (U),χ (V )};
() χ (U +V ) ≤ χ (U) + χ (V ), where U +V = {x + y;x ∈U , y ∈ V };
() χ (λU) = |λ|χ (U), for any λ ∈ R;
() if the map Q :D(Q)⊆ Y → Z is Lipschitz continuous with constant k, then

χ (Q�) ≤ kχ (�) for any bounded subset � ⊆ D(Q), where Z is a Banach space.

Definition . A continuous map Q :W ⊆ Y → Y is said to be a χ -contraction if there
exists a positive constant ν <  such that χ (QU)≤ ν · χ (U) for any bounded closed subset
U ⊆W .

Theorem . (Darbo-Sadovskii []) If U ⊆ Y is bounded closed and convex, the con-
tinuous map F : U → U is a χ -contraction, then the map F has at least one fixed point
in U .

In Section , we will use the above fixed point theorem to obtain main result. To this
end, we present the following assertion about χ -estimates for amultivalued integral (The-
orem .. of []).
Let Y be the family of all nonempty subset of Y , G : [,d] → Y be a multifunction. It

is called:
(i) integrable, if it admits a Bochner integrable selection � : [,d] → Y , �(t) ∈G(t) for

a.e. t ∈ [,d];
(ii) integrably bounded, if there exists a function ϑ ∈ L([,d],Y ) such that

∥∥G(t)∥∥ := sup
{‖�‖;� ∈G(t)

} ≤ ϑ(t) a.e. t ∈ [,d].

Proposition . For an integrable, integrably bounded multifunction G : [,d] → X

where X is a separable Banach space, let

χ
(
G(t)

) ≤m(t), for a.e. t ∈ [,d],

where m ∈ L+([,d]). Then χ (
∫ t
 G(s)ds)≤

∫ t
 m(s)ds for all t ∈ [,d].

http://www.advancesindifferenceequations.com/content/2014/1/202
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To end this section, we introduce the following PC-type Arzela-Ascoli theorem ([],
Theorem .) which will be used in Section .

Theorem . Let Y be a Banach space and W ⊂ PC(J ,Y ). If the following conditions
are satisfied:

(i) W is a uniformly bounded subset of PC(J ,Y );
(ii) W is equicontinuous in (tk , tk+), k = , , , . . . ,m, where t = , tm+ = ;
(iii) W(t) = {u(t);u ∈W , t ∈ J \ {t, . . . , tm}},W(t+k ) = {u(t+k );u ∈W} and

W(t–k ) = {u(t–k );u ∈W} are relatively compact subsets of Y ,
thenW is a relatively compact subset of PC(J ,Y ).

3 Main results
In this section, we will discuss the existence of solutions to (.)-(.). For this end, we
consider the following assumptions.
(H) (i) f : J ×X → X satisfies f (·, v) : J → X is measurable for all v ∈ X and

f (t, ·) : X → X is continuous for a.e. t ∈ J , and there exists a function
μ ∈ L


σ (J ,R+) (σ ∈ (, q– )) such that

∥∥f (t, v)∥∥ ≤ μ(t).

(ii) For any bounded set D⊂ X , there exists a function η ∈ L


σ (J ,R+)
(σ ∈ (,q – )) such that

χ
(
f (t,D)

) ≤ η(t)χ (D).

(H) The functions Ik , Ĩk : X → X (k = , , . . . ,m) are continuous and there exist
positive constants lk , l̃k such that

∥∥Ik(u) – Ik(v)
∥∥ ≤ lk‖u – v‖, u, v ∈ X,∥∥̃Ik(u) – Ĩk(v)
∥∥ ≤ l̃k‖u – v‖, u, v ∈ X.

(H) There exist constantsMq ,Mq ∈ R+ such that

∥∥qi(u) – qi(u)
∥∥ ≤Mqi‖u – u‖, u,u ∈ X, i = , .

Theorem. Assume that (H)-(H) are satisfied, then there exists a solution of (.)-(.)
on J provided that

κ :=
(m + )q –m + 

�(q)

(
 – σ

q – σ – 

)–σ

‖η‖
L


σ

+
m∑
i=

li + ̃li


+
αMq + βMq


< .

http://www.advancesindifferenceequations.com/content/2014/1/202


Li and Wang Advances in Difference Equations 2014, 2014:202 Page 9 of 17
http://www.advancesindifferenceequations.com/content/2014/1/202

Proof Consider the operator F : PC(J ,X)→ PC(J ,X) defined by

(Fu)(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩


�(q)

∫ t
 (t – s)q–f (s,u(s))ds

– 

∑m

i=(


�(q)
∫ ti
ti–

(ti – s)q–f (s,u(s))ds + Ii(u(ti)))
– 


∑m

i=( + (t – ti))( 
�(q–)

∫ ti
ti–

(ti – s)q–f (s,u(s))ds + Ĩi(u(ti)))
– 

�(q)
∫ 
tm ( – s)q–f (s,u(s))ds + –t

�(q–)
∫ 
tm ( – s)q–f (s,u(s))ds

+ α

∫ 
 q(u(s))ds –

β(–t)


∫ 
 q(u(s))ds, t ∈ J,


�(q)

∫ t
tk
(t – s)q–f (s,u(s))ds

+ 

∑k

i=(


�(q)
∫ ti
ti–

(ti – s)q–f (s,u(s))ds + Ii(u(ti)))
– 


∑m

i=k+(


�(q)
∫ ti
ti–

(ti – s)q–f (s,u(s))ds + Ii(u(ti)))
+ 


∑k

i=(


�(q–)
∫ ti
ti–

(ti – s)q–f (s,u(s))ds + Ĩi(u(ti))) · (t – ti)
– 


∑m

i=k+(


�(q–)
∫ ti
ti–

(ti – s)q–f (s,u(s))ds + Ĩi(u(ti))) · (t – ti)
– 


∑m

i=(


�(q–)
∫ ti
ti–

(ti – s)q–f (s,u(s))ds + Ĩi(u(ti)))
– 

�(q)
∫ 
tm ( – s)q–f (s,u(s))ds + –t

�(q–)
∫ 
tm ( – s)q–f (s,u(s))ds

+ α

∫ 
 q(u(s))ds –

β(–t)


∫ 
 q(u(s))ds, t ∈ Jk ,k = , , . . . ,m.

(.)

Clearly, F is well defined and the fixed point of F is the solution of problem (.)-(.) by
Lemma ..
The operator F can be rewritten in the form F = F +F, for t ∈ Jk (k = , , , . . . ,m),

where

(Fu)(t) =


�(q)

∫ t

tk
(t – s)q–f

(
s,u(s)

)
ds

+


�(q)

k∑
i=

∫ ti

ti–
(ti – s)q–f

(
s,u(s)

)
ds

–


�(q)

m∑
i=k+

∫ ti

ti–
(ti – s)q–f

(
s,u(s)

)
ds

+


�(q – )

k∑
i=

(∫ ti

ti–
(ti – s)q–f

(
s,u(s)

)
ds

)
· (t – ti)

–


�(q – )

m∑
i=k+

(∫ ti

ti–
(ti – s)q–f

(
s,u(s)

)
ds

)
· (t – ti)

–


�(q – )

m∑
i=

∫ ti

ti–
(ti – s)q–f

(
s,u(s)

)
ds

–


�(q)

∫ 

tm
( – s)q–f

(
s,u(s)

)
ds +

 – t
�(q – )

∫ 

tm
( – s)q–f

(
s,u(s)

)
ds,

(Fu)(t) =



k∑
i=

Ii
(
u(ti)

)
–



m∑
i=k+

Ii
(
u(ti)

)
–



m∑
i=

Ĩi
(
u(ti)

)

+



k∑
i=

Ĩi
(
u(ti)

) · (t – ti) –



m∑
i=k+

Ĩi
(
u(ti)

) · (t – ti)

+
α



∫ 


q

(
u(s)

)
ds –

β( – t)


∫ 


q

(
u(s)

)
ds.
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Then

(Fu)′(t) =


�(q – )

∫ t

tk
(t – s)q–f

(
s,u(s)

)
ds

+


�(q – )

k∑
i=

(∫ ti

ti–
(ti – s)q–f

(
s,u(s)

)
ds

)

–


�(q – )

m+∑
i=k+

(∫ ti

ti–
(ti – s)q–f

(
s,u(s)

)
ds

)

(Fu)′(t) =



k∑
i=

Ĩi
(
u(ti)

)
–



m∑
i=k+

Ĩi
(
u(ti)

)
+

β



∫ 


q

(
u(s)

)
ds.

Let {un} be a sequence such that un → u in PC(J ,X) as n → ∞. Since f satisfies (H)(i),
for almost every t ∈ J , we get f (t,un(t)) → f (t,u(t)) as n → ∞. Moreover, ‖f (t,un(t)) –
f (t,u(t))‖ ≤ μ(t).
It follows from Lebesgue’s dominated convergence theorem that

∥∥(Fun)(t) – (Fu)(t)
∥∥
 → , as n→ ∞.

Moreover, noting that (H) and (H), we have ‖(Fun)(t) – (Fu)(t)‖ →  as n → ∞.
Now we can see that F is continuous.
Let Br = {u ∈ PC(J ,X);‖u‖ ≤ r}, where r ≥ C

–C
and

C =
( – σ)–σ · ‖μ‖

L

σ

�(q)(q – σ – )–σ
· (m + )q –m + 



+
m∑
i=

‖Ii()‖ + ‖̃Ii()‖


+
α‖q()‖ + β‖q()‖


,

C =
m∑
i=

li + ̃li


+
αMq + βMq


.

For u ∈ Br , i = , , . . . ,m + , using (H)(i) and the Hölder inequality, we have

∥∥∥∥∫ ti

ti–
(ti – s)q–f

(
s,u(s)

)
ds

∥∥∥∥ ≤
(∫ ti

ti–
(ti – s)

q–
–σ ds

)–σ(∫ ti

ti–

(
μ(s)

) 
σ ds

)σ

<
(
 – σ

q – σ

)–σ

‖μ‖
L


σ
,∥∥∥∥∫ ti

ti–
(ti – s)q–f

(
s,u(s)

)
ds

∥∥∥∥ ≤
(∫ ti

ti–
(ti – s)

q–
–σ ds

)–σ(∫ ti

ti–

(
μ(s)

) 
σ ds

)σ

<
(

 – σ

q – σ – 

)–σ

‖μ‖
L


σ
.

http://www.advancesindifferenceequations.com/content/2014/1/202


Li and Wang Advances in Difference Equations 2014, 2014:202 Page 11 of 17
http://www.advancesindifferenceequations.com/content/2014/1/202

Therefore

∥∥(Fu)(t)
∥∥ <

( – σ)–σ · ‖μ‖
L


σ

�(q)(q – σ – )–σ
· (m + )q –m + 


,

∥∥(Fu)′(t)
∥∥ <

( – σ)–σ · ‖μ‖
L


σ

�(q – )(q – σ – )–σ
· m + 


,

then

∥∥(Fu)(t)
∥∥
 ≤

( – σ)–σ · ‖μ‖
L


σ

�(q)(q – σ – )–σ
· (m + )q –m + 


. (.)

Moreover, by (H) and (H), we obtain

∥∥(Fu)(t)
∥∥ <

m∑
i=

(li + ̃li)


∥∥u(ti)∥∥ +
αMq + βMq



∫ 



∥∥u(s)∥∥ds
+

m∑
i=

‖Ii()‖ + ‖̃Ii()‖


+
α‖q()‖ + β‖q()‖



and

∥∥(Fu)′(t)
∥∥ ≤ 



m∑
i=

l̃i
∥∥u(ti)∥∥ +

βMq


∫ 



∥∥u(s)∥∥ds + 


m∑
i=

∥∥̃Ii()∥∥ +
β‖q()‖


,

therefore

∥∥(Fu)(t)
∥∥
 ≤

( m∑
i=

li + ̃li


+
αMq + βMq



)
r +

m∑
i=

‖Ii()‖ + ‖̃Ii()‖


+
α‖q()‖ + β‖q()‖


. (.)

From (.) and (.), we have ‖(Fu)(t)‖ ≤ C +Cr ≤ r. This shows that FBr ⊂ Br .
Let u ∈ Br , for any tk < τ < τ ≤ tk+, we have∥∥∥∥ 

�(q)

∫ τ

tk
(τ – s)q–f

(
s,u(s)

)
ds –


�(q)

∫ τ

tk
(τ – s)q–f

(
s,u(s)

)
ds

∥∥∥∥
≤ 

�(q)

∫ τ

tk

[
(τ – s)q– – (τ – s)q–

]
μ(s)ds +


�(q)

∫ τ

τ

(τ – s)q–μ(s)ds

→ , as τ → τ.

Therefore,

∥∥(Fu)(τ) – (Fu)(τ)
∥∥

≤
∥∥∥∥ 
�(q)

∫ τ

tk
(τ – s)q–f

(
s,u(s)

)
ds –


�(q)

∫ τ

tk
(τ – s)q–f

(
s,u(s)

)
ds

∥∥∥∥
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+
(τ – τ)



[ m∑
i=

∥∥̃Ii(u(ti))∥∥ + β

∫ 



∥∥q(u(s))∥∥ds]

+
(τ – τ)
�(q – )

m+∑
i=

∫ ti

ti–
(ti – s)q–μ(s)ds

→ , as τ → τ.

Moreover, from the Hölder inequality, we have


�(q – )

∥∥∥∥∫ τ

tk

[
(τ – s)q– – (τ – s)q–

]
μ(s)ds

∥∥∥∥
≤ 

�(q – )

(∫ τ

tk

∣∣(τ – s)q– – (τ – s)q–
∣∣ 
–σ ds

)–σ

· ‖μ‖
L


σ

=
 – q

�(q – )
· ‖μ‖

L

σ

(∫ τ

tk

[∫ τ

τ

(ζ – s)q– dζ

] 
–σ

ds
)–σ

≤M
(∫ τ

tk

(
(τ – s)θ – (τ – s)θ

)
ds

)–σ

≤ M
( + θ )–σ

[
(τ – τ)+θ – (τ – tk)+θ + (τ – tk)+θ

]–σ

→ , as τ → τ,

whereM >  is a constant and θ = q––σ
–σ

. Similarly,

∫ τ

τ

(τ – s)q–μ(s)ds ≤
(∫ τ

τ

(τ – s)
q–
–σ ds

)–σ

· ‖μ‖
L


σ

=
(

 – σ

q –  – σ

)–σ

(τ – τ)q––σ · ‖μ‖
L


σ
.

Thus,

∥∥(Fu)′(τ) – (Fu)′(τ)
∥∥

≤ 
�(q – )

∥∥∥∥∫ τ

tk
(τ – s)q–f

(
s,u(s)

)
ds –

∫ τ

tk
(τ – s)q–f

(
s,u(s)

)
ds

∥∥∥∥
≤ 

�(q – )

∥∥∥∥∫ τ

tk

[
(τ – s)q– – (τ – s)q–

]
μ(s)ds

∥∥∥∥ +


�(q – )

∫ τ

τ

(τ – s)q–μ(s)ds

→ , as τ → τ.

This shows that the set {(Fu)(·);u ∈ Br} is equicontinuous.
If W ⊂ PC(J ,X) is bounded and the elements of W ′ are equicontinuous on each Jk =

(tk , tk+] (k = , , . . . ,m), we can consider themeasure of noncompactnessχpc on the space
PC(J ,X) in the following way:

χpc (W ) =max
{
max
≤k≤m

χ
(
W (Jk)

)
, max
≤k≤m

χ
(
W ′(Jk)

)}
.
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Let � ⊂ Br be a nonempty, bounded set. Clearly, we can see

χ

(∫ t

tk
(t – s)q–f

(
s,�(s)

)
ds

)

≤
∫ t

tk
(t – s)q–η(s)χ

(
�(s)

)
ds, t ∈ Jk ,k = , , , . . . ,m,

χ

(∫ ti

ti–
(ti – s)q–f

(
s,�(s)

)
ds

)

≤
∫ ti

ti–
(ti – s)q–η(s)χ

(
�(s)

)
ds, i = , , . . . ,m + .

(.)

Moreover, for i = , , . . . ,m + , we set

F̃i(�) =
{∫ ti

ti–
(ti – s)q–f

(
s,u(s)

)
ds;u ∈ �

}
.

Consider the multifunction s ∈ [ti–, ti]�Hi(s)

Hi(s) =
{
(ti – s)q–f

(
s,u(s)

)
;u ∈ �

}
, i = , , . . . ,m + .

Obviously, Hi is integrable and from (H)(i) it follows that Hi is integrably bounded.
Moreover, noting that (H)(ii), we have the following estimate for a.e. s ∈ [ti–, ti], i =
, , . . . ,m + 

χ
(
Hi(s)

)
= χ

({
(ti – s)q–f

(
s,u(s)

)
;u ∈ �

}) ≤ (ti – s)q–η(s)χ
(
�(s)

)
.

Applying Proposition ., we obtain

χ
(
F̃i(�)

)
= χ

(∫ ti

ti–
Hi(s)ds

)
≤

∫ ti

ti–
(ti – s)q–η(s)χ

(
�(s)

)
ds. (.)

Therefore, combining with (.), (.) and the Hölder inequality, we have

χ
(
(F�)(t)

) ≤ 
�(q)

∫ t

tk
(t – s)q–η(s)χ

(
�(s)

)
ds

+


�(q)

m∑
i=

∫ ti

ti–
(ti – s)q–η(s)χ

(
�(s)

)
ds

+


�(q – )

m∑
i=

∫ ti

ti–
(ti – s)q–η(s)χ

(
�(s)

)
ds

+


�(q)

∫ 

tm
( – s)q–η(s)χ

(
�(s)

)
ds

+


�(q – )

∫ 

tm
( – s)q–η(s)χ

(
�(s)

)
ds

<
(m + )q –m + 

�(q)

(
 – σ

q – σ – 

)–σ

‖η‖
L


σ

· χpc (�). (.)
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Similarly,

χ
(
(F�)′(t)

) ≤ 
�(q – )

∫ t

tk
(t – s)q–η(s)χ

(
�(s)

)
ds

+


�(q – )

m+∑
i=

∫ ti

ti–
(ti – s)q–η(s)χ

(
�(s)

)
ds

≤ (m + )
�(q – )

(
 – σ

q – σ – 

)–σ

‖η‖
L


σ

· χpc (�). (.)

SinceF� and (F�)′ are equicontinuous on every Jk , by Proposition . of [], we find
that

χpc (F�) = max
{
max
≤k≤m

χ
(
(F�)(Jk)

)
, max
≤k≤m

χ
(
(F�)′(Jk)

)}
= max

{
max
≤k≤m

max
t∈Jk

χ
(
(F�)(t)

)
, max
≤k≤m

max
t∈Jk

χ
(
(F�)′(t)

)}
.

Then, according to inequalities (.) and (.), we have

χpc (F�) <
(m + )q –m + 

�(q)

(
 – σ

q – σ – 

)–σ

‖η‖
L


σ

· χpc (�). (.)

Moreover, by (H) and (H), for any u, v ∈ Br ,∥∥(Fu)(t) – (Fv)(t)
∥∥
 ≤ C‖u – v‖, t ∈ J .

This means thatF is Lipschitz continuous with Lipschitz constant C. It follows from ()
in Lemma . that

χpc (F�)≤ Cχpc (�). (.)

Therefore, from (.) and (.), we get

χpc (F�)≤ χpc (F�) + χpc (F�) ≤ κχpc (�).

Hence, F is a χ -contraction on Br by Definition .. According to Theorem ., the
operator F has at least one fixed point u in Br , which is a solution of problem (.)-(.).
This ends the proof. �

When X = R, we rely on Schauder’s fixed point theorem, which gives an existence result
for solutions of problem (.)-(.) under the following assumptions.

(H′) f : J × R → R is jointly continuous, and there exists a function μ ∈ L

σ (J ,R+) (σ ∈

(, q– )) such that |f (t, v)| ≤ μ(t).
(H′) The functions Ik , Ĩk : R → R are continuous and there exist positive constants lk , l̃k

such that |Ik(u)–Ik(v)| ≤ lk|u–v| and |̃Ik(u)– Ĩk(v)| ≤ l̃k|u–v|, u, v ∈ R, k = , , . . . ,m.
(H′) There exist constantsMq ,Mq ∈ R+ such that |qi(u)–qi(u)| ≤Mqi |u –u|, u,u ∈

R, i = , .
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Theorem. Assume that the assumptions (H′)-(H′) hold.Then problem (.)-(.) has
at least one solution on J provided that

κ̃ :=
m∑
i=

li + ̃li


+
αMq + βMq


< .

Proof LetF : PC(J ,R) → PC(J ,R) be defined as in the proof of Theorem .. In the proof
of Theorem ., we can see that F is continuous, F maps bounded sets Br into bounded
sets and equicontinuous sets. Then we can deduce that F is compact on Br as a result of
the PC-type Arzela-Ascoli theorem (see Theorem . in the case of X = R).
As a consequence of Schauder’s fixed point theorem, we conclude that F has a fixed

point, that is, problem (.)-(.) has at least one solution on R. The proof is complete.
�

4 Applications
In this section, we give two examples to illustrate the usefulness of our main results.

Example . Let X = L([,π ]). Consider the following impulsive integral boundary
problem:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∂
q
t v(t,x) = a(t) cos(|v(t,x)|), t ∈ J ′ = [, ] \ {t, t, . . . , tm},

v(tk ,x) =
∫ π

 ρk(x, y)dy · sin(v(tk ,x)), k = , , . . . ,m,
v′(tk ,x) = 

k · |v(tk ,x)|
+|v(tk ,x)| , k = , , . . . ,m,

v(,x) + v(,x) =
∫ 
 b(s)e

–|v(s,x)| ds,
v′(,x) + v′(,x) =

∫ 
 c(s) · |v(s,x)|

+|v(s,x)| ds,

(.)

where q ∈ (, ), x ∈ [,π ], a(t) ∈ L 
σ (J ,R+), σ ∈ (, q– ), b(t), c(t) are bounded functions

on R such that |b(t)| ≤ b∗, |c(t)| ≤ c∗, the functions ρk(x, y), y ∈ [,π ] (k = , , . . . ,m) are
measurable and there exists a constant N such that

∫ π

 ‖ρk(x, y)‖dy≤ N .
For t ∈ [, ], x ∈ [,π ], k = , , . . . ,m, we set

u(t)(x) = v(t,x),

f
(
t,u(t)

)
(x) = a(t) cos

(∣∣u(t)(x)∣∣),
Ik

(
u(tk)

)
(x) =

∫ π


ρk(x, y)dy · sin(u(tk)(x)), k = , , . . . ,m,

Ĩk
(
u(tk)

)
(x) =


k

· |u(tk)(x)|
 + |u(tk)(x)| , k = , , . . . ,m,

q
(
u(t)(x)

)
= b(t)e–|u(t)(x)|,

q
(
u(t)(x)

)
= c(t) · |u(t)(x)|

 + |u(t)(x)| .

Then we can rewrite (.) in the abstract form (.)-(.).
Obviously, we have ‖f (t,u(t))(x)‖ ≤ a(t) for t ∈ [, ]. For any u,u ∈ X,∥∥f (t,u(t)) – f

(
t,u(t)

)∥∥ ≤ a(t)
∥∥u(t) – u(t)

∥∥,
which implies that for any bounded set D ⊂ X, χ (f (t,D))≤ a(t)χ (D), t ∈ [, ].
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Moreover, for any u, ũ ∈ X,

∥∥Ik(u(tk)) – Ik
(̃
u(tk)

)∥∥ ≤ N
∥∥u(tk) – ũ(tk)

∥∥,∥∥̃Ik(u(tk)) – Ĩk
(̃
u(tk)

)∥∥ ≤ 
k

∥∥u(tk) – ũ(tk)
∥∥,∥∥q(u(t)) – q

(̃
u(t)

)∥∥ ≤ b∗∥∥u(t) – ũ(t)
∥∥,∥∥q(u(t)) – q

(̃
u(t)

)∥∥ ≤ c∗
∥∥u(t) – ũ(t)

∥∥.
Suppose further that

(m + )q –m + 
�(q)

(
 – σ

q – σ – 

)–σ

‖a‖
L

σ
+mN +




(
 –


m

)
+
b∗ + c∗


< ,

then problem (.) has at least a solution by Theorem ..

Example . Let X = R. Consider the following impulsive anti-periodic boundary prob-
lem of fractional order:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

cD


t u(t) = et arctan(u(t)) + t

∫ t
 e

–|u(s)| ds, t ∈ [, ] \ { 
 },

u(  ) =
e–|u(  )|
+et ,

u′(  ) =
+|u(  )|
+|u(  )|

,

u(,x) + u(,x) = ,
u′(,x) + u′(,x) = .

(.)

Set q = 
 , σ = 

 and f (t,u(t)) = et arctan(u(t)) + t
∫ t
 e

–|u(s)| ds. Obviously, ‖f (t,u(t))‖ <
π
 (e

t + t) ∈ L([, ],R). Moreover, l = 
 , l̃ =


 . It can be found that κ̃ = 

 + ×
× < .

Therefore, due to the fact that all the assumptions of Theorem . hold, problem (.) has
a solution.

5 Conclusion
In this paper, a generalized boundary value problem for impulsive fractional differential
equations involving Caputo fractional derivative in abstract space has been studied. A rea-
sonable formula and definition of solutions for such problem is introduced. The new ex-
istence results are obtained based upon the techniques of measures of noncompactness
and the fixed point theory.
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