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Abstract
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1 Introduction
Controllability is one of the fundamental concepts in control theory. Kalman’s classic re-
sult on the controllability assumes that controls are functions on time with values on some
nonempty subset � of Rm. In many practical situations this set should be bounded; see,
for example, []. A restriction on controls poses some difficulties for controllability condi-
tions. In [, ] necessary and sufficient conditions for controllability of linear time-varying
continuous-time systems with control defined on some subset of Rm not containing zero
are proved. For the discrete-time case, a similar problem has been studied, for example,
in [].

An analysis on time scale is nowadays recognized as a good tool for unifying and extend-
ing the existing results for continuous- and discrete-time dynamical models to nonhomo-
geneous time domains; see, for example, [–]. Time scale is a general model of time. Time,
for example, may be continuous or discrete, or partially continuous and partially discrete,
or nonhomogeneous. In particular, the time scale theory has been used for a description
of hybrid systems or for the cases in which the nonuniform sampling is required; see, for
example, [–].

One of the main concepts of time scale theory is the delta derivative, which is a gen-
eralization of the classical time derivative in the continuous time and the finite forward
difference in the discrete time. This allows one to consider delta differential equations
on an arbitrary time model. As a consequence, differential equations as well as difference
equations are naturally accommodated in this theory [, ]. However, the discrete-time
systems on time scales are based on the difference operator and not on the classical for-
ward shift operator.

The goal of this paper is to study conditions under which a linear time-varying system
with control constrains defined on a time scale is controllable. The considered problem
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concerns the question of the existence of an admissible control to a given convex target set
X from a specified initial state. We assume that a set of values of control � is convex and
bounded. Using the separation hyperplane theorem, we give the necessary and sufficient
conditions for constrained controllability. The idea of using this result comes from Schmi-
tendorf and his coauthors; see, for example, [–] and []. Let us recall this theorem. Let
X be a real normed space and A, B ⊂ X.

Theorem  [] Suppose that A and B are convex and disjoint sets. Let the interior of A be
nonempty. Then sets A and B are separable.

Theorem  implies the existence of a linear continuous functional f such that

sup
y∈B

f (y) ≤ inf
x∈A

f (x). ()

The paper is organized as follows. Section  presents basic definitions and ideas of time
scale calculus. Section  extends the classical notation of constrained controllability to the
case of time-varying systems defined on any, also nonuniform, model of time. Sufficient
and necessary conditions for constrained controllability on time scales are given. The con-
dition for �-controllability given in Section  shows that in a stationary case the obtained
results can be approximated by the classical exponential function.

2 Time scales calculus
In this section the basic ideas from the time scale calculus are presented. More can be
found in [, ].

A time scale T is an arbitrary nonempty closed subset of the real numbers. If a < b, then
[a, b]T := {t ∈ T : a ≤ t ≤ b}.

For all t ∈ T, the forward jump operator is defined as σ : T → T, σ (t) := inf{s ∈ T : s > t},
while the backward jump operator ρ : T → T by ρ(t) := sup{s ∈ T : s < t}. If t < maxT and
σ (t) = t, we say that t is right-dense. If t > minT and ρ(t) = t, we say that t is left-dense.
Finally, the graininess function μ : T→ [,∞) is defined by μ(t) := σ (t) – t. If T = R, then
σ (t) = t, hence μ(t) = . If T = hZ, where h > , then σ (t) = t + h, hence μ(t) = h.

A function f : T → R is called rd-continuous provided it is continuous at right-dense
points in T and its left-sided limits exist (finite) at left-dense points in T. The function f
is regulated provided its right-sided limits exist (finite) at all right-dense points in T and
its left-sided limits exist (finite) at all left-dense points in T. The function f is piecewise
rd-continuous if it is regulated and if it is rd-continuous at all, except possibly at finitely
many, right-dense points t ∈ T.

Let Tκ := T \ (ρ(supT), supT] if supT < ∞ and T
κ := T if supT = ∞. If x : T → R and

t ∈ T
κ , then the delta derivative of x at t, denoted by x�(t), is the real number (provided

it exists) with the property that given any ε > , there is a neighborhood V of t such that
|[x(σ (t)) – x(s)] – x�(t)(σ (t) – s)| ≤ ε|σ (t) – s| for all s ∈ V .

A continuous function f : T → R is called pre-differentiable with (the region of differ-
entiation) D, provided D ⊂ T

k , Tk \ D is countable and contains no right-scattered ele-
ments of T. For any regulated function f , there exists a function F that is pre-differentiable
with region of differentiation D such that F�(t) = f (t) for all t ∈ D. Such F is called
pre-antiderivative of f . The Cauchy integral for all r, s ∈ T

k is defined by
∫ s

r f (t)�t :=
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F(s) – F(r). If T = R, then
∫ b

a x(t)�t =
∫ b

a x(t) dt. If [a, b]T consists of only isolated points,
then

∫ b
a x(t)�t =

∑
t∈[a,b)T μ(t)x(t), for a < b.

3 Controllability with control constrains
Let t ∈ T and A(·) ∈ R

n×n, X(·) ∈ R
n×n be real-valued matrices and A has rd-continuous

elements. Let us consider the �-differential equation

X�(t) = A(t)X(t). ()

A solution to equation () is a function xij : [t, supT)T → R satisfying (). For every ini-
tial condition X(t) = X, there exists a unique forward solution defined on [t, t]T. This
forward matrix-valued solution of (), for the initial condition X(t) = I , is called the expo-
nential function of A(t) (a centered at t). It is defined for all t ∈ [t, supT)T. Its value at t is
denoted by eA(t)(t, t). In particular, the exponential function on time scale is a real-valued
function that is never equal to zero, but can be negative, see [].

Let us consider a linear control system defined on a time scale T:

x�(t) = A(t)x(t) + B(t)u(t), ()

where x(·) ∈ R
n is a state vector of (), u(·) ∈ R

m is a piecewise rd-continuous control vec-
tor function, A(·) ∈ R

n×n and B(·) ∈ R
n×m are rd-continuous matrices. Solution of equa-

tion () for the initial state x(t) = x, t ∈ T, and control u(·), for any t ∈ [t, supT)T is
given by (see [])

ψ(t, t, x, u) = eA(t)(t, t)x +
∫ t

t

eA(t)
(
t,σ (s)

)
B(s)u(s)�s.

Let us suppose that t is an arbitrary point from T. We assume that T consists of at least
n +  elements and [t – ρ(t), t + σ (t)]T is compact. Let � be a set of all at least piecewise
rd-continuous functions u : T → R

m. The set of all states that can be reached by system
() from x = x(t) in time t ∈ T is called a reachable set from x in t and denoted by
Rx (t), see [], i.e.,

Rx (t) :=
{

x ∈ R
n : x(t) = ψ(t, t, x, u) for some u ∈ �

}
.

Proposition  If � ⊂ R
m is compact and convex, then Rx (t) is a compact and convex

subset of Rn for any x ∈R.

Proof The result follows from the linearity of the map ψ(t, t, x, u) and convexity of �.
�

Let X ⊂R
n be a target set and t ∈ T be arbitrary but fixed.

Definition  System () is �-controllable to X from x = x(t) ∈ R
n if there exist t ∈ T

and a piecewise rd-continuous control u(t), t ∈ [t, t]T, such that for x = x(t) it holds

ψ(t, t, x, u) = x(t) ∈ X.
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For a vector λ ∈ 
 ⊆R
n, let us define the following function, the so-called cost function:

I(x, t, t,λ) := λT eA(t)(t, t)x

+
∫ t

t

max
u∈�

[
λT eA(t)

(
t,σ (s)

)
B(s)u(s)

]
�s – inf

x∈X
λxT

for any x ∈ X and t ∈ T. By λT is denoted the transposition of λ ∈R
n.

Let A be a constant matrix.
- If T = R, then

I(x, t, t,λ) = λT eA(t–t)x +
∫ t

t

max
u∈�

[
λT eA(t–s)B(s)u(s)

]
ds – inf

x∈X
λxT .

So, it differs from the cost function used in the global �-controllability case for the classical
continuous linear time-varying system in [].

- If T = Z, then

I(x, t, t,λ) = λT (I + A)(t–t)x +
t–∑

s=t

max
u∈�

[
λT (I + A)(t–s–)B(s)u(s)

]
– inf

x∈X
λxT .

Function I differs from the coast function used in �-controllability conditions in the clas-
sical discrete linear time-varying case in [].

Theorem  If system () is �-controllable to an open and convex target set X in time t ∈ T

from the initial state x(t) = x, then there exists a vector λ ∈R
n such that I(x, t, t,λ) > .

Proof Suppose that system () is �-controllable to X in time t ∈ T from x. ThenRx (t)∩
X 	= ∅. Moreover, from Theorem  and inequality () (by contradiction) it follows that

sup
ψ(t,t,x,u)∈Rx (t)

λψT (t, t, x, u) > inf
x∈X

λxT ,

where ψT means the transposition of the vector function ψ described in Definition . This
means that

sup
ψ(t,t,x,u)∈Rx (t)

λψT (t, t, x, u) – inf
x∈X

λxT

= sup
ψ(t,t,x,u)∈Rx (t)

[

λT eA(t)(t, t)x +
∫ t

t

λT eA(t)
(
t,σ (s)

)
B(s)u(s)�s

]

– inf
x∈X

λxT > .

()

Compactness of the set � and equality () imply that

λT eA(t)(t, t)x +
∫ t

t

max
u∈�

λT eA(t)
(
t,σ (s)

)
B(s)u(s)�s – inf

x∈X
λxT > .

Hence there exists λ ∈R
n such that I(x, t, t,λ) > . �
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Theorem  If there exists a vector λ ∈ R
n such that I(x, t, t,λ) > , then system () is

�-controllable to an open and convex target set X in time t ∈ T from the initial state
x(t) = x.

Proof Suppose that system () is not �-controllable to an open and convex set X in t ∈ T

from x(t) = x. This means that Rx (t) and X are disjoint. From Theorem  it follows that

sup
ψ(t,t,x,u)∈Rx (t)

λψT (t, t, x, u) ≤ inf
x∈X

λxT . ()

On the other hand, if there exists a vector λ ∈ R
n such that I(x, t, t,λ) > , then the

compactness of the set � implies the following:

 < λT eA(t)(t, t)x +
∫ t

t

max
u∈�

[
λT eA(t)

(
t,σ (s)

)
B(s)u(s)

]
�s – inf

x∈X
λxT

= sup
u∈�

[

λT eA(t)(t, t)x +
∫ t

t

λT eA(t)
(
t,σ (s)

)
B(s)u(s)�s

]

– inf
x∈X

λxT

= sup
ψ(t,t,x,u)∈Rx (t)

λTψ(t, t, x, u) – inf
x∈X

λxT .

Then

sup
ψ(t,t,x,u)∈Rx (t)

λψT (t, t, x, u) > inf
x∈X

λxT

and it contradicts with (). This means that sets Rx (t) and X are not disjoint, so system
() is �-controllable to an open and convex target set X in time t ∈ T from x(t) = x.

�

Example  Let us consider the control system

x�(t) = –x(t) + u(t) ()

with the initial state x(t) = x ∈ R+ and piecewise constant controls u ∈R.
- If T = R, t =  and � = [ 

 , 
 ], then for a positive λ one has

I(x, , t,λ) = λetx +
∫ t


max
u∈�

(
λetu

)
ds – inf

x∈[–,]
(λx) = λ

(

etx +



+ 
)

> .

Note also that in this case

ψ(t, , x, u) = xet +
∫ t


uet–s ds = (x + u)et – u.

Since u ∈ � is a piecewise constant control, then it is easy to see that ψ(t, , x, u) ∈
[–, ] = X, so system () is controllable to X.

- If T = qZ = {( 
 )k : k ∈ Z+} ∪ {}, t =  and � = [–; , ], then for simplicity of com-

putation, let us take t = 
 and x = . Since

e–
(
qk , 

)
=

∏

s∈[,t)

(

 +



s
)

,
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then for a positive λ one has

I
(

, ,



,λ
)

=
∑

s∈{, 
 , 

 }
max
u∈�

(

λe–

(

t,



s
)

u
)

– inf
x∈[–,]

(λx) =



λ > .

Since ψ( 
 , , x, u) = 

 u ≤ 
 · ,  ∈ [–, ], hence the given system is �-controllable

to the target set [–, ].
- If T = Z, then e–(t, ) = ( – )t = , so for any t as well I(x, , t,λ) =  as

ψ(t, , x, u) = . Hence we cannot conclude anything about �-controllability. Such a
case follows from the fact that on the time scale T = Z system () is not regressive,a i.e.,
 + μ(t)(–) =  –  = .

4 Approximation of the time scale cost function by real functions
Since the matrix exponential function eA(t)(t, t) on time scale can be difficult to compute,
it can be estimated by a real exponential one.

To this aim, let us recall that hn : T×T → R are polynomials defined recursively for all
t, t ∈ T as follows (see []):

h(t, t) ≡ , hk+(t, t) =
∫ t

t

hk(τ , t)�τ . ()

Proposition  Let t ∈ [t, supT)T. Suppose that A ∈R
n×n is a constant matrix. Then

eA(t, t) =
∞∑

n=

Anhn(t, t).

Proof It is the same as the proof given in [] for ep(t)(t, t) such that p(t) = p = A. �

Let n ∈N. In [] it was shown that

hn(t, t) ≤ (t – t)n

n!
()

for all t ∈ [t, supT)T.
For a vector λ ∈ 
 ⊆R

n, let

Î(x, t, t,λ) := λT eA(t–t)x +
∫ t

t

max
u∈�

[
λT eA(t–σ (s))Bu(s)

]
�s – inf

x∈X
λxT . ()

Proposition  If system () is stationary one (i.e., matrices A and B do not depend on time)
and �-controllable to an open and convex target set X in time t ∈ T from x(t) = x, then
there exists a vector λ ∈ R

n such that Î(x, t, t,λ) > .

Proof Proposition  and inequality () imply the following:

 < I(x, t, t,λ) = λT eA(t)(t, t)x +
∫ t

t

max
u∈�

[
λT eA(t)

(
t,σ (s)

)
B(s)u(s)

]
�s – inf

x∈X
λxT

= λT
∞∑

n=

Anhn(t, t)x +
∫ t

t

max
u∈�

[ ∞∑

n=

λT Anhn
(
t,σ (s)

)
Bu(s)

]

�s – inf
x∈X

λxT
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≤ λT
∞∑

n=

An (t – t)n

n!
x +

∫ t

t

max
u∈�

[ ∞∑

n=

λT An (t – σ (s))n

n!
Bu(s)

]

�s – inf
x∈X

λxT

= λT eA(t–t)x +
∫ t

t

max
u∈�

[
λT eA(t–σ (s))Bu(s)

]
�s – inf

x∈X
λxT

= Î(x, t, t,λ).

Hence the thesis. �

Proposition  If for any vector λ ∈R
n such that ‖λ‖ =  the following holds

min‖λ‖=
Î(x, t, t,λ) > ,

then system () is �-controllable to the target set X in time t ∈ T from the initial state
x(t) = x.

Proof The result follows directly from Theorem  and the definition of function Î . �

5 Conclusions
In the paper we have considered the problem of steering the state of linear time-varying
control systems defined on a nonuniform model on time (i.e., on time scale) to a given
target set when the control is subject to specified magnitude constraints. We give neces-
sary and sufficient conditions for the constrained controllability for this class of systems
to a convex target set. The obtained results extend classical results, specially results stated
in [], to systems defined on any nonuniform time domains. Since the matrix exponential
function on time scale can be difficult to compute, also alternative conditions for the con-
strained controllability to a convex target set are presented. To this end the approximation
of the exponential function on time scale by a real exponential is used. This result makes
it possible to use computer software for the control constraint problem on time scales in
an easier way.
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Endnote
a System (3) is regressive if and only if I +μ(t)A(t) 	= 0. In this case there exist trajectories both forward and backward.

In control, in most cases only forward trajectories are needed.
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