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#### Abstract

In this paper, we study the existence, uniqueness and approximate solutions of fuzzy fractional differential equations (FFDEs) under Caputo's H-differentiability. To this end, the concept of Riemann-Liouville's H-differentiability is introduced, and subsequently, the Caputo's H-differentiability is proposed. Moreover, the related fuzzy Volterra integral forms of FFDEs are obtained which are applied to construct two converge consequences of fuzzy-valued functions as approximated solutions of FFDEs.
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## 1 Introduction

Recently, the theory of fractional differential equations has gained considerable popularity and importance, and as a result, several research papers and monographs have been published in this field (see, for example, $[1-11]$ and the references therein).
As it is known, often the modeling of natural phenomena states using mathematical tools (mathematical arithmetic, mathematical logics and etc.). However, obtaining a deterministic model of such problems is not easy and always has some error and vagueness. So, investigating a popular way to interpret such vagueness is important. Since 1965 with Zadeh's well-known paper on introducing fuzzy sets [12], the applications of a fuzzy concept have appeared more visibly instead of deterministic-stochastic cases. As a result, we need some extensions of mathematical models (e.g., in this contribution, we investigate fractional differential equation) to fuzzy field such that these extensions have natural relationship between crisp and fuzzy cases and even have a natural relation between fuzzy fractional and fuzzy non-fractional cases.

We note that recently Agarwal et al. [13] have proposed the concept of solutions for fractional differential equations with uncertainty. They have considered the RiemannLiouville's differentiability with a fuzzy initial condition to solve FFDEs. However, the differentiability of fuzzy-valued functions in the fractional case was not discussed.
Hence, we will extend the definitions of generalized H-differentiability [14] to the fractional case. To this end, we shall introduce the definition of Riemann-Liouville's Hdifferentiability and Caputo's H-differentiability which are better known than the other types of differentiability in crisp sense [2,3]. Moreover, we will indicate some properties

[^0]of the mentioned fractional H -differentiability. Consequently, we derive an equivalent integral form of FFDE which allows us to investigate the approximate solutions (for each type of fractional H-differentiability) convergence to the two unique solutions. Note that some related subjects have been discussed in [15, 16].
This paper is organized as follows. In Section 2, we review briefly some basic concepts. In Sections 3 and 4, the Riemann-Liouville's H-differentiability and the Caputo's H-differentiability are presented for fuzzy-valued functions, respectively. In Section 5, the approximate solutions of fuzzy fractional differential equations under Caputo's H differentiability are obtained using related equivalent integral forms of original FFDE. Finally, this contribution ends with conclusions.

## 2 Basic concepts

The basic definition of fuzzy numbers is mentioned in [17-19]. We denote the set of all real numbers by $\mathbb{R}$. A fuzzy number represents a mapping $u: \mathbb{R} \rightarrow[0,1]$ fulfilling the following properties:
(a) $u$ is upper semi-continuous,
(b) $u$ is fuzzy convex, i.e., $u(\lambda x+(1-\lambda) y) \geq \min \{u(x), u(y)\}$ for all $x, y \in \mathbb{R}, \lambda \in[0,1]$,
(c) $u$ is normal, i.e., $\exists x_{0} \in \mathbb{R}$ for which $u\left(x_{0}\right)=1$,
(d) $\operatorname{supp} u=\{x \in \mathbb{R} \mid u(x)>0\}$ is the support of the $u$, and its closure $\operatorname{cl}(\operatorname{supp} u)$ is compact.
Let $\mathbb{E}$ be the set of all fuzzy numbers on $\mathbb{R}$. The $r$-level set of a fuzzy number $u \in \mathbb{E}, 0 \leq$ $r \leq 1$, denoted by $[u]_{r}$, is defined as

$$
[u]_{r}= \begin{cases}\{x \in \mathbb{R} \mid u(x) \geq r\} & \text { if } 0<r \leq 1 \\ \operatorname{cl}(\operatorname{supp} u) & \text { if } r=0\end{cases}
$$

We notice that the $r$-level set of a fuzzy number is a closed and bounded interval [ $\underline{u}(r), \bar{u}(r)]$, where $\underline{u}(r)$ is the left-hand endpoint of $[u]_{r}$ and $\bar{u}(r)$ represents the right-hand endpoint of $[u]_{r}$.

An equivalent parametric definition was presented in [20] as

Definition 2.1 A fuzzy number $u$ in a parametric form is a pair $(\underline{u}, \bar{u})$ of functions $\underline{u}(r)$, $\bar{u}(r), 0 \leq r \leq 1$, which satisfy the following requirements:

1. $\underline{u}(r)$ is a bounded non-decreasing left continuous function in $(0,1]$, and right continuous at 0 ,
2. $\bar{u}(r)$ is a bounded non-increasing left continuous function in $(0,1]$, and right continuous at 0 ,
3. $\underline{u}(r) \leq \bar{u}(r), 0 \leq r \leq 1$.

The Hausdorff distance between fuzzy numbers is given by $d: \mathbb{E} \times \mathbb{E} \longrightarrow[0, \infty]$,

$$
d(u, v)=\sup _{r \in[0,1]} \max \{|\underline{u}(r)-\underline{v}(r)|,|\bar{u}(r)-\bar{v}(r)|\},
$$

where $u=(\underline{u}(r), \bar{u}(r)), v=(\underline{v}(r), \bar{v}(r)) \subset \mathbb{R}$ is utilized in [14]. Then, it is easy to see that $d$ is a metric in $\mathbb{E}$ and has the following properties (see, for example, [21]):
(i) $d(u+w, v+w)=d(u, v), \forall u, v, w \in \mathbb{E}$,
(ii) $d(k u, k v)=|k| d(u, v), \forall k \in \mathbb{R}, u, v \in \mathbb{E}$,
(iii) $d(u+v, w+e) \leq d(u, w)+d(v, e), \forall u, v, w, e \in \mathbb{E}$,
(iv) $(d, \mathbb{E})$ is a complete metric space.

Theorem 2.1 ([22]) Let $f(x)$ be a fuzzy-valued function on $[a, \infty)$ represented by $(\underset{\sim}{f}(x ; r)$, $\bar{f}(x ; r))$. For any fixed $r \in[0,1]$, assume $\underset{-}{f}(x ; r)$ and $\bar{f}(x ; r)$ are Riemann-integrable on $\overline{-}[a, b]$ for every $b \geq a$, and assume there are two positive functions $\underline{M}(r)$ and $\bar{M}(r)$ such that $\int_{a}^{b}|\underline{f}(x ; r)| d x \leq \underline{M}(r)$ and $\int_{a}^{b}|\bar{f}(x ; r)| d x \leq \bar{M}(r)$ for every $b \geq a$. Then, $f(x)$ is improper fuzzy Riemann-integrable on $[a, \infty)$ and the improper fuzzy Riemann-integral is a fuzzy number. Furthermore, we have

$$
\int_{a}^{\infty} f(x ; r) d x=\left[\int_{a}^{\infty} f(x ; r) d x, \int_{a}^{\infty} \bar{f}(x ; r) d x\right] .
$$

It is known that the H-derivative (differentiability in the sense of Hukuhara) for fuzzy mappings was initially introduced by Puri and Ralescu in [23], and it is based in the H difference of sets as follows.

Definition 2.2 Let $x, y \in \mathbb{E}$. If there exists $z \in \mathbb{E}$ such that $x=y+z$, then $z$ is called the H-difference of x and y , and it is denoted by $x \ominus y$.

We stress the fact that in this manuscript, the sign " $\ominus$ " always stands for H-difference, and also note that $x \ominus y \neq x+(-1) y$.
Let us recall the definition of strongly generalized differentiability introduced in [14].

Definition 2.3 Let $f:(a, b) \rightarrow E$ and $x_{0} \in(a, b)$. We say that $f$ is a strongly generalized differential at $x_{0}$, if there exists an element $f^{\prime}\left(x_{0}\right) \in E$ such that
(i) for all $h>0$ sufficiently small, $\exists f\left(x_{0}+h\right) \ominus f\left(x_{0}\right), \exists f\left(x_{0}\right) \ominus h f\left(x_{0}-h\right)$ and the limits (in the metric $d$ )

$$
\lim _{h \searrow 0} \frac{f\left(x_{0}+h\right) \ominus f\left(x_{0}\right)}{h}=\lim _{h \searrow 0} \frac{f\left(x_{0}\right) \ominus f\left(x_{0}-h\right)}{h}=f^{\prime}\left(x_{0}\right)
$$

or
(ii) for all $h>0$ sufficiently small, $\exists f\left(x_{0}\right) \ominus f\left(x_{0}+h\right), \exists f\left(x_{0}-h\right) \ominus f\left(x_{0}\right)$ and the limits (in the metric $d$ )

$$
\lim _{h \searrow 0} \frac{f\left(x_{0}\right) \ominus f\left(x_{0}+h\right)}{-h}=\lim _{h \searrow 0} \frac{f\left(x_{0}-h\right) \ominus f\left(x_{0}\right)}{-h}=f^{\prime}\left(x_{0}\right)
$$

or
(iii) for all $h>0$ sufficiently small, $\exists f\left(x_{0}+h\right) \ominus f\left(x_{0}\right), \exists f\left(x_{0}-h\right) \ominus f\left(x_{0}\right)$ and the limits (in the metric $d$ )

$$
\lim _{h \searrow 0} \frac{f\left(x_{0}+h\right) \ominus f\left(x_{0}\right)}{h}=\lim _{h \searrow 0} \frac{f\left(x_{0}-h\right) \ominus f\left(x_{0}\right)}{-h}=f^{\prime}\left(x_{0}\right)
$$

(iv) for all $h>0$ sufficiently small, $\exists f\left(x_{0}\right) \ominus f\left(x_{0}+h\right), \exists f\left(x_{0}\right) \ominus f\left(x_{0}-h\right)$ and the limits (in the metric $d$ )

$$
\lim _{h \searrow 0} \frac{f\left(x_{0}\right) \ominus f\left(x_{0}+h\right)}{-h}=\lim _{h \searrow 0} \frac{f\left(x_{0}\right) \ominus f\left(x_{0}-h\right)}{h}=f^{\prime}\left(x_{0}\right) .
$$

Now, we state the definition of a fractional derivative of a real-valued function in the Caputo sense as follows ( $C[a, b]$ is a space of real-valued functions which are continuous on $[a, b]$ and $L[a, b]$ is the set of all real-valued measurable functions on $[a, b]$ ):

Definition 2.4 Let $f \in C[a, b] \cap L[a, b], f^{\prime}$ is integrable, then the Caputo derivative of $f$ for $0<\beta<1$ and $x \in[a, b]$ is denoted by $\left({ }^{C} D_{a^{+}}^{\beta} f\right)(x) \in R$ and defined by

$$
\left({ }^{C} D_{a^{+}}^{\beta} f\right)(x)=\frac{1}{\Gamma(1-\beta)} \int_{a}^{x}(x-t)^{-\beta} f^{\prime}(t) d t
$$

## 3 Riemann-Liouville's H-differentiability

In the following, we introduce the definitions of fuzzy Riemann-Liouville integrals and derivatives. We are going to produce such definitions and statements similar to the nonfractional fuzzy cases [14].
Firstly, we define some notations which are used throughout the manuscript.

- $L^{\mathbb{E}}(a, b)$, is the set of all fuzzy-valued measurable functions $f$ on $[a, b]$.
- $C^{\mathbb{E}}[a, b]$ is the space of fuzzy-valued functions which are continuous on $[a, b]$.
- $A C^{\mathbb{E}}[a, b]$ denotes the set of all fuzzy-valued functions which are absolutely continuous.
Notice that one can easily see why we choose such spaces for this contribution in [3] and references therein.

The next step is to define the fuzzy Riemann-Liouville integral of fuzzy-valued function as

Definition 3.1 Let $f: L^{\mathbb{E}} \cap C^{\mathbb{E}}$, the Riemann-Liouville integral of fuzzy-valued function $f$ is as follows:

$$
\begin{equation*}
\left(I_{a+}^{\beta} f\right)(x)=\frac{1}{\Gamma(\beta)} \int_{a}^{x} \frac{f(t) d t}{(x-t)^{1-\beta}}, \quad x>a . \tag{1}
\end{equation*}
$$

Since, $f(x ; r)=[\underline{f}(x ; r), \bar{f}(x ; r)]$, for all $0 \leq r \leq 1$, then we can indicate the fuzzy RiemannLiouville integral of fuzzy-valued function $f$ based on the lower and upper functions as follows.

Definition 3.2 Let $f: L^{\mathbb{E}} \cap C^{\mathbb{E}}$, Riemann-Liouville integral of fuzzy-valued function $f$ in the parametric form is

$$
\begin{equation*}
\left(I_{a+}^{\beta} f\right)(x ; r)=\left[\frac{1}{\Gamma(\beta)} \int_{a}^{x} \frac{f(t ; r) d t}{(x-t)^{1-\beta}}, \frac{1}{\Gamma(\beta)} \int_{a}^{x} \frac{\bar{f}(t ; r) d t}{(x-t)^{1-\beta}}\right], \quad x>a, 0 \leq r \leq 1 . \tag{2}
\end{equation*}
$$

As a result, we define fuzzy Riemann-Liouville fractional differential of order $\beta$ for fuzzy-valued function $f$ as follows.

Definition 3.3 Let $f: L^{\mathbb{E}} \cap C^{\mathbb{E}}$ and $x_{0} \in(a, b)$ and $\Phi(x)=\frac{1}{\Gamma(1-\beta)} \int_{a}^{x} \frac{f(t) d t}{(x-t)^{\beta}}$. We say that $f(x)$ is fuzzy Riemann-Liouville fractional differentiable of order $0<\beta<1$ at $x_{0}$, if there exists an element $\left({ }^{R L} D_{a^{+}}^{\beta} f\right)\left(x_{0}\right) \in C^{\mathbb{E}}$ such that for all $0 \leq r \leq 1, h>0$
(i) $\left({ }^{R L} D_{a^{+}}^{\beta} f\right)\left(x_{0}\right)=\lim _{h \rightarrow 0^{+}} \frac{\Phi\left(x_{0}+h\right) \ominus \Phi\left(x_{0}\right)}{h}=\lim _{h \rightarrow 0^{+}} \frac{\Phi\left(x_{0}\right) \ominus \Phi\left(x_{0}-h\right)}{h}$,
or
(ii) $\left({ }^{R L} D_{a^{+}}^{\beta} f\right)\left(x_{0}\right)=\lim _{h \rightarrow 0^{+}} \frac{\Phi\left(x_{0}\right) \ominus \Phi\left(x_{0}+h\right)}{-h}=\lim _{h \rightarrow 0^{+}} \frac{\Phi\left(x_{0}-h\right) \ominus \Phi\left(x_{0}\right)}{-h}$.

For the sake of simplicity, we say that a fuzzy-valued function $f$ is ${ }^{R L}[(\mathrm{i})-\beta]$-differentiable if it is differentiable as in the Definition 3.3 case (i), and is ${ }^{R L}[(\mathrm{ii})-\beta]$-differentiable if it is differentiable as in the Definition 3.3 case (ii).

Theorem 3.1 Letf : $L^{\mathbb{E}} \cap C^{\mathbb{E}}$ and $x_{0} \in(a, b), 0<\beta<1$ such that for all $0 \leq r \leq 1$,
(i) iff is ${ }^{R L}[(i)-\beta]$-differentiable, then $f$ and $\bar{f}$ are Riemann-Liouville differentiable functions and

$$
\begin{equation*}
\left({ }^{R L} D_{a^{+}}^{\beta} f\right)\left(x_{0} ; r\right)=\left[{ }^{R L} D_{a^{+}}^{\beta} f\left(x_{0}, r\right),{ }^{R L} D_{a^{+}}^{\beta} \bar{f}\left(x_{0}, r\right)\right] . \tag{5}
\end{equation*}
$$

(ii) iff is ${ }^{R L}[($ ii) $-\beta]$-differentiable, then $f$ and $\bar{f}$ are Riemann-Liouville differentiable functions and

$$
\begin{equation*}
\left(D_{a^{+}}^{\beta} f\right)\left(x_{0} ; r\right)=\left[{ }^{R L} D_{a^{+}}^{\beta} \bar{f}\left(x_{0} ; r\right),{ }^{R L} D_{a^{+}}^{\beta} f\left(x_{0}, r\right)\right], \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }^{R L} D_{a^{+}}^{\beta} \underset{-}{f}\left(x_{0} ; r\right)=\left[\frac{1}{\Gamma(1-\beta)} \frac{d}{d x} \int_{a}^{x} \frac{\bar{f}(t ; r) d t}{(x-t)^{\beta}}\right]_{x=x_{0}} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }^{R L} D_{a^{+}}^{\beta} \bar{f}\left(x_{0} ; r\right)=\left[\frac{1}{\Gamma(1-\beta)} \frac{d}{d x} \int_{a}^{x} \frac{\bar{f}(t, r) d t}{(x-t)^{1-\beta}}\right]_{x=x_{0}} . \tag{8}
\end{equation*}
$$

Proof It is easy to prove by using Definition 3.2 and 3.3.

## 4 Caputo's H-differentiability

Now, we present the definitions and some properties of fractional Caputo's H-differentiability. Let $[a, b]$ be a finite interval of the real line $\mathbb{R}$, and let ${ }^{R L} D_{a^{+}}^{\beta}$ be the Riemann-Liouville H -derivative of order $\beta$ introduced by Definition 3.3.

Definition 4.1 Let $f: L^{\mathbb{E}} \cap C^{\mathbb{E}}$ be a fuzzy-valued function. Then $f$ is said to be Caputo's H-differentiable at $x$ when

$$
\begin{equation*}
\left({ }^{C} D_{a^{+}}^{\beta} f\right)(x)=\frac{1}{\Gamma(1-\beta)} \int_{a}^{x}(x-t)^{-\beta} f^{\prime}(t) d t . \tag{9}
\end{equation*}
$$

Also, we adopt the same procedure to present Caputo's H-differentiability, we say $f$ is ${ }^{C}[(\mathrm{i})-\beta]$-differentiable if Eq. (9) holds while $f$ is (i)-differentiable, and $f$ is ${ }^{C}[(\mathrm{ii})-\beta]$ differentiable if Eq. (9) holds while $f$ is (ii)-differentiable.

Theorem 4.1 Let $0<\beta<1$ and $f \in A C^{\mathbb{E}}[a, b]$, then the fuzzy Caputo fractional derivative exists almost everywhere on $(a, b)$ and for all $0 \leq r \leq 1$ we have

$$
\begin{aligned}
\left({ }^{C} D_{a^{+}}^{\beta} f\right)(x ; r) & =\left[\frac{1}{\Gamma(1-\beta)} \int_{a}^{x} \frac{f^{\prime}(t ; r) d t}{(x-t)^{\beta}}, \frac{1}{\Gamma(1-\beta)} \int_{a}^{x} \frac{\bar{f}^{\prime}(t ; r) d t}{(x-t)^{\beta}}\right] \\
& =\left[\left(I_{a^{+}}^{1-\beta} D \underset{-}{1}\right)(x ; r),\left(I_{a^{+}}^{1-\beta} D \bar{f}\right)(x ; r)\right],
\end{aligned}
$$

when $f$ is (i)-differentiable, and

$$
\begin{aligned}
\left({ }^{C} D_{a^{+}}^{\beta} f\right)(x ; r) & =\left[\frac{1}{\Gamma(1-\beta)} \int_{a}^{x} \frac{\bar{f}^{\prime}(t ; r) d t}{(x-t)^{\beta}}, \frac{1}{\Gamma(1-\beta)} \int_{a}^{x} \frac{f^{\prime}(t ; r) d t}{(x-t)^{\beta}}\right] \\
& =\left[\left(I_{a^{+}}^{1-\beta} D \bar{f}\right)(x ; r),\left(I_{a^{+}}^{1-\beta} D \underline{f}\right)(x ; r)\right],
\end{aligned}
$$

when $f$ is (ii)-differentiable.
Proof It is straightforward.

Theorem 4.2 Let us consider $f \in C^{\mathbb{E}}[a, b]$, then we have the following:

$$
\begin{equation*}
\left(I_{a^{+}}^{\beta} C D_{a^{+}}^{\beta} f\right)(x)=f(x) \ominus f(a), \quad 0<\beta<1, \tag{10}
\end{equation*}
$$

when $f$ is ${ }^{C}[(i)-\beta]$-differentiable and

$$
\begin{equation*}
\left(I_{a^{+}}^{\beta} D_{a^{+}}^{\beta} f\right)(x)=-f(a) \ominus(-f(x)), \quad 0<\beta<1, \tag{11}
\end{equation*}
$$

when $f$ is ${ }^{C}[(i i)-\beta]$-differentiable.
Proof Firstly, we recall that $[2,3]$

$$
\begin{aligned}
& \left(I_{a^{+}}^{\beta}{ }^{C} D_{a^{+}}^{\beta} f\right)(x ; r)=\underset{-}{f}(x ; r)-\underset{-}{(a ; r),} \\
& \left(I_{a^{+}}^{\beta}{ }^{C} D_{a^{+}}^{\beta} \bar{f}\right)(x)=\bar{f}(x ; r)-\bar{f}(a ; r),
\end{aligned}
$$

for the real-valued functions $f$ and $\bar{f}$. So, in the case of ${ }^{C}[(\mathrm{i})-\beta]$-differentiability, we have

$$
\begin{aligned}
\left(I_{a^{+}}^{\beta}{ }^{C} D_{a^{+}}^{\beta} f\right)(x ; r) & =\left[\left(I_{a^{+}}^{\beta}{ }^{C} D_{a^{+}}^{\beta} f \underline{-}\right)(x ; r),\left(I_{a^{+}}^{\beta}{ }^{C} D_{a^{+}}^{\beta} \bar{f}\right)(x)\right] \\
& =[\underline{f}(x ; r)-\underset{\sim}{f}(a ; r), \bar{f}(x ; r)-\bar{f}(a ; r)] .
\end{aligned}
$$

Also, for case ${ }^{C}[(\mathrm{ii})-\beta]$-differentiability, we have

$$
\begin{aligned}
\left(I_{a^{+}}^{\beta}{ }^{C} D_{a^{+}}^{\beta} f\right)(x ; r) & =\left[\left(I_{a^{+}}^{\beta}{ }^{C} D_{a^{+}}^{\beta} \bar{f}\right)(x ; r),\left(I_{a^{+}}^{\beta} D_{a^{+}}^{\beta} \underline{f}\right)(x ; r)\right] \\
& =[\bar{f}(x ; r)-\bar{f}(a ; r), \underline{f}(x ; r)-\underset{\sim}{f}(a ; r)],
\end{aligned}
$$

which completes the proof.

## 5 Approximate solutions

Now, we investigate the approximate solutions of fuzzy fractional differential equations under Caputo's H-differentiability by using a corresponding equivalent Volterra integral form of original FFDE.
Firstly, we propose the following fuzzy fractional differential equation of order $0<\beta<1$ with the fuzzy initial condition:

$$
\left\{\begin{array}{l}
\left({ }^{C} D_{a^{+}}^{\beta} y\right)(x)=f(x, y(x)),  \tag{12}\\
y(a) \in \mathbb{E} .
\end{array}\right.
$$

Lemma 5.1 ([24]) Assume that $g \in C[\Omega, \mathbb{R}]$ where $\Omega$ is an open set, included ordered pairs $(x, u)$ belong to $\mathbb{R}^{2}$, and $\left(x_{0}, u_{0}\right) \in \Omega$. Suppose that $\left[x_{0}, x_{0}+\eta\right]$ is the largest inter$v a l$ of existence of the maximal solution $r(x)$ of $\left({ }^{c} D_{a^{+}}^{\beta} u\right)(x)=g(x, u), u_{0}(x)=u_{0}$. Let $\left[x_{0}, x_{1}\right]$ be a compact interval of $\left[x_{0}, x_{0}+\eta\right]$. Then, there is an $\epsilon_{0}>0$ such that for $0<\epsilon<\epsilon_{0}$, the maximal solution $r(x, \epsilon)$ of $\left({ }^{c} D_{a^{+}}^{\beta} u\right)(x)=g(x, u)+\epsilon, u_{0}(x)=u_{0}+\epsilon$ exists on $\left[x_{0}, x_{1}\right]$ and $\lim _{\epsilon \rightarrow \infty} r(x, \epsilon)=r(x)$ uniformly on $\left[x_{0}, x_{1}\right]$.

Lemma 5.2 ([24]) Assume that $m:\left[x_{0}, x_{0}+\eta\right] \longrightarrow[0, \infty]$ is locally Hölder continuous, $g \in C\left[\left[x_{0}, x_{0}+\eta\right] \times[0, \infty],[0, \infty]\right]$ and for $x_{0} \leq x \leq x_{0}+\eta$,

$$
D^{\beta} m(x) \leq g(x, m(x)) .
$$

Let $r(x)$ be the maximal solution of

$$
D^{\beta} u=g(x, u), \quad u_{0} \geq 0,
$$

existing on $\left[x_{0}, x_{0}+\eta\right]$. Then, we have

$$
m(x) \leq r(x), \quad x_{0} \leq x \leq x_{0}+\eta .
$$

The following lemma transforms the fuzzy fractional differential equations to the corresponding fuzzy Volterra integral equations.

Lemma 5.3 Let $0<\beta<1$ and $a \in \mathbb{R}$, the fuzzy fractional differential equation (12) is equivalent to one of the following integral equations:

$$
\begin{equation*}
y(x)=y(a)+\frac{1}{\Gamma(\beta)} \int_{a}^{x} \frac{f(t, y(t)) d t}{(x-t)^{1-\beta}}, \quad x \in[a, b], \tag{13}
\end{equation*}
$$

ify is ${ }^{C}[(i)-\beta]$-differentiable, and

$$
\begin{equation*}
y(x)=y(a) \ominus \frac{-1}{\Gamma(\beta)} \int_{a}^{x} \frac{f(t, y(t)) d t}{(x-t)^{1-\beta}}, \quad x \in[a, b], \tag{14}
\end{equation*}
$$

ify is ${ }^{C}[(i i)-\beta]$-differentiable, provided that the $H$-difference exists.
Here the equivalence between two equations means that any solution of an equation is a solution for the other one too.

Proof It is obtained immediately by using Theorem 4.2.

Now, we extend Theorem 22 in [14] and Theorem 4.1 in [25] for fuzzy fractional differential equations under ${ }^{C}[(\mathrm{i})-\beta]$ - and ${ }^{C}[(\mathrm{ii})-\beta]$-differentiability.

Theorem 5.1 Suppose that the following conditions hold: (a) Let $R_{0}=\left[x_{0}, x_{0}+p\right] \times \bar{B}\left(y_{0}, q\right)$, $p, q>0, y_{0} \in E$, where $\bar{B}\left(y_{0}, q\right)=\left\{y \in \mathbb{E}: d\left(y, y_{0}\right) \leq q\right\}$ denote a closed ball in $\mathbb{E}$ and let $f: R_{0} \longrightarrow \mathbb{E}$ be a continuous function such that $d(\widetilde{0}, f(x, y))=\|f(x, y)\| \leq M \widetilde{(0)}$ is fuzzy zero such that it is a singleton) for all $(x, y) \in R_{0}$. (b) Let $g:\left[x_{0}, x_{0}+p\right] \times[0, q] \longrightarrow \mathbb{E}$, such that $g(x, 0) \equiv 0$ and $0 \leq g(x, u) \leq M_{1}, \forall x \in\left[x_{0}, x_{0}+p\right], 0 \leq u \leq q$, such that $g(x, u)$ is non-decreasing in $u$ and $g$ is such that the initial-value problem $\left({ }^{C} D_{a^{+}}^{\beta} u\right)(x)=g(x, u(x))$, $u\left(x_{0}\right)=0$ has only the solution $u(x) \equiv 0$ on $\left[x_{0}, x_{0}+p\right]$. (c) We have $d\left(\frac{f(x, y)}{\left(x_{1}-s\right)^{1-\beta}}, \frac{f(x, z)}{\left(x_{2}-s\right)^{1-\beta}}\right) \leq$ $\left|\left(x_{1}-s\right)^{\beta-1}-\left(x_{2}-s\right)^{\beta-1}\right| \cdot g(x, d(y, z)), \forall(x, y),(x, z) \in R_{0}, x_{1}, x_{2}, s \in\left[x_{0}, x_{0}+p\right]$ and $d(y, z) \leq q$. (d) There exists $d>0$ such that for $x \in\left[x_{0}, x_{0}+d\right]$ the sequence $\widehat{y}_{n}:\left[x_{0}, x_{0}+d\right] \longrightarrow \mathbb{E}$ given by $\widehat{y}_{0}(x)=y_{0}, \widehat{y}_{n+1}(x)=y_{0} \ominus \frac{(-1)}{\Gamma(\beta)} \cdot \int_{x_{0}}^{x} \frac{f\left(t, \hat{y}_{n}\right) d t}{(x-t)^{1-\beta}}$ is defined for any $n \in \mathbb{N}$.

Then, the following FFDE

$$
\left\{\begin{array}{l}
\left({ }^{C} D_{a^{+}}^{\beta} y\right)(x)=f(x, y(x))  \tag{15}\\
y\left(x_{0}\right)=y_{0} \in \mathbb{E}
\end{array}\right.
$$

has two solutions (one ${ }^{C}[(i)-\beta]$-differentiable and the other one ${ }^{C}[(i i)-\beta]$-differentiable) $y, \widehat{y}:\left[x_{0}, x_{0}+r\right] \longrightarrow B\left(y_{0}, q\right)$ where $r=\min \left\{p,\left(\frac{q \Gamma(\beta+1)}{M}\right)^{\frac{1}{\beta}},\left(\frac{q \Gamma(\beta+1)}{M_{1}}\right)^{\frac{1}{\beta}}, d\right\}$ and the successive iterations

$$
\begin{equation*}
y_{0}(x)=y_{0}, \quad y_{n+1}(x)=y_{0}+\frac{1}{\Gamma(\beta)} \int_{x_{0}}^{x} \frac{f\left(t, y_{n}(t)\right)}{(x-t)^{1-\beta}} d t, \quad 0<\beta \leq 1, \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{y}_{0}(x)=y_{0}, \quad \widehat{y}_{n+1}(x)=y_{0} \ominus \frac{(-1)}{\Gamma(\beta)} \int_{x_{0}}^{x} \frac{f\left(t, \widehat{y}_{n}(t)\right)}{(x-t)^{1-\beta}} d t, \quad 0<\beta \leq 1 \tag{17}
\end{equation*}
$$

converge to these two solutions respectively provided that the $H$-difference exists.
Proof Without loss of generality, we prove for case ${ }^{C}[(\mathrm{i})-\beta]$-differentiability. The proof of the second case is completely similar to previous one and so it is omitted.
For $x_{0} \leq x_{1} \leq x_{2} \leq x_{0}+r$ and $M_{2}=\max \left\{M, M_{1}\right\}$, we have

$$
\begin{aligned}
d\left(y_{1}\left(x_{1}\right), y_{1}\left(x_{2}\right)\right) \leq & d\left(y_{0}\left(x_{1}\right), y_{0}\left(x_{2}\right)\right)+\frac{1}{\Gamma(\beta)} \int_{x_{0}}^{x_{1}} d\left(\frac{f\left(s, y_{n-1}(s)\right)}{\left(x_{1}-s\right)^{1-\beta}}, \frac{f\left(s, y_{n-1}(s)\right)}{\left(x_{2}-s\right)^{1-\beta}}\right) d s \\
& +\frac{1}{\Gamma(\beta)} \int_{x_{1}}^{x_{2}} d\left(\frac{f\left(s, y_{n-1}(s)\right)}{\left(x_{2}-s\right)^{1-\beta}}, \widetilde{0}\right) d s \\
\leq & d\left(y_{0}\left(x_{1}\right), y_{0}\left(x_{2}\right)\right)+\frac{M_{2}}{\Gamma(\beta)} \int_{x_{0}}^{x_{1}}\left|\left(x_{1}-s\right)^{\beta-1}-\left(x_{2}-s\right)^{\beta-1}\right| d s \\
& +\frac{M_{2}}{\Gamma(\beta)} \int_{x_{1}}^{x_{2}} \frac{d s}{\left(x_{2}-s\right)^{1-\beta}} \\
\leq & d\left(y_{0}\left(x_{1}\right), y_{0}\left(x_{2}\right)\right)+\frac{M_{2}}{\Gamma(\beta+1)}\left[\left|x_{1}-x_{2}\right|^{\beta}-\left|x_{1}^{\beta}-x_{2}^{\beta}\right|\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{M_{2}}{\Gamma(\beta+1)}\left|x_{1}-x_{2}\right|^{\beta} \\
\leq & d\left(y_{0}\left(x_{1}\right), y_{0}\left(x_{2}\right)\right)+\frac{M_{2}}{\Gamma(\beta+1)}\left[2\left|x_{1}-x_{2}\right|^{\beta}-\left|x_{1}^{\beta}-x_{2}^{\beta}\right|\right] \\
\leq & d\left(y_{0}\left(x_{1}\right), y_{0}\left(x_{2}\right)\right)+\frac{2 M_{2}}{\Gamma(\beta+1)}\left|x_{1}-x_{2}\right|^{\beta} \\
< & \epsilon
\end{aligned}
$$

provided $\left|x_{1}-x_{2}\right|<\delta$, where $\delta=\left[\frac{\epsilon \Gamma(\beta+1)}{4 M_{2}}\right]^{\frac{1}{\beta}}$ and under assumption $d\left(y_{0}\left(x_{1}\right), y_{0}\left(x_{2}\right)\right)<\frac{\epsilon}{2}$, proving that $y_{1}(x)$ is continuous on $\left[x_{0}, x_{0}+r\right]$.
Similarly,

$$
\begin{aligned}
d\left(y_{1}(x), y_{0}(x)\right) & \leq \frac{1}{\Gamma(\beta)} \int_{x_{0}}^{x}(x-s)^{\beta-1} d\left(f\left(s, y_{0}\right), \widetilde{0}\right) d s \\
& \leq \frac{M_{2}\left(x-x_{0}\right)^{\beta}}{\Gamma(\beta+1)} \leq \frac{M_{2} r^{\beta}}{\Gamma(\beta+1)} \leq q .
\end{aligned}
$$

Thus, it is easily obtained that the successive approximations are continuous and satisfy the following relation:

$$
d\left(y_{n+1}(x), y_{0}(x)\right) \leq q, \quad \forall x \in\left[x_{0}, x_{0}+r\right], n=0,1,2,3, \ldots .
$$

Hence, $y_{n+1} \in C\left[\left[x_{0}, x_{0}+r\right], B\left(x_{0}, q\right)\right]$ and

$$
\begin{equation*}
\left({ }^{C} D_{a^{+}}^{\beta} y_{n+1}\right)(x)=f\left(x, y_{n}(x)\right), \quad y_{n}\left(x_{0}\right)=y_{0}, n=0,1,2,3, \ldots . \tag{18}
\end{equation*}
$$

Now, we define the following successive approximations for $r=\min \left\{p,\left[\frac{q \Gamma(\beta+1)}{M_{2}}\right]^{\frac{1}{\beta}}\right\}$ :

$$
\begin{align*}
& u_{0}(x)=\frac{M_{2}\left(x-x_{0}\right)^{\beta}}{\Gamma(\beta+1)}, \quad x \in\left[x_{0}, x_{0}+r\right],  \tag{19}\\
& u_{n+1}(x)=\frac{1}{\Gamma(\beta)} \int_{x_{0}}^{x}(x-s)^{\beta-1} g\left(s, u_{n}(s)\right) d s, \quad x \in\left[x_{0}, x_{0}+r\right] . \tag{20}
\end{align*}
$$

Then, we get immediately

$$
\begin{aligned}
u_{1}(x) & =\frac{1}{\Gamma(\beta)} \int_{x_{0}}^{x}(x-s)^{\beta-1} g\left(s, u_{0}(s)\right) d s \\
& \leq M_{1}\left(x-x_{0}\right) \leq u_{0}(x) \leq q, \quad \forall x \in\left[x_{0}, x_{0}+r\right]
\end{aligned}
$$

Hence, by the inductive method and in view that $g(x, u)$ is nondecreasing on $u$, we get

$$
0 \leq u_{n+1}(x) \leq u_{n}(x) \leq q, \quad \forall x \in\left[x_{0}, x_{0}+r\right], n=0,1,2,3, \ldots .
$$

Moreover, $\left|\left({ }^{C} D_{a^{+}}^{\beta} u_{n+1}\right)(x)\right|=\left|g\left(x, u_{n}(x)\right)\right| \leq M_{1}$; and therefore, we can conclude by AscoliArzela theorem and the monotonicity of the sequence $\left\{u_{n}(x)\right\}$ that $\lim _{n \rightarrow \infty} u_{n}(x)=u(x)$ uniformly on $\left[x_{0}, x_{0}+r\right]$ and

$$
u(x)=\frac{1}{\Gamma(\beta)} \int_{x_{0}}^{x} \frac{g(s, u(s)) d s}{(x-s)^{1-\beta}}
$$

Thus, $u \in C\left[\left[x_{0}, x_{0}+r\right],[0, q]\right]$ and $u(x)$ is the solution of the initial value problem (20).
From assumption (b), we get $u(x) \equiv 0$. Moreover, we have

$$
\begin{aligned}
d\left(y_{1}(x), y_{0}(x)\right) & =d\left(\int_{x_{0}}^{x} \frac{f\left(s, y_{0}(s)\right) d s}{(x-s)^{1-\beta}}, \widetilde{0}\right) \\
& \leq \int_{x_{0}}^{x} d\left(\frac{f\left(s, y_{0}(s)\right) d s}{(x-s)^{1-\beta}}, \widetilde{0}\right) \\
& \leq \frac{M_{2}\left(x-x_{0}\right)^{\beta}}{\Gamma(\beta+1)}=u_{0}(x) .
\end{aligned}
$$

Suppose that $d\left(y_{k}(x), y_{k-1}(x)\right) \leq u_{k-1}(x)$, then using assumption (c), we have

$$
\begin{aligned}
d\left(y_{k+1}(x), y_{k}(x)\right) & =\frac{1}{\Gamma(\beta)} \cdot d\left(\int_{x_{0}}^{x} \frac{f\left(s, y_{k}(s) d s\right.}{(x-s)^{1-\beta}}, \frac{f\left(s, y_{k-1}(s) d s\right.}{(x-s)^{1-\beta}}\right) \\
& \leq \frac{1}{\Gamma(\beta)} \cdot \int_{x_{0}}^{x} d\left(\frac{f\left(s, y_{k}(s)\right.}{(x-s)^{1-\beta}}, \frac{f\left(s, y_{k-1}(s)\right.}{(x-s)^{1-\beta}}\right) d s \\
& \leq \frac{1}{\Gamma(\beta)} \cdot \int_{x_{0}}^{x} \frac{g\left(s, d\left(y_{k}(s), y_{k-1}(s)\right)\right)}{(x-s)^{1-\beta}} d s \\
& \leq \frac{1}{\Gamma(\beta)} \cdot \int_{x_{0}}^{x} \frac{g\left(s, u_{k-1}(s)\right)}{(x-s)^{1-\beta}} d s \\
& =u_{k}(x) .
\end{aligned}
$$

Thus, by the inductive method, we know

$$
\begin{equation*}
d\left(y_{n+1}(x), y_{n}(x)\right) \leq u_{n}(x), \quad \forall x \in\left[x_{0}, x_{0}+r\right], n=0,1,2,3, \ldots . \tag{21}
\end{equation*}
$$

So, we have

$$
\begin{aligned}
d\left(\left({ }^{C} D_{a^{+}}^{\beta} y_{n+1}\right)(x),\left({ }^{C} D_{a^{+}}^{\beta} y_{n}\right)(x)\right) & =d\left(f\left(x, y_{n}(x)\right), f\left(x, y_{n-1}(x)\right)\right) \\
& \leq g\left(x, d\left(y_{n}(x), y_{n-1}(x)\right)\right) \\
& \leq g\left(x, u_{n-1}(x)\right) .
\end{aligned}
$$

Assume $m \geq n$, then one can easily obtain

$$
\begin{aligned}
{ }^{C} D_{a^{+}}^{+\beta}\left(d\left(y_{n}(x), y_{m}(x)\right)\right) & \leq d\left(\left({ }^{C} D_{a^{+}}^{\beta} y_{n}\right)(x),\left({ }^{C} D_{a^{+}}^{\beta} y_{m}\right)(x)\right) \\
& \leq g\left(x, u_{n-1}(x)\right)+g\left(x, u_{m-1}(x)\right)+g\left(x, d\left(y_{n}(x), y_{m}(x)\right)\right) .
\end{aligned}
$$

Since, $u_{n+1} \leq u_{n}(x)$ for all $n$, it follows that:

$$
{ }^{C} D_{a^{+}}^{+\beta}\left(d\left(y_{n}(x), y_{m}(x)\right)\right) \leq 2 g\left(x, u_{n-1}(x)\right)+g\left(x, d\left(y_{n}(x), y_{m}(x)\right)\right),
$$

where ${ }^{C} D_{a^{+}}^{+\beta}$ denotes the corresponding Dini derivative to $D^{+}[24]$.
Since $g\left(x, u_{n-1}(x)\right)$ uniformly converges to 0 , then for arbitrary $\epsilon>0$, there exists a natural number $N$ such that

$$
{ }^{C} D_{a^{+}}^{+\beta}\left(d\left(y_{n}(x), y_{m}(x)\right)\right) \leq g\left(x, d\left(y_{n}(x), y_{m}(x)\right)\right)+\epsilon, \quad \forall m \geq n>N .
$$

From the fact that $D\left(y_{n}\left(x_{0}\right), y_{m}\left(x_{0}\right)\right)=0$ and by using Lemma 5.2 , we have

$$
\begin{equation*}
d\left(y_{n}(x), y_{m}(x)\right) \leq r(x, \epsilon), \quad \forall x \in\left[x_{0}, x_{0}+r\right], m \geq n>N, \tag{22}
\end{equation*}
$$

where $r(x, \epsilon)$ is the maximal solution to the following initial value problem for each $n$ :

$$
\left({ }^{C} D_{a^{+}}^{\beta} v\right)(x)=g(x, v)+2 g\left(x, u_{n-1}(x)\right), \quad v\left(x_{0}\right)=0
$$

Since, as $n \longrightarrow \infty, 2 g\left(x, u_{n-1}(x)\right) \longrightarrow 0$ uniformly on $\left[x_{0}, x_{0}+r\right]$, it follows by Lemma 5.1 that $r_{n}(x) \longrightarrow 0$ uniformly on $\left[x_{0}, x_{0}+r\right]$.
Hence, according to (22) and the fact that $(\mathbb{E}, d)$ is complete, we conclude that there exists a fuzzy-valued function $y:\left[x_{0}, x_{0}+r\right] \longrightarrow \mathbb{E}$ such that $d\left(y_{n}(x), y_{m}(x)\right)$ uniformly converges to 0 as $n \longrightarrow \infty$. Applying (18) and Lemma 5.3 we have $y \in C\left[\left[x_{0}, x_{0}+r\right], B\left(x_{0}, q\right)\right]$ and $y(x)$ is the solution of FFDE (15).

Now, we show the uniqueness of solution of Eq. (15). Let us consider $w(x)$ is another solution of Eq. (15) on $\left[x_{0}, x_{0}+r\right]$. Also, define $m(x)=d(y(x), w(x))$, then $m\left(x_{0}\right)=0$ and

$$
\begin{aligned}
\left({ }^{C} D_{a^{+}}^{+\beta} m\right)(x) & \leq d\left(\left({ }^{C} D_{a^{+}}^{\beta} y\right)(x),\left({ }^{C} D_{a^{+}}^{\beta} w\right)(x)\right) \\
& =d(f(x, y(x)), f(x, w(x))) \\
& \leq g(x, m(x)) .
\end{aligned}
$$

Hence, from Lemma 5.2, we have $d(y(x), w(x)) \leq u(x) \equiv 0$ for all $r \in\left[x_{0}, x_{0}+r\right]$, where $u(x) \equiv 0$ is the maximal solution of

$$
\left({ }^{C} D_{a^{+}}^{\beta} u\right)(x)=g(x, u(x)), \quad u\left(x_{0}\right)=0
$$

Therefore, $y(x)=w(x)$, which completes the proof.
The following Peano-type theorem is given to derive solutions of fuzzy fractional differential equations with order $0<\beta<1$ under Caputo's differentiability.

Theorem 5.2 Let $R_{0}=\left[x_{0}, x_{0}+p\right] \times \bar{B}\left(y_{0}, q\right), p, q>0, y_{0} \in E$, where $\bar{B}\left(y_{0}, q\right)=\{y \in \mathbb{E}$ : $\left.d\left(y, y_{0}\right) \leq q\right\}$ denote a closed ball in $\mathbb{E}$ and let $f: R_{0} \longrightarrow \mathbb{E}$ be a continuous function such that $d(\widetilde{0}, f(x, y))=\|f(x, y)\| \leq M$ for all $(x, y) \in R_{0}$ and $f$ satisfies the Lipschitz condition $d\left(\left(x_{1}-s\right)^{\beta-1} f(x, y),\left(x_{2}-s\right)^{\beta-1} f(x, z)\right) \leq\left|\left(x_{1}-s\right)^{\beta-1}-\left(x_{2}-s\right)^{\beta-1}\right| \cdot L \cdot d(y, z) \forall(x, y),(x, z) \in R_{0}$, $x_{1}, x_{2}, s \in\left[x_{0}, x_{0}+p\right]$ and $d(y, z) \leq q$. If there exists $d>0$ such that for $x \in\left[x_{0}, x_{0}+d\right]$ the sequence given by $\widehat{y}_{0}(x)=y_{0}, \widehat{y}_{n+1}(x)=y_{0} \ominus \frac{(-1)}{\Gamma(\beta)} \cdot \int_{x_{0}}^{x} \frac{f\left(t, \hat{y}_{n}\right)}{(x-t)^{1-\beta}} d t$ is defined for any $n \in \mathbb{N}$. Then, the following fuzzy fractional initial-value problem:

$$
\left\{\begin{array}{l}
\left({ }^{C} D_{a^{+}}^{\beta} y\right)(x)=f(x, y(x)) \\
y\left(x_{0}\right)=y_{0}
\end{array}\right.
$$

has two solutions $y, \widehat{y}:\left[x_{0}, x_{0}+r\right] \longrightarrow B\left(y_{0}, q\right)$ where $r=\min \left\{p,\left(\frac{q \Gamma(\beta+1)}{M}\right)^{\frac{1}{\beta}},\left(\frac{q \Gamma(\beta+1)}{M_{1}}\right)^{\frac{1}{\beta}}, d\right\}$ and the successive iterations in Theorem 5.1 converge to these two solutions.

Proof The proof is obtained immediately by taking in Theorem 5.1, $g(x, u)=L \Delta u$.

## 6 Conclusion

In this manuscript, we have studied the approximate solutions of fuzzy fractional differential equations under Riemann-Liouville and Caputo's H-differentiability. To this end, some results in each case of differentiability were derived which led to transform the original FFDE to the corresponding fuzzy Volterra integral equations. Then, we have constructed two successive iterations that converge to the solutions of original FFDE under each type of Caputo's H-differentiability.
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