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#### Abstract

This work investigates a general Lotka-Volterra type predator-prey model with nonlinear cross-diffusion effects representing the tendency of a predator to get closer to prey. Using the energy estimate method, Sobolev embedding theorems and the bootstrap arguments, the existence of global solutions is proved when the space dimension is less than 10. MSC: 35K57; 35B35 Keywords: global solution; predator-prey; cross-diffusion


## 1 Introduction

Consider the following predator-prey model with cross-diffusion effects:

$$
\begin{cases}u_{t}-d_{1} \Delta[(1+\delta u) u]=u g(u)-p(u, v) v, & x \in \Omega, t>0  \tag{1}\\ v_{t}-d_{2} \Delta\left[\left(1+\alpha v+\frac{\gamma}{1+u^{l}}\right) v\right]=v[-d-s v+c p(u, v)], & x \in \Omega, t>0 \\ \frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=0, & x \in \partial \Omega, t>0 \\ u(x, 0)=u_{0}(x) \geq(\not \equiv) 0, \quad v(x, 0)=v_{0}(x) \geq(\not \equiv) 0, & x \in \Omega,\end{cases}
$$

where $\Omega \subset \mathbb{R}^{n}(n \geq 1)$ is a bounded domain with smooth boundary $\partial \Omega, v$ is the outward unit normal vector of the boundary $\partial \Omega$, the given coefficients $d, s, c, d_{1}, d_{2}, \delta, \alpha, \gamma$ and $l$ are positive constants. The functions $g \in C^{1}([0, \infty))$ and $p \in C([0, \infty) \times[0, \infty))$ are assumed to satisfy the following two hypotheses throughout this paper:
(H1) $g(0)>0$ and $g^{\prime}(u)<0$ for all $u>0$, and there exists a positive constant $K$ such that $g(K)=0$.
(H2) For all $u, v \geq 0,0 \leq p(u, v) \leq C h(u)$ for some positive constant $C$ and a continuous function $h(u)$.
In the model (1), $u$ and $v$ represent the densities of the prey and predator respectively, the constants $d, s$ and $c$ refer to the predator death rate, the inter-specific competition coefficient and the conversion rate of the prey to the predator, and $g(u)$ represents the growth rate of the prey in the absence of the predator. The function $p(u, v)$ is called the functional response of the predator to the prey. The constants $d_{1}$ and $d_{2}$ are the diffusion rates of the prey and predator respectively, $\delta$ and $\alpha$ are referred to as self-diffusion pressures, and the term $d_{2} \Delta\left[\gamma \nu /\left(1+u^{l}\right)\right]$ in the predator equation is cross-diffusion pressure, which expresses the population flux of the predator resulting from the presence of prey

[^0]species. Biologically, this term represents the tendency of the predator to chase its prey. It is clear that such an environment of prey-predator interaction often occurs in reality. For example, in [1-5], with the similar biological interpretation, the authors also introduced the same cross-diffusion term as in (1) to the predator of various predator-prey models.
Mathematically, one of the most important problem for (1) is to establish the existence of global solutions. However, to our knowledge, there are only a few works. In [3], the global existence result was shown without any restrictions on space dimensions by $\mathrm{H} . \mathrm{Li}$, P. Pang and M. Wang. But their results are not valid for (1) because some restrictions are required for the term $p(u, v) v / u$, so that the standard reaction term like Lotka-Volterra type is excluded in their works. The purpose of this paper is to establish a sufficient condition for the existence of global solutions for (1) without any restrictions on the term $p(u, v) v / u$ in the higher dimensional case. Our main result is as follows.

Theorem 1.1 Let $l \geq 1$ and $n<10$. Assume that $u_{0}, v_{0}$ satisfy the zero Neumann boundary condition and belong to $C^{2+\lambda}(\bar{\Omega})$ for some $0<\lambda<1$. Then (1) possesses a unique nonnegative solution ( $u, v$ ), such that $u \in C^{2+\lambda,(2+\lambda) / 2}(\bar{\Omega} \times[0, \infty))$ and $v \in C^{1+\lambda,(1+\lambda) / 2}(\bar{\Omega} \times$ $[0, \infty)$ ). Moreover, if $l=1$ or $l \geq 2$, then $v \in C^{2+\lambda,(2+\lambda) / 2}(\bar{\Omega} \times[0, \infty))$.

As to the stationary problem for (1), there have been some works, for example, see [1, 2, 4-7] and references therein.
The paper is organized as follows. In Section 2, we present some known results and prove some preliminary results that are used in Section 3. In Section 3, we establish $L^{p_{-}}$ estimates for $v$. In Section 4, we establish $L^{\infty}$-estimates for $v$ and give a proof of Theorem 1.1.

## 2 Preliminaries

For the time-dependent solutions of (1), the local existence is an immediate consequence of [8-10]. The results can be summarized as follows.

Theorem A Let $u_{0}, v_{0} \in W_{p}^{1}(\Omega)$, where $p>n$, be nonnegative functions. Then the system (1) has a unique nonnegative solution $(u, v)$ such that $u, v \in C\left([0, T), W_{p}^{1}(\Omega)\right) \cap C^{\infty}((0, T)$, $\left.C^{\infty}(\Omega)\right)$, where $T \in(0,+\infty]$ is the maximal existence time of the solution. If the solution $(u, v)$ satisfies the estimate

$$
\sup \left\{\|u(\cdot, t)\|_{W_{P}^{1}(\Omega)}\|v(\cdot, t)\|_{W_{p}^{1}(\Omega)}: t \in(0, T)\right\}<\infty
$$

then $T=+\infty$. If, in addition, $u_{0}, v_{0} \in W_{p}^{2}(\Omega)$, then $u, v \in C\left([0, \infty), W_{p}^{2}(\Omega)\right)$.

Let

$$
\begin{aligned}
& Q_{T}=\Omega \times[0, T), \\
& \|u\|_{L^{p, q}\left(Q_{T}\right)}=\left(\int_{0}^{T}\left(\int_{\Omega}|u(x, t)|^{p} d x\right)^{\frac{q}{p}} d t\right)^{1 / q}, \quad L^{p}\left(Q_{T}\right)=L^{p, p}\left(Q_{T}\right), \\
& \|u\|_{W_{p}^{2,1}\left(Q_{T}\right)}=\|u\|_{L^{p}\left(Q_{T}\right)}+\left\|u_{t}\right\|_{L^{p}\left(Q_{T}\right)}+\|\nabla u\|_{L^{p}\left(Q_{T}\right)}+\left\|\nabla^{2} u\right\|_{L^{p}\left(Q_{T}\right)^{\prime}} \\
& \|u\|_{V_{2}\left(Q_{T}\right)}=\sup _{0 \leq t \leq T}\|u(\cdot, t)\|_{L^{2}(\Omega)}+\|\nabla u(x, t)\|_{L^{2}\left(Q_{T}\right)} .
\end{aligned}
$$

Lemma 2.1 (i) Let $(u, v)$ be a solution of (1) in $[0, T)$. There exists a positive constant $M_{0}=$ $\max \left\{K,\left\|u_{0}\right\|_{L^{\infty}(\Omega)}\right\}$ such that $0 \leq u \leq M_{0}$ and $v \geq 0$.
(ii) For any $T>0$, there exist two positive constants $C_{1}(T)$ and $C_{2}(T)$ such that

$$
\sup _{0 \leq t \leq T}\|v(\cdot, t)\|_{L^{1}(\Omega)} \leq C_{1}(T), \quad\|v\|_{L^{2}\left(Q_{T}\right)} \leq C_{2}(T) .
$$

(iii) For any $T>0$, there exists a positive constant $C_{3}(T)$ such that $\|\nabla u\|_{L^{4}\left(Q_{T}\right)} \leq C_{3}(T)$.

Proof (i) Applying the maximum principle to (1), we have the result (i).
(ii) Integrating the second equation of (1) over the domain $\Omega$ and by (i) and (H2), we have

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega} v d x & =\int_{\Omega} v[-d-s v+c p(u, v)] d x \\
& \leq(d+c M) \int_{\Omega} v d x-s \int_{\Omega} v^{2} d x \\
& \leq(d+c M) \int_{\Omega} v d x-\frac{s}{|\Omega|}\left(\int_{\Omega} v d x\right)^{2} .
\end{aligned}
$$

Then we have $\sup _{0 \leq t \leq T}\|v(\cdot, t)\|_{L^{1}(\Omega)} \leq C_{1}(T)$. Integrating the above inequality from 0 to $T$, we have

$$
s\|v\|_{L^{2}\left(Q_{T}\right)}^{2} \leq(d+c M) T C_{1}(T)+\left\|v_{0}\right\|_{L^{1}(\Omega)} .
$$

Therefore, $\|v\|_{L^{2}\left(Q_{T}\right)} \leq C_{2}(T)$.
(iii) Let $w_{1}=(1+\delta u) u$, then $w_{1}$ satisfies the equation

$$
w_{1 t}=d_{1}(1+2 \delta u) \Delta w_{1}+c_{1}+c_{2} v
$$

where $c_{1}=(1+2 \delta u) u g(u)$ and $c_{2}=-(1+2 \delta u) p(u, v)$. Since $u, c_{1}, c_{2}$ are bounded and $v \in$ $L^{2}\left(Q_{T}\right)$, we can prove $w_{1} \in W_{2}^{2,1}\left(Q_{T}\right)$ in the same way as Lemma 2.4 in [11]. Moreover, $w_{1}$ satisfies

$$
w_{1 t} \leq d_{1}(1+2 \delta u) \Delta w_{1}+(1+2 \delta u) u g(u)=d_{1} \sqrt{1+4 \delta w_{1}} \Delta w_{1}+(1+2 \delta u) u g(u) .
$$

Applying Proposition 2.1 in [12], we obtain $\nabla w_{1} \in L^{4}\left(Q_{T}\right)$, which in turn implies $\|\nabla u\|_{L^{4}\left(Q_{T}\right)} \leq C_{3}(T)$.

In order to establish $L^{p}$-estimates for solutions of (1), we need the following result which can be found in [13].

Lemma 2.2 Let $q>1$ and $\widetilde{q}=2+4 q /[n(q+1)]$. Suppose that $w$ satisfies

$$
\sup _{0 \leq t \leq T}\|w\|_{L^{2 q /(q+1)(\Omega)}}+\|\nabla w\|_{L^{2}\left(Q_{T}\right)}<\infty,
$$

and there exist positive constants $\widetilde{\beta} \in(0,1)$ and $C_{T}>0$ such that $\int_{\Omega}|w(\cdot, t)|^{\widetilde{\beta}} d x \leq C_{T}$ for all $t \in[0, T]$. Then there exists a positive constant $M^{\prime}$ independent of $w$ but depending on
n, $\Omega, q, \widetilde{\beta}$ and $C_{T}$, such that

$$
\|w\|_{L^{\tilde{q}}\left(Q_{T}\right)} \leq M^{\prime}\left\{1+\left(\sup _{0 \leq t \leq T}\|w(t)\|_{L^{2 q /(q+1)}(\Omega)}\right)^{4 q /[n(q+1) \tilde{q}]}\|\nabla w\|_{L^{2}\left(Q_{T}\right)}^{2 / \tilde{q}}\right\} .
$$

## $3 L^{p}$-estimates for $\mathbf{v}$

Let $t \in(0, T], Q_{t}=\Omega \times(0, t)$. In this section, $C_{1}, C_{2}, \ldots$ and $M_{1}, M_{2}, \ldots$ shall denote positive constants that may depend on $\Omega, q, n$, the coefficients in (1), $T$ (but not on $t$ ) and the following norms $\left\|u_{0}\right\|_{W_{q}^{2-2 / q}},\left\|u_{0}\right\|_{L^{\infty}(\Omega)}$ and $\left\|v_{0}\right\|_{L^{q}(\Omega)}$.

Lemma 3.1 There exist positive constants $C_{4}$ and $C_{5}$ such that $\|v\|_{V_{2}\left(Q_{T}\right)} \leq C_{4}$ and $\|v\|_{L^{p}\left(Q_{T}\right)} \leq C_{5}$ if $p<4(n+1) /(n-2)_{+}$, where $a_{+}=\max \{a, 0\}$.

Proof For any constant $q>1$, multiplying the second equation of (1) by $q v^{q-1}$ and using the integration by parts, we obtain

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega} v^{q} d x= & q d_{2} \int_{\Omega} v^{q-1} \nabla \cdot\left[\left(1+2 \alpha v+\frac{\gamma}{1+u^{l}}\right) \nabla v-\frac{\gamma l u^{l-1} v}{\left(1+u^{l}\right)^{2}} \nabla u\right] d x \\
& +q \int_{\Omega} v^{q}[-d-s v+c p(u, v)] d x \\
= & -q(q-1) d_{2} \int_{\Omega} v^{q-2}\left(1+2 \alpha v+\frac{\gamma}{1+u^{l}}\right)|\nabla v|^{2} d x \\
& +(q-1) d_{2} \gamma l \int_{\Omega} \frac{u^{l-1}}{\left(1+u^{l}\right)^{2}} \nabla u \cdot \nabla\left(v^{q}\right) d x+q \int_{\Omega} v^{q}[-d-s v+c p(u, v)] d x \\
\leq & -q(q-1) d_{2} \int_{\Omega} v^{q-2}|\nabla v|^{2} d x-2 \alpha q(q-1) d_{2} \int_{\Omega} v^{q-1}|\nabla v|^{2} d x \\
& +(q-1) d_{2} \gamma l \int_{\Omega} \frac{u^{l-1}}{\left(1+u^{l}\right)^{2}} \nabla u \cdot \nabla\left(v^{q}\right) d x+q \int_{\Omega} v^{q}[-d-s v+c p(u, v)] d x \\
= & -\frac{4(q-1) d_{2}}{q} \int_{\Omega}\left|\nabla\left(v^{q / 2}\right)\right|^{2} d x-\frac{8 q(q-1) \alpha d_{2}}{(q+1)^{2}} \int_{\Omega}\left|\nabla\left(v^{(q+1) / 2}\right)\right|^{2} d x \\
& +(q-1) d_{2} \gamma l M_{0}^{l-1} \int_{\Omega} \nabla u \cdot \nabla\left(v^{q}\right) d x+q \int_{\Omega} v^{q}[-d-s v+c p(u, v)] d x . \tag{2}
\end{align*}
$$

Integrating (2) from 0 to $t$, we have

$$
\begin{align*}
& \int_{\Omega} v^{q}(x, t) d x+\frac{4(q-1) d_{2}}{q} \int_{Q_{t}}\left|\nabla\left(v^{q / 2}\right)\right|^{2} d x d t+\frac{8 q(q-1) \alpha d_{2}}{(q+1)^{2}} \int_{Q_{t}}\left|\nabla\left(v^{(q+1) / 2}\right)\right|^{2} d x d t \\
& \quad \leq \int_{\Omega} v^{q}(x, 0) d x+(q-1) d_{2} \gamma l M_{0}^{l-1} \int_{Q_{t}} \nabla u \cdot \nabla\left(v^{q}\right) d x d t \\
& \quad+q \int_{Q_{t}} v^{q}[-d-s v+c p(u, v)] d x d t \tag{3}
\end{align*}
$$

The last term in (3) may be estimated by

$$
\begin{aligned}
& q \int_{Q_{t}} v^{q}[-d-s v+c p(u, v)] d x d t \\
& \quad \leq q(d+c M) \int_{Q_{t}} v^{q} d x d t-q s \int_{Q_{t}} v^{q+1} d x d t
\end{aligned}
$$

$$
\begin{align*}
& \leq-q s\|v\|_{L^{q+1}\left(Q_{t}\right)}^{q+1}+q(d+c M)\left|Q_{T}\right|^{1 /(q+1)}\|v\|_{L^{q+1}\left(Q_{t}\right)}^{q} \\
& \leq \frac{[q(d+c M)]^{q+1}\left|Q_{T}\right|}{[s(q+1)]^{q}}:=C_{6} . \tag{4}
\end{align*}
$$

Let $r_{0}=4$ and $p_{0}=2 r_{0} /\left(r_{0}-2\right)$. Since $1 / r_{0}+1 / 2+1 / p_{0}=1$ and $\nabla u$ is in $L^{r_{0}}\left(Q_{T}\right)$, using the Hölder's inequality, we have

$$
\begin{align*}
\left|\int_{Q_{t}} \nabla u \cdot \nabla\left(v^{q}\right) d x d t\right| & =\frac{2 q}{q+1}\left|\int_{Q_{t}} v^{(q-1) / 2} \cdot \nabla\left(v^{(q+1) / 2}\right) \cdot \nabla u d x d t\right| \\
& \leq \frac{2 q}{q+1}\|v\|_{L^{p_{0}(q-1) / 2}\left(Q_{t}\right)}^{(q-1) 2} \cdot\left\|\nabla\left(v^{(q+1) / 2}\right)\right\|_{L^{2}\left(Q_{t}\right)} \cdot\|\nabla u\|_{L^{r_{0}}\left(Q_{t}\right)} \\
& \leq \frac{2 q C_{3}}{q+1}\|v\|_{L^{p_{0}(q-1) / 2}\left(Q_{t}\right)}^{(q-1) / 2} \cdot\left\|\nabla\left(v^{(q+1) / 2}\right)\right\|_{L^{2}\left(Q_{t}\right)} . \tag{5}
\end{align*}
$$

The substitution (4) and (5) into (3) leads to

$$
\begin{aligned}
& \int_{\Omega} v^{q}(x, t) d x+\frac{4(q-1) d_{2}}{q} \int_{Q_{t}}\left|\nabla\left(v^{q / 2}\right)\right|^{2} d x d t+\frac{8 q(q-1) \alpha d_{2}}{(q+1)^{2}} \int_{Q_{t}}\left|\nabla\left(v^{(q+1) / 2}\right)\right|^{2} d x d t \\
& \quad \leq C_{7}+C_{8}\|v\|_{L^{p_{0}(q-1) / 2}\left(Q_{t}\right)}^{(q-1) / 2} \cdot\left\|\nabla\left(v^{(q+1) / 2}\right)\right\|_{L^{2}\left(Q_{t}\right)} \\
& \quad \leq C_{7}+\frac{C_{8}}{4 \varepsilon}\|v\|_{L^{p_{0}(q-1) / 2}\left(Q_{t}\right)}^{q-1}+C_{8} \varepsilon\left\|\nabla\left(v^{(q+1) / 2}\right)\right\|_{L^{2}\left(Q_{t}\right)}^{2}
\end{aligned}
$$

for any $\varepsilon>0$. By choosing a sufficiently small $\varepsilon$, such that $C_{8} \varepsilon<8 q(q-1) \alpha d_{2} /(q+1)^{2}$, we have

$$
\begin{equation*}
\|v(\cdot, t)\|_{L^{q}(\Omega)}^{q}+\left\|\nabla\left(v^{q / 2}\right)\right\|_{L^{2}\left(Q_{t}\right)}^{2}+\left\|\nabla\left(v^{(q+1) / 2}\right)\right\|_{L^{2}\left(Q_{t}\right)}^{2} \leq C_{9}\left(1+\|v\|_{L^{p_{0}(q-1) / 2}\left(Q_{t}\right)}^{q-1}\right) \tag{6}
\end{equation*}
$$

where $C_{9}=\max \left\{C_{7}, C_{8} /(4 \varepsilon)\right\}$. Setting $w=\nu^{(q+1) / 2}$, we define

$$
\begin{aligned}
E & :=\sup _{0 \leq t \leq T} \int_{\Omega} v^{q}(x, t) d x+\int_{Q_{T}}\left|\nabla\left(v^{(q+1) / 2}\right)\right|^{2} d x d t \\
& =\sup _{0 \leq t \leq T} \int_{\Omega} w^{2 q /(q+1)} d x+\int_{Q_{T}}|\nabla w|^{2} d x d t .
\end{aligned}
$$

So, from (6), we have

$$
\begin{equation*}
E+\left\|\nabla\left(v^{q / 2}\right)\right\|_{L^{2}\left(Q_{T}\right)}^{2} \leq C_{9}\left(1+\|w\|_{L^{p_{0}(q-1) /(q+1)}\left(Q_{T}\right)}^{2(q-1) /(q+1)}\right) \tag{7}
\end{equation*}
$$

For any $q>1$, if

$$
\begin{equation*}
\left(n p_{0}-2 n-4\right) q \leq\left(2+p_{0}\right) n \tag{8}
\end{equation*}
$$

then, $p_{0}(q-1) /(q+1) \leq \tilde{q}=2+4 q /[n(q+1)]$. Therefore, by the Hölder's inequality, we have

$$
\begin{equation*}
\|w\|_{L^{p_{0}(q-1) /(q+1)}\left(Q_{T}\right)} \leq C_{10}\|w\|_{L^{\tilde{q}}\left(Q_{T}\right)}, \tag{9}
\end{equation*}
$$

where $C_{10}=\left|Q_{T}\right|^{(q+1) /\left[p_{0}(q-1)\right]-1 \widetilde{q}}$. Setting $\widetilde{\beta}=2 /(q+1) \in(0,1)$, by Lemma 2.1(ii), we have

$$
\begin{equation*}
\|w(\cdot, t)\|_{L^{\tilde{\beta}}(\Omega)}=\|v(\cdot, t)\|_{L^{1}(\Omega)}^{1 / \widetilde{\beta}} \leq\left[C_{1}(T)\right]^{1 / \widetilde{\beta}}, \quad \forall t \in[0, T) \tag{10}
\end{equation*}
$$

Therefore, by (10), Lemma 2.2 and the definition of $E$, the expression (9) yields

$$
\begin{equation*}
\|w\|_{L^{p_{0}(q-1) /(q+1)}\left(Q_{T}\right)} \leq C_{10}\|w\|_{L^{\tilde{q}}\left(Q_{T}\right)} \leq C_{10} M^{\prime}\left\{1+E^{2 /(n \tilde{q})} E^{1 \widetilde{q}}\right\} . \tag{11}
\end{equation*}
$$

Then, by (7) and (11), we have

$$
\begin{equation*}
E \leq C_{11}\left(1+E^{\mu} E^{\nu}\right) \tag{12}
\end{equation*}
$$

with

$$
\mu=\frac{4(q-1)}{\hbar \widetilde{q}(q+1)}, \quad v=\frac{2(q-1)}{\widetilde{q}(q+1)} .
$$

Since

$$
\mu+v=\frac{2(q-1)}{\widetilde{q}(q+1)}\left(\frac{2}{n}+1\right)<\frac{1}{\widetilde{q}}\left[\frac{4 q}{n(q+1)}+2\right]=1,
$$

it follows from (12) that there exists a positive constant $C_{12}$ such that $E \leq C_{12}$. By (11) and (12) we get $w \in L^{\widetilde{q}}\left(Q_{T}\right)$ which in turn implies that $v \in L^{p}\left(Q_{T}\right)$ with $p=\widetilde{q}(q+1) / 2$ for any $q$ satisfying (8). Now, looking at (8), if $n \leq 2$, we have

$$
n p_{0}-2 n-4=2(n-2) \leq 0,
$$

then (8) holds for all $q$. So for $n \leq 2, v \in L^{p}\left(Q_{T}\right)$ for all $p>1$. If $n>2$, then (8) is equivalent to

$$
1<q<q_{0}:=\frac{\left(2+p_{0}\right) n}{\left(n p_{0}-2 n-4\right)}=\frac{3 n}{n-2} .
$$

Then

$$
\frac{\widetilde{q}(q+1)}{2}=q+1+\frac{2 q}{n} \leq \bar{r}_{1}:=q_{0}+1+\frac{2 q_{0}}{n}=\frac{4(n+1)}{n-2} .
$$

So, we see that $v$ is in $L^{p}\left(Q_{T}\right)$ for all $1<p \leq \bar{r}_{1}$. Since (8) holds true for $q=2$. So $E$ is bounded for $q=2$. It follows from (7) and (11) that $\|v\|_{V_{2}\left(Q_{T}\right)}$ is bounded for any $n$. Namely, there exist positive constants $C_{4}$ and $C_{5}$ such that $\|v\|_{V_{2}\left(Q_{T}\right)} \leq C_{4}$ for any $n$, and $\|v\|_{L^{p}\left(Q_{T}\right)} \leq C_{5}$ for $p<4(n+1) /(n-2)_{+}$.

## $4 L^{\infty}$-estimates for $\boldsymbol{v}$ and a proof of Theorem 1.1

Lemma 4.1 Suppose that there are positive constants $r_{1}>\max \{(n+2) / 2,3\}$ and $C_{r_{1}}$ such that $\|v\|_{L^{r_{1}}\left(Q_{T}\right)} \leq C_{r_{1}}$. Then, $v \in L^{p}\left(Q_{T}\right)$ for any $p>1$.

Proof First, the equation of $u$ can be written in the divergence form as

$$
u_{t}=d_{1} \nabla \cdot[(1+2 \delta u) \nabla u]+u g(u)-p(u, v) v,
$$

where $1+2 \delta u$ is bounded in $\bar{Q}_{T}$ and $u g(u)-p(u, v) v$ is in $L^{r_{1}}$ with $r_{1}>(n+2) / 2$. Application of the Hölder continuity result (see [14], Theorem 10.1, p.204) yields

$$
u \in C^{\beta, \beta / 2}\left(\bar{Q}_{T}\right) \quad \text { with some } \beta \in(0,1) .
$$

By similar arguments as in the proof of Lemma 2.1(iii), we see that $w_{1}=(1+\delta u) u \in$ $W_{r_{1}}^{2,1}\left(Q_{T}\right)$. This implies $\nabla u=\nabla w_{1} /(1+2 \delta u)$ in $L^{r_{1}}\left(Q_{T}\right)$. Replacing $r_{0}$ by $r_{1}$ and $p_{0}$ by $p_{1}$ in the proof of Lemma 3.1, we see that either $v \in L^{p}\left(Q_{T}\right)$ for any $p>1$ or else $v \in L^{r_{2}}\left(Q_{T}\right)$ with $r_{2}:=(n+1) r_{1} /\left(n+2-r_{1}\right)$. The latter case happens if and only if

$$
n+2-r_{1}>0 .
$$

If $v \in L^{r_{2}}\left(Q_{T}\right)$, applying Theorem 9.1 in [14] and its remark (p.351) again, we have $\nabla u$ in $L^{r_{2}}\left(Q_{T}\right)$. Repeating the above steps, we will get the sequence of numbers

$$
r_{k+1}:=\frac{(n+1) r_{k}}{n+2-r_{k}} .
$$

We stop and get the conclusion that $v \in L^{p}\left(Q_{T}\right)$ for any $p>1$ when

$$
\begin{equation*}
n+2-r_{k} \leq 0 . \tag{13}
\end{equation*}
$$

It is not hard to verify by inducting that $r_{k}>3, k=1,2, \ldots$, and

$$
\frac{r_{k+1}}{r_{k}}=\frac{n+1}{n+2-r_{k}} \geq \frac{n+1}{n-1}>1 .
$$

Therefore, (13) must hold for some $k$. We stop at this $k$ and conclude that $v \in L^{p}\left(Q_{T}\right)$ for any $p>1$.

Notice that $(n+2) / 2<4(n+1) /(n-2)_{+}$for $n<10$. Therefore, by Lemmas 3.1 and 4.1, we know that $v \in V_{2}\left(Q_{T}\right)$ and $L^{p}\left(Q_{T}\right)$ for any $p>1$. More precisely, there exists a positive constant $\bar{M}$ depending only on $T, \Omega$, the coefficients of (1) and initial conditions $u_{0}, v_{0}$, but not on $t$, such that

$$
\|v\|_{L^{\infty}\left(Q_{T}\right)} \leq \bar{M} \quad \text { for } n<10 .
$$

On the basis of the above results, we may demonstrate a proof of Theorem 1.1 analogous to that in the paper [13].

Proof of Theorem 1.1 Since $v \in L^{q}\left(Q_{T}\right)$ for any $q>1$ if $n<10$, we have $w_{1}=(1+$ $\delta u) u \in W_{q}^{2,1}\left(Q_{T}\right)$. Hence it follows from the Sobolev embedding theorem that $w_{1} \in$ $C^{1+\beta^{*},\left(1+\beta^{\circ}\right) / 2}\left(\bar{Q}_{T}\right)$ for any $\beta^{*} \in(0,1)$, which in turn implies

$$
\begin{equation*}
u \in C^{1+\beta^{*},\left(1+\beta^{*}\right) / 2}\left(\bar{Q}_{T}\right) . \tag{14}
\end{equation*}
$$

The second equation in (1) can be rewritten as

$$
v_{t}=\nabla \cdot\left[d_{2}\left(1+2 \alpha v+\frac{\gamma}{1+u^{l}}\right) \nabla v-\frac{d_{2} \gamma l u^{l-1} v}{\left(1+u^{l}\right)^{2}} \nabla u\right]+v[-d-s v+c p(u, v)] .
$$

Since $v[-d-s v+c p(u, v)] \in L^{\infty}\left(Q_{T}\right)$ by the assumption H2, Lemmas 2.1 and 4.1, and $v$, $\gamma /\left(1+u^{l}\right)$ and $d_{2} \gamma l u^{l-1} \nabla u /\left(1+u^{l}\right)^{2}$ are all bounded for $l \geq 1$, the Hölder estimates [14] show that

$$
\begin{equation*}
v \in C^{\sigma, \sigma / 2}\left(\bar{Q}_{T}\right), \quad \text { for some } \sigma \in(0,1) . \tag{15}
\end{equation*}
$$

Rewrite the first equation in (1) as

$$
u_{t}=d_{1}(1+2 \delta u) \Delta u+2 d_{1} \delta|\nabla u|^{2}+u g(u)-p(u, v) v .
$$

From (14) and (15), it follows that $d_{1}(1+2 \delta u)$ and $2 d_{1} \delta|\nabla u|^{2}+u g(u)-p(u, v) v$ are in $C^{\tilde{\sigma}, \tilde{\sigma} / 2}\left(\bar{Q}_{T}\right)$, where $\tilde{\sigma}=\min \left\{\beta^{*}, \sigma\right\}$. Applying the Schauder estimates, we have

$$
\begin{equation*}
u \in C^{2+\sigma^{*},\left(2+\sigma^{*}\right) / 2}\left(\bar{Q}_{T}\right), \quad \sigma^{*}=\min \{\tilde{\sigma}, \lambda\} \tag{16}
\end{equation*}
$$

In order to derive the regularity of $v$, it is convenient to introduce the function

$$
\begin{equation*}
w_{2}=\left(1+\alpha v+\frac{\gamma}{1+u^{l}}\right) v, \tag{17}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\frac{\partial w_{2}}{\partial t}=d_{2}\left(1+2 \alpha v+\frac{\gamma}{1+u^{l}}\right) \Delta w_{2}+h^{*}(x, t) \tag{18}
\end{equation*}
$$

with

$$
h^{*}(x, t)=v\left(1+2 \alpha v+\frac{\gamma}{1+u^{l}}\right)[d-s v+c p(u, v)]-\frac{\gamma l u^{l-1} v}{\left(1+u^{l}\right)^{2}} u_{t} .
$$

Note that $d_{2}\left(1+2 \alpha v+\gamma /\left(1+u^{l}\right)\right)$ and $h^{*}(x, t)$ are in $C^{\sigma^{*}, \sigma^{*} / 2}\left(\bar{Q}_{T}\right)$, thus, an application of the Schauder estimates to (18) gives

$$
w_{2} \in C^{2+\sigma^{*},\left(2+\sigma^{*}\right) / 2}\left(\bar{Q}_{T}\right) .
$$

Then (17) and $l \geq 1$ imply that

$$
\begin{equation*}
v \in C^{1+\sigma^{*},\left(1+\sigma^{*}\right) / 2}\left(\bar{Q}_{T}\right) . \tag{19}
\end{equation*}
$$

Here, it is not hard to see that for the case $l=1$ or the case $l \geq 2$,

$$
\begin{equation*}
v \in C^{2+\sigma^{*},\left(2+\sigma^{*}\right) / 2}\left(\bar{Q}_{T}\right) \tag{20}
\end{equation*}
$$

When $\lambda \leq \sigma^{*}, \sigma^{*}=\lambda$. When $\sigma^{*}<\lambda$, repeating the above bootstrap arguments by making use of (16) and (19) in place of (14) and (15), one can find that (16) and (19) are fulfilled with $\sigma^{*}$ replaced by $\lambda$.
In the case $l=1$ or $l \geq 2$ the above arguments are also valid if we replace (19) by (20). This completes the proof of Theorem 1.1.
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