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Abstract
We perform Lie group classification of a time-variable coefficient combined Burgers
and Benjamin-Bona-Mahony equations (B-BBM equation). The direct analysis of the
determining equations is employed to specify the forms of these time-dependent
coefficients also known as arbitrary parameters. It is established that these model
parameters have time-dependent functional forms of linear, power and exponential
type.

Keywords: B-BBM equation; group classification; classifying relations

1 Introduction
The Benjamin-Bona-Mahony equation, also known as the regularized-long-wave equa-
tion [],

ut + ux + uux – δuxxt = , ()

boasts a wide range of applications in the unidirectional propagation of weakly long dis-
persive waves in inviscid fluids. Likewise, the Burgers equation []

ut + uux + uxx =  ()

in its different forms has been studied extensively as a model of shock-waves in applica-
tions ranging from traffic flow to turbulence. The diverse approaches, both analytical and
numerical, have been employed in the extensive studies of these equations in their various
forms. Many of these investigations involve assuming the forms of the arbitrary param-
eters which appear in the mathematical models. However, the Lie group classification is
a systematic approach through which the parameters assume their forms naturally. This
is the essence of Lie group analysis of differential equations [–]. The direct method of
group classification [, ] is used to analyze the classifying relations, i.e., the equations
which contain the arbitrary model parameters.
We study the one-dimensional modified B-BBM equation with power law nonlinearity

and time-dependent coefficients given by []

ut + f (t)uqux + g(t)uxx + h(t)uxxt = , ()
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where f (t), g(t) and h(t) are nonzero arbitrary elements and q is a positive constant. We
deduce the following from Eq. (): If q =  and h(t) = , then we obtain the variable coeffi-
cient Burgers equation

ut + f (t)uux + g(t)uxx = . ()

A thorough investigation of the Lie group properties and some exact solutions of Eq. ()
can be found in [].
On the other hand, the case q = , f (t) = , h(t) = –δ and g(t) =  reduces Eq. () to the

well-known equal width equation []

ut + uux – δuxxt = . ()

The outline of this work is as follows. The determining equations for the arbitrary ele-
ments (classifying relations) are generated in Section . In Section , the arbitrary elements
are specified via the direct method of group classification. The results of group classifica-
tion are utilized for symmetry reductions solutions in Section . Finally, we summarize
our findings in Section .

2 Classifying equations and principal Lie algebra
The manual task of generating determining equations is tedious, but nowadays the Lie’s
algorithm is implemented using a lot of various computer software packages for symbolic
computation.We use theMathematica software package YaLie [] to generate and sim-
plify the determining equations of the underlying Eq. () for maximal symmetry Lie alge-
bra.
We look for the symmetry generator of Eq. () given by

X = ξ (t,x,u)∂t + ξ (t,x,u)∂x + η(t,x,u)∂u. ()

The coefficients of symmetry generator (), namely ξ , ξ  and η, satisfy the determining
equations

ξ 
u = , ξ 

u = , ηuu = , ξ 
x = , ξ 

t = , ()

ηxu – ξ 
xx = , uqf (t)ηx + g(t)ηxx + ηt + h(t)ηtxx = , ()

ξ gt +
(
ξ 
t – ξ 

x
)
g(t) – g(t)h(t)ηxxu + h(t)ηtu = , ()

ξ ht – h(t)ξ 
x – h(t)ηxxu = , ()

uqξ ft +
(
quq–η + uqξ 

t – uqξ 
x
)
f (t) +

(
ηxu – ξ 

xx
)
g(t)

– uqf (t)h(t)ηxxu + h(t)ηtxu = , ()

where the subscripts denote partial differentiation with respect to the indicated variables.
We require that the arbitrary elements be nonzero, thus, the manipulation of Eqs. ()-

() yields the following forms of the coefficients of symmetry generator:

ξ  = ξ (t), ξ  = cx + c, η =
(
c +



c

)
u, ()
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where c, c and c are arbitrary constants. Upon back-substitution of () into the deter-
mining equations ()-(), we obtain the classifying relations

[
(q – )c + 

(
qc + ξ 

t
)]
f (t) + ξ (t)ft = , ()

(
ξ 
t – c

)
g(t) + ξ (t)gt = , ()

ch(t) – ξ (t)ht = . ()

Assume that the parameters f (t), g(t) and h(t) are arbitrary smooth functions of t. Then
from the last equations ()-(), we have

(q – )c + 
(
qc + ξ 

t
)
= , ξ  = , ξ 

t – c = , c = . ()

Upon solving (), the coefficients of symmetry generator () become ξ  = , ξ  = c and
η = . Therefore, we obtain a one-dimensional principal Lie algebra which is spanned by
the operator X = ∂x.

3 Lie group classification
This section deals with specifying the forms of the arbitrary parameters through the direct
analysis of the classifying relations with the aim of extending the principal symmetry Lie
algebra.
We analyze the classifying relations ()-() for the cases: f (t) �= , g(t) �= , h(t) �= . In

addition, we must have ξ (t) �=  in order to extend the principal Lie algebra.
Case . f (t) �= .
The classifying equation () can be written as

ft
f
= –

(q – )c + (qc + ξ 
t )

ξ  =m (say, wherem is a constant). ()

In solving (), we consider the subcases:m �=  andm = .
Subcase .. Suppose thatm �= , then from Eq. () we obtain

f (t) = femt , ξ (t) = ce–mt –
(q – )c + qc

m
, ()

where f �=  and c are arbitrary constants.
The other arbitrary functions get specified through the remaining classifying equations

() and (). If c �= , then g(t) and h(t) assume the forms

g(t) = gemt[{ – q( + α)
}
emt + mβ

]– q(+α)+
q(+α)– ; α �=  – q

q
, ()

h(t) = h
[{
 – q( + α)

}
emt + mβ

]– 
q(+α)– , ()

where c = αc, c = βc and g, h are nonzero arbitrary constants. The coefficients of
symmetry generator () become

ξ  = βce–mt –
[q( + α) – ]c

m
, ξ  = αcx + c, η =



( + α)uc. ()
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It is established already that ∂x is the admitted generator, thus, we let c =  without loss
of generality. Therefore, the extension of the principal Lie algebra is given by the opera-
tor

X =
[(
 – q( + α)

)
+ mβe–mt]∂t + mx∂x +m( + α)u∂u. ()

Now set α = ( – q)/q, then we have

g(t) = g exp
{
mt +

emt

mβ

}
; β �= , ()

h(t) = h exp
{
emt

mβ

}
. ()

The principal Lie algebra is extended by the operator

X = qβe–mt∂t + qx∂x + u∂u. ()

The condition: β =  implies that g(t) =  and h(t) =  (this result is discarded).
If c = , then from (b) we obtain ξ (t) = ce–mt – qc/m. Thus, for c �= , we have

g(t) =
g

γ q –me–mt , ()

h(t) = h, ()

where c = γ c. The operator which extends the principal Lie algebra is given by

X =
(
me–mt – γ q

)
∂t +mγu∂u. ()

Now, for c = , we obtain g(t) = g and h(t) = h. Therefore, the extra operator is given
by X = q∂t –mu∂u.
Subcase .. Next assume thatm = , then solving Eq. () we obtain

f (t) = f̄, ξ (t) = c +


t
[
( – q)c – qc

]
, ()

where f̄ �=  and c are arbitrary constants. Suppose that c �= , then g(t) and h(t) take the
forms

g(t) = ḡ
[(
q( + α) – 

)
t – μ

]– q(+α)+
q(+α)– ; α �=  – q

q
, ()

h(t) = h̄
[(
q( + α) – 

)
t – μ

]– 
q(+α)– , ()

where c = μc and ḡ, h̄ are arbitrary constants. The corresponding additional operator
is given by

X =
[(
q( + α) – 

)
t – μ

]
∂t – x∂x – ( + α)u∂u. ()
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Now let α = ( – q)/q, then we obtain

g(t) = ḡe
t
μ ; μ �= , ()

h(t) = h̄e
t
μ . ()

Therefore, the principal symmetry Lie algebra is extended by the operator

X = qμ∂t + qx∂x + u∂u. ()

We obtain g(t) = h(t) =  for μ =  (this result is excluded).
Now, if c = , then from (b) we get ξ (t) = c – qct. Thus, we obtain the following

forms for g(t) and h(t):

g(t) =
ḡ

qt – λ
, ()

h(t) = h̄, ()

where c = λc provided c �= . The additional operator to the principal Lie algebra is given
by

X = (λ – qt)∂t + u∂u. ()

The condition c =  implies that g(t) = ḡ and h(t) = h̄ which corresponds to a constant
coefficient case. The principal Lie algebra is extended by the operator X = ∂t .
Case . Next we consider the case g(t) �= . Proceeding as in the previous case, here

we base our analysis on the classifying equation (). As a result, we obtain the following
classification results.
Subcase .. For some constant n �= , we have g(t) = g̃ent and thus,
... c �= .

f (t) = –f̃ent
(
–ent – nβ

)– 
 [+q(+α)], ()

h(t) = h̃
(
–ent – nβ

)
, ()

X = 
(
 + nβe–nt

)
∂t + nx∂x + n( + α)u∂u, ()

where f̃, g̃ and h̃ are nonzero arbitrary constants.
... c =  (c �= ).

f (t) = f̃ exp
{
nt –

entqγ
n

}
, ()

h(t) = h̃, ()

X = e–nt∂t + γu∂u. ()

Subcase .. n = : g(t) = g̃.
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... c �= .

f (t) = f̃(t + μ)–

 [+q(+α)], ()

h(t) = h̃(t +μ), ()

X = (t +μ)∂t + x∂x + ( + α)u∂u, ()

where f̃, g̃ and h̃ are nonzero arbitrary constants.
... c =  (c �= ).

f (t) = f̃e–
qt
λ , ()

h(t) = h̃, ()

X = λ∂t + u∂u. ()

Case . Lastly, we consider h(t) �= . For a given constant k, the analysis of the classifying
equation () leads to h(t) = ĥekt , where ĥ �= . The corresponding forms of f (t) and g(t)
together with the operator, which extends the principal Lie algebra, read

f (t) = f̂ exp
{



[
 – q( + α)

]
kt

}
, ()

g(t) = ĝekt , ()

X = ∂t + kx∂x + k( + α)u∂u, ()

where f̂ �=  and ĝ �=  are arbitrary constants. The last set of classification results is a
particular case of .. for some choice of arbitrary constants. It can also be shown by sim-
ilar calculations that the remaining subcases are duplication of some subcases in Cases 
and .

4 Symmetry reductions
Since the maximal symmetry Lie algebra is two-dimensional, the derivation of invariant
solutions amounts to finding solutions invariant under the linear combination cX + X

where c is an arbitrary constant. For illustration, we consider Subcase .. Firstly, we look
at the Subcase ... Thus, for c �= , we have the linear combination

cX +X = (t +μ)∂t + (x + c)∂x + ( + α)u∂u. ()

The solution of the characteristic equation for () is given by the similarity solution

u(t,x) = (t + μ)

 (+α)F(z), ()

where F(z) is an arbitrary function of the similarity variable

z =
c + x


√
t +μ

.
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Upon substitution of the corresponding arbitrary parameters and the solution () into
Eq. (), we obtain the ordinary differential equation

√

[(
g̃ + (α – )h̃

)
F ′′ – h̃zF ()] + 

(
f̃Fq – 

√
z

)
F ′

+
√
( + α)F = , ()

where a ‘prime’ denotes derivative with respect to z.
If c = , then the similarity variable takes the form z = x/

√
t +μ, but the similarity so-

lution and the reduced equation remain the same.
Secondly, we consider the Subcase ... Proceeding likewise for c �= , the invariant

solution assumes the form

u(t,x) = et/λF(z), ()

where z = x – ct/λ is the similarity variable and F(z) is an arbitrary function. The reduced
equation is of the form

F +
(
λf̃Fq – c

)
F ′ + (f̃ + λg̃)F ′′ – h̃cF () = . ()

Next, let c = , then the similarity variable is given by z = x, and thus the similarity solution
takes the form

u(t,x) = et/λF(x), ()

where F is an arbitrary function of its argument. The corresponding reduced equation is
given by

F + λf̃FqF ′ + (h̃ + λg̃)F ′′ = . ()

Remark It is noted that the reduced ordinary differential equations are still highly non-
linear to solve exactly.

5 Conclusion
The direct analysis of the classifying relations was employed to obtain the functional
forms of the time-dependent arbitrary parameters for the B-BBM equation. These time-
dependent functional forms are of linear, power and exponential type. The maximal sym-
metry Lie algebra of dimension two is obtained for each set of classification results. Con-
sequently, the symmetries which span the symmetry Lie algebra are utilized to perform
symmetry reductions.
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