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#### Abstract

The diffusive predator-prey model with Ivlev functional response is considered under homogeneous Dirichlet boundary conditions. Firstly, we investigate the bifurcation of positive solutions and derive the multiplicity result for $\gamma$ suitably large. Furthermore, a range of parameters for the uniqueness of positive solutions is described in one dimension. The method we used is based on a comparison principle, Leray-Schauder degree theory, global bifurcation theory and generalized maximum principle.
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## 1 Introduction

In this paper, we are concerned with the following reaction-diffusion system:

$$
\begin{cases}-\Delta u=u(a-u)-v\left(1-e^{-\gamma u}\right), & x \in \Omega  \tag{1.1}\\ -\Delta v=v\left(c-v+d\left(1-e^{-\gamma u}\right)\right), & x \in \Omega \\ u=v=0, & x \in \partial \Omega\end{cases}
$$

where $\Omega$ is a bounded domain in $R^{N}(N \geq 1)$ with smooth boundary $\partial \Omega, u, v$ represent the population density of prey and predator, respectively. $a$ is the natural growth rate of prey, $d$ is the conversion rate of a consumed prey to a predator, $\gamma$ is the efficiency of the predator for capturing prey. $a, c, d$ and $\gamma$ are constants with $a, d$ positive and $\gamma$ non-negative; $c$ may change sign and $c>0$ indicates the predator has other food sources. This is a prey dependent predator-prey model with the Ivlev-type functional response $1-e^{-\gamma u}$, which was originally introduced by Ivlev in [1].

The predator-prey model has long been one of the dominant themes due to its universal existence and importance. Both ecologists and mathematicians are interested in the Ivlevtype predator-prey model; see [2-9] for example. The existence and uniqueness of limit cycle for the Ivlev response predator-prey system were studied in $[2,3]$. The conditions for the permanence of the Ivlev system and the existence and stability of a positive periodic solution were investigated in [4]. The dynamical behavior analysis of the Ivlev response predator-prey systems was discussed in [1,5-7]. To our knowledge, there are few works on such a type of functional response in the reaction-diffusion system. Under Neumann boundary conditions, the spatial pattern formation of the model was carried out by using Hopf bifurcation in [8]. Under Dirichlet boundary conditions, a sufficient and necessary condition for the existence of positive solutions to the model was obtained in [9].

[^0]Now, we introduce some notations and basic facts which will be often used later. Let $X$ be the Banach space

$$
X=\left\{u \in C^{1}(\bar{\Omega}): u(x)=0, x \in \partial \Omega\right\} .
$$

Let $P=\left\{u \in X: u>0\right.$ in $\Omega$ and $\partial_{\nu} u<0$ on $\left.\partial \Omega\right\}$ be the usual positive cone in $X$, where $v$ is the outward unit normal vector on $\partial \Omega$ and $\partial_{v}=\partial / \partial \nu$. For $q(x) \in C(\bar{\Omega})$, let $\lambda_{1}(q)<\lambda_{2}(q) \leq$ $\lambda_{3}(q) \leq \cdots$ be all eigenvalues of the following problem:

$$
-\Delta \phi+q(x) \phi=\lambda \phi \quad \text { in } \Omega, \quad \phi=0 \quad \text { on } \partial \Omega .
$$

It follows from [10] that $\lambda_{1}(q)$ is simple and $\lambda_{1}(q)$ is strictly increasing in the sense that $q_{1} \leq q_{2}$ and $q_{1} \not \equiv q_{2}$ implies $\lambda_{1}\left(q_{1}\right)<\lambda_{1}\left(q_{2}\right)$. When $q(x) \equiv 0$, we denote $\lambda_{i}(0)$ by $\lambda_{i}$ for the sake of convenience. Moreover, we denote by $\Phi_{1}(>0)$ the eigenfunction corresponding to $\lambda_{1}$ with normalization $\left\|\Phi_{1}\right\|_{2}^{2}=1$.
For any $a>\lambda_{1}$, it is well known that the problem

$$
-\Delta u=(a-u) u \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega
$$

has a unique positive solution which we denote by $\theta_{a}$. It is also known that the mapping $a \rightarrow \theta_{a}$ is strictly increasing, continuously differentiable in $\left(\lambda_{1}, \infty\right)$, and that $\theta_{a} \rightarrow 0$ uniformly on $\bar{\Omega}$ as $a \rightarrow \lambda_{1}$. Moreover, $0<\theta_{a}<a$ in $\Omega$. Therefore, if $a>\lambda_{1}$, then (1.1) has a semi-trivial solution $\left(\theta_{a}, 0\right)$. Similar results hold with respect to another semi-trivial solution $\left(0, \theta_{c}\right)$ whenever $c>\lambda_{1}$. We extend the definition of $\theta_{c}$ by taking $\theta_{c} \equiv 0$ if $c \leq \lambda_{1}$.

This work mainly aims at establishing the existence, multiplicity and uniqueness of positive solutions to (1.1). More precisely, a sufficient and necessary condition for the existence of positive solutions is given when $c \leq \lambda_{1}$, and when $c>\lambda_{1}$, the multiplicity of positive solutions is obtained under the assumption that $\gamma$ is suitably large. If $\gamma$ is suitably small, then we get the uniqueness of positive solutions in one dimension.
The rest of this paper is organized as follows. In Section 2, by calculating the indices of fixed points, we obtain sufficient conditions for the existence of positive solutions to (1.1). In Section 3, by investigating the bifurcation of positive solutions emanating from the semi-trivial solution $\left(\theta_{a}, 0 ; c\right)$, we give a sufficient and necessary condition for the existence of positive solutions to (1.1) and establish the multiplicity result of positive solutions when $\gamma$ is suitably large. In Section 4, assuming that $\Omega=(p, q)$ is an interval, we find that (1.1) has at most one positive solution when $\gamma^{2}(c+d) \leq 2$.

## 2 The existence of positive solutions

In this section, we establish the existence and nonexistence of positive solutions to (1.1). A necessary condition and a priori estimate are firstly given. The proofs are standard and will be omitted.

Lemma 2.1 If (1.1) has a positive solution, then we have

$$
a>\lambda_{1} \quad \text { and } \quad c+d>\lambda_{1} .
$$

Lemma 2.2 Assume that $(u, v)$ is a positive solution of (1.1). Then $(u, v)$ satisfies

$$
0<u<\theta_{a}<a, \quad 0<v<\theta_{c+d}<c+d \quad \text { in } \Omega .
$$

In addition, $v>\theta_{c}$ if $c>\lambda_{1}$.

Next, we set up the fixed point index theory for later use. Let $E$ be a real Banach space and $W$ be a closed convex set of $E$. For $y \in W$, define $W_{y}=\{x \in E: y+\gamma x \in W$ for some $\gamma>0\}$ and $S_{y}=\left\{x \in \bar{W}_{y}:-x \in \bar{W}_{y}\right\}$. Let $F: W \rightarrow W$ be a compact operator with a fixed point $y \in W$, and denote by $L$ the Fréchet derivative of $F$ at $y$. Then $L$ maps $\bar{W}_{y}$ into itself. We say that $L$ has property $\alpha$ on $\bar{W}_{y}$ if there exist $t \in(0,1)$ and $w \in \bar{W}_{y} \backslash S_{y}$ such that $w-t L w \in S_{y}$.

For an open subset $U \subset W$, define index ${ }_{W}(F, U)=\operatorname{index}(F, U, W)=\operatorname{deg}_{W}(I-F, U, 0)$, where $I$ is the identity map. If $y$ is an isolated fixed point of $F$, then the fixed point index of $F$ at $y$ in $W$ is defined by $\operatorname{index}_{W}(F, y)=\operatorname{index}(F, U(y), W)$, where $U(y)$ is a small open neighborhood of $y$ in $W$.

Lemma 2.3 (See [11]) Assume that $I-L$ is invertible on $\bar{W}_{y}$.
(i) If $L$ has property $\alpha$ on $\bar{W}_{y}$, then $\operatorname{index}_{W}(F, y)=0$.
(ii) If $L$ does not have property $\alpha$ on $\bar{W}_{y}$, then $\operatorname{index}_{W}(F, y)=(-1)^{\sigma}$, where $\sigma$ is the sum of algebra multiplicities of the eigenvalues of $L$ which are greater than 1.

Denote by $r(L)$ the spectral radius of a linear operator $L$.

Lemma 2.4 (See [12]) Let $q(x) \in C(\bar{\Omega})$ and let $M$ be a positive constant such that $-q(x)+$ $M>0$ on $\bar{\Omega}$. Then we have the following conclusions:
(i) $\lambda_{1}(q(x))<0 \Longrightarrow r\left[(-\Delta+M)^{-1}(-q(x)+M)\right]>1$;
(ii) $\lambda_{1}(q(x))>0 \Longrightarrow r\left[(-\Delta+M)^{-1}(-q(x)+M)\right]<1$;
(iii) $\lambda_{1}(q(x))=0 \Longrightarrow r\left[(-\Delta+M)^{-1}(-q(x)+M)\right]=1$.

Now we introduce the following notations:
(i) $E:=C_{0}(\bar{\Omega}) \oplus C_{0}(\bar{\Omega})$, where $C_{0}(\bar{\Omega})=\{u \in C(\Omega): u(x)=0$ on $\partial \Omega\}$;
(ii) $W:=P_{1} \oplus P_{1}$, where $P_{1}=\left\{u \in C_{0}(\bar{\Omega}): u(x)>0\right.$ in $\left.\Omega\right\}$;
(iii) $\mathcal{D}:=\{(u, v) \in E: u<a, v<c+d\}$;
(iv) $\mathcal{D}^{\prime}:=($ int $\mathcal{D}) \cap W$.

From Lemma 2.2, we see that all the non-negative solutions of (1.1) must be in $\mathcal{D}$. For any $\tau \in[0,1]$, define a positive compact operator $\mathcal{A}_{\tau}: \mathcal{D}^{\prime} \rightarrow W$ by

$$
\mathcal{A}_{\tau}(u, v)=(-\Delta+M)^{-1}\binom{\tau u(a-u)-v\left(1-e^{-\gamma u}\right)+M u}{\tau v\left(c-v+d\left(1-e^{-\gamma u}\right)\right)+M v},
$$

where $M$ is large such that $\max \{a+(c+d) \gamma, d\}<M$. It follows from the standard elliptic regularity theory that $\mathcal{A}_{\tau}$ is a completely continuous operator. Observe that (1.1) has a positive solution in $W$ if and only if $\mathcal{A}:=\mathcal{A}_{1}$ has a positive fixed point in $\mathcal{D}^{\prime}$. If $a, c>\lambda_{1}$, then $(0,0),\left(\theta_{a}, 0\right),\left(0, \theta_{c}\right)$ are the only non-negative fixed points of $\mathcal{A}$ which are not positive. The corresponding indices in $W$ can be calculated in the following lemmas.

Lemma 2.5 Assume that $a>\lambda_{1}$.
(i) $\operatorname{Index}_{W}\left(\mathcal{A}, \mathcal{D}^{\prime}\right)=1$.
(ii) If $c \neq \lambda_{1}$, then $\operatorname{index}_{W}(\mathcal{A},(0,0))=0$.
(iii) If $c>\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)$, then $\operatorname{index}_{W}\left(\mathcal{A},\left(\theta_{a}, 0\right)\right)=0$.
(iv) If $c<\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)$, then $\operatorname{index}_{W}\left(\mathcal{A},\left(\theta_{a}, 0\right)\right)=1$.

Proof (i) Since $\mathcal{A}_{\tau}$ has no fixed point on $\mathcal{D}^{\prime}$, the degree $\operatorname{deg}_{W}\left(I-\mathcal{A}_{\tau}, \mathcal{D}^{\prime}, 0\right)$ is well defined. It is easy to see that all fixed points of $\mathcal{A}_{\tau}$ are in $\mathcal{D}^{\prime}$. Therefore, by the homotopy invariance of degree, $\operatorname{deg}_{W}\left(I-\mathcal{A}_{\tau}, \mathcal{D}^{\prime}, 0\right)$ is independent of $\tau$. Then

$$
\begin{align*}
\operatorname{index}_{W}\left(\mathcal{A}, \mathcal{D}^{\prime}\right) & =\operatorname{deg}_{W}\left(I-\mathcal{A}, \mathcal{D}^{\prime}, 0\right)=\operatorname{deg}_{W}\left(I-\mathcal{A}_{\tau}, \mathcal{D}^{\prime}, 0\right) \\
& =\operatorname{deg}_{W}\left(I-\mathcal{A}_{0}, \mathcal{D}^{\prime}, 0\right) \tag{2.1}
\end{align*}
$$

Observing that (1.1) has only the trivial solution $(0,0)$ when $\tau=0$, we have

$$
\begin{equation*}
\operatorname{deg}_{W}\left(I-\mathcal{A}_{0}, \mathcal{D}^{\prime}, 0\right)=\operatorname{index}_{W}\left(\mathcal{A}_{0},(0,0)\right) \tag{2.2}
\end{equation*}
$$

Let $L=\mathcal{A}_{0}^{\prime}(0,0)$. Then

$$
L=(-\Delta+M)^{-1}\left(\begin{array}{cc}
M & 0 \\
0 & M
\end{array}\right) .
$$

It is easy to see that $r(L)<1$ by Lemma 2.4. This implies that $I-L$ is invertible on $\bar{W}_{(0,0)}$ and $L$ does not have property $\alpha$ on $\bar{W}_{(0,0)}$. By Lemma 2.3, index ${ }_{W}\left(\mathcal{A}_{0},(0,0)\right)=1$. It follows from (2.1) and (2.2) that $\operatorname{index}_{W}\left(\mathcal{A}, \mathcal{D}^{\prime}\right)=1$.
(ii) It is easy to observe that $W_{(0,0)}=W, S_{(0,0)}=\{(0,0)\}$. Let $L=\mathcal{A}^{\prime}(0,0)$. Then

$$
L=(-\Delta+M)^{-1}\left(\begin{array}{cc}
a+M & 0 \\
0 & c+M
\end{array}\right) .
$$

Assume that $L(\xi, \eta)=(\xi, \eta)$ for some $(\xi, \eta) \in \bar{W}_{(0,0)}$. Then

$$
-\Delta \xi=a \xi, \quad-\Delta \eta=c \eta, \quad x \in \Omega, \quad \xi=\eta=0, \quad x \in \partial \Omega
$$

Since $a \neq \lambda_{1}, c \neq \lambda_{1}$, we have $\xi=\eta=0$. Thus $I-L$ is invertible on $\bar{W}_{(0,0)}$.
Note that $a>\lambda_{1}$. By Lemma 2.4, we know that $r_{a}:=r\left[(-\Delta+M)^{-1}(a+M)\right]>1$, and $r_{a}$ is the principal eigenvalue of the operator $(-\Delta+M)^{-1}(a+M)$ with the corresponding eigenfunction $\phi>0$. Set $t_{0}=1 / r_{a}$. Then $t_{0} \in(0,1)$ and $\left(I-t_{0} L\right)(\phi, 0)=(0,0) \in S_{(0,0)}$. This shows that $L$ has property $\alpha$. By Lemma 2.3, index ${ }_{W}(\mathcal{A},(0,0))=0$.
(iii) Let $y=\left(\theta_{a}, 0\right)$. Then $W_{y}=\{(\xi, \eta) \in E, \eta \geq 0\}, S_{y}=\left\{(\xi, 0): \xi \in C_{0}^{1}(\bar{\Omega})\right\}$. Set $L=$ $\mathcal{A}^{\prime}\left(\theta_{a}, 0\right)$. Then we have

$$
L=(-\Delta+M)^{-1}\left(\begin{array}{cc}
a-2 \theta_{a}+M & -\left(1-e^{-\gamma \theta_{a}}\right) \\
0 & c+d\left(1-e^{-\gamma \theta_{a}}\right)+M
\end{array}\right) .
$$

Assume that $L(\xi, \eta)=(\xi, \eta)$ for some $(\xi, \eta) \in \bar{W}_{y}$. Then

$$
\begin{cases}-\Delta \xi-\left(a-2 \theta_{a}\right) \xi+\left(1-e^{-\gamma \theta_{a}}\right) \eta=0, & x \in \Omega \\ -\Delta \eta-\left(c+d\left(1-e^{-\gamma \theta_{a}}\right)\right) \eta=0, & x \in \Omega \\ \xi=\eta=0, & x \in \partial \Omega\end{cases}
$$

If $c \neq \lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)$, then $\eta=0$. And we further have $\xi=0$. Thus $I-L$ is invertible on $\bar{W}_{y}$.
Note that $c>\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)$. By Lemma 2.4, we know that $r_{c}:=r\left[(-\Delta+M)^{-1}(c+d(1-\right.$ $\left.\left.\left.e^{-\gamma \theta_{a}}\right)+M\right)\right]>1$ is the principal eigenvalue of the operator $(-\Delta+M)^{-1}\left(c+d\left(1-e^{-\gamma \theta_{a}}\right)+M\right)$ with the corresponding eigenfunction $\psi>0$. Set $t_{0}=1 / r_{c}$. Then $t_{0} \in(0,1),(0, \psi) \in \bar{W}_{y} \backslash S_{y}$ and

$$
\begin{aligned}
\left(I-t_{0} L\right)\binom{0}{\psi} & =\binom{t_{0}(-\Delta+M)^{-1}\left(1-e^{-\gamma \theta_{a}}\right) \psi}{\psi-t_{0}(-\Delta+M)^{-1}\left(c+d\left(1-e^{-\gamma \theta_{a}}\right)+M\right) \psi} \\
& =\binom{t_{0}(-\Delta+M)^{-1}\left(1-e^{-\gamma \theta_{a}}\right) \psi}{0} \in S_{y .} .
\end{aligned}
$$

This shows that $L$ has property $\alpha$. By Lemma 2.3, $\operatorname{index}_{W}\left(\mathcal{A},\left(\theta_{a}, 0\right)\right)=0$.
(iv) Since $c \neq \lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right), I-L$ is invertible on $\bar{W}_{y}$. We claim that $L$ does not have property $\alpha$ on $\bar{W}_{y}$. Note that $c<\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)$. By Lemma 2.4, we know that $r_{c}:=r\left[(-\Delta+M)^{-1}\left(c+d\left(1-e^{-\gamma \theta_{a}}\right)+M\right)\right]<1$. Suppose that $L$ has property $\alpha$ on $\bar{W}_{y}$. Then there exist $t_{1} \in(0,1)$ and $\left(\phi_{1}, \psi_{1}\right) \in \bar{W}_{y} \backslash S_{y}$ such that $\left(I-t_{1} L\right)\left(\phi_{1}, \psi_{1}\right) \in S_{y}$. Therefore,

$$
\psi_{1}-t_{1}(-\Delta+M)^{-1}\left(c+d\left(1-e^{-\gamma \theta_{a}}\right)+M\right) \psi_{1}=0
$$

Since $\psi_{1}>0,1 / t_{1}>1$ is a principal eigenvalue of the operator $(-\Delta+M)^{-1}(c+d(1-$ $\left.\left.e^{-\gamma \theta_{a}}\right)+M\right)$, which is contradiction to $r_{c}<1$. Thus $L$ does not have property $\alpha$ on $\bar{W}_{y}$. By Lemma 2.3, $\operatorname{index}_{W}\left(\mathcal{A},\left(\theta_{a}, 0\right)\right)=(-1)^{\sigma}$, where $\sigma$ is the sum of the multiplicities of all real eigenvalues of $L$ which are greater than 1 .

Assume that $\lambda>1$ is an eigenvalue of $L$ with a corresponding eigenfunction $(\xi, \eta)$. Then simple calculations yield

$$
\begin{cases}-\Delta \xi+M \xi=\frac{1}{\lambda}\left[\left(a-2 \theta_{a}+M\right) \xi-\left(1-e^{-\gamma \theta_{a}}\right) \eta\right]=0, & x \in \Omega  \tag{2.3}\\ -\Delta \eta+M \eta=\frac{1}{\lambda}\left[c+d\left(1-e^{-\gamma \theta_{a}}\right)\right] \eta=0, & x \in \Omega \\ \xi=\eta=0, & x \in \partial \Omega\end{cases}
$$

If $\eta \neq 0$, then from the second equation of (2.3), we obtain

$$
0=\lambda_{1}\left(M(1-1 / \lambda)-1 / \lambda\left(c+d\left(1-e^{-\gamma \theta_{a}}\right)\right)\right)>\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)-c>0 .
$$

This contradiction shows that $\eta=0$. Thus $\xi \neq 0$. From the first equation of (2.3), we have

$$
0=\lambda_{1}\left(M(1-1 / \lambda)-1 / \lambda\left(a-2 \theta_{a}\right)\right)>\lambda_{1}\left(-a+2 \theta_{a}\right)>0 .
$$

This contradiction shows that $L$ has no eigenvalues being greater than 1 . Consequently, $\sigma=0$. Hence, $\operatorname{index}_{W}\left(\mathcal{A},\left(\theta_{a}, 0\right)\right)=1$.

Similarly, we can obtain the following lemma.

Lemma 2.6 Assume that $c>\lambda_{1}$.
(i) If $a>\lambda_{1}\left(\gamma \theta_{c}\right)$, then $\operatorname{index}_{W}\left(\mathcal{A},\left(0, \theta_{c}\right)\right)=0$.
(ii) If $a<\lambda_{1}\left(\gamma \theta_{c}\right)$, then $\operatorname{index}_{W}\left(\mathcal{A},\left(0, \theta_{c}\right)\right)=1$.

By the additivity property of the index, the existence of positive solutions to (1.1) is obtained.

Theorem 2.1 (i) If $a>\lambda_{1}\left(\gamma \theta_{c}\right), c>\lambda_{1}$, then (1.1) has at least a positive solution.
(ii) If $a>\lambda_{1}, \lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)<c<\lambda_{1}$, then (1.1) has at least a positive solution.

Proof Argue by contradiction. Suppose that (1.1) has no positive solution.
(i) If $a>\lambda_{1}$ and $\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)<c<\lambda_{1}$, then by Lemma 2.5 and the additivity property of the index, we have

$$
1=\operatorname{index}_{W}\left(\mathcal{A}, \mathcal{D}^{\prime}\right)=\operatorname{index}_{W}(\mathcal{A},(0,0))+\operatorname{index}_{W}\left(\mathcal{A},\left(\theta_{a}, 0\right)\right)=0 .
$$

The contradiction implies that (1.1) has at least a positive solution in $\mathcal{D}^{\prime}$.
(ii) If $a>\lambda_{1}\left(\gamma \theta_{c}\right)$ and $c>\lambda_{1}$, then by Lemmas 2.5, 2.6 and the additivity property of the index, we have

$$
1=\operatorname{index}_{W}\left(\mathcal{A}, \mathcal{D}^{\prime}\right)=\operatorname{index}_{W}(\mathcal{A},(0,0))+\operatorname{index}_{W}\left(\mathcal{A},\left(\theta_{a}, 0\right)\right)+\operatorname{index}_{W}\left(\mathcal{A},\left(0, \theta_{c}\right)\right)=0 .
$$

The contradiction implies that (1.1) has at least a positive solution in $\mathcal{D}^{\prime}$.

## 3 Bifurcation and multiplicity of positive solutions

In this section, by discussing the bifurcations of positive solutions by using $a$ and $c$ as the main bifurcation parameters, respectively, we establish the multiplicity of positive solutions when $\gamma$ is suitably large. First, we show that (1.1) has no positive solution when $c$ is sufficiently large.

Lemma 3.1 If (1.1) has a positive solution, then there exists a sufficiently large constant $M>0$ such that $\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)<c<M$.

Proof Suppose that (1.1) has a positive solution (u,v). Then by Lemma 2.2, we have

$$
c=\lambda_{1}\left(v-d\left(1-e^{-\gamma u}\right)\right)>\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right) .
$$

Moreover, since the function $f(s)=\left(1-e^{-s}\right) / s$ is strictly decreasing with respect to $s>0$, considering the equation of $u$, we find

$$
\begin{equation*}
a=\lambda_{1}\left(u+\gamma v \frac{1-e^{-\gamma u}}{\gamma u}\right)>\lambda_{1}\left(\frac{1-e^{-\gamma \theta_{a}}}{\theta_{a}} \theta_{c}\right) . \tag{3.1}
\end{equation*}
$$

Choose $c$ large enough. Then for fixed $a$, we have $\lambda_{1}\left(\left(1-e^{-\gamma \theta_{a}}\right) / \theta_{a} \theta_{c}\right)>a$, which is a contradiction to (3.1).

Fixing $a>\lambda_{1}$ and taking $c$ as a bifurcation parameter, we shall obtain positive solutions bifurcating from the semi-trivial solution $\left(\theta_{a}, 0\right)$.

Theorem 3.1 Assume that $a>\lambda_{1}$. Let $\tilde{c}=\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)$. Then $\left(\theta_{a}, 0 ; \tilde{c}\right)$ is a bifurcation point of the positive solution to (1.1). Moreover, there exists a constant $\delta>0$ and a $C^{1}$-curve $(u(s), v(s) ; c(s)):(0, \delta) \rightarrow X \times X \times R$ such that
(i) $(u(s), v(s))$ is a positive solution of (1.1) with $c=c(s)$ for each $s \in(0, \delta]$ and

$$
\begin{equation*}
u(s)=\theta_{a}+s(\tilde{\phi}+\phi(s)), \quad v(s)=s(\tilde{\psi}+\psi(s)), \tag{3.2}
\end{equation*}
$$

where $\tilde{\psi}$ is a positive eigenfunction corresponding to $\tilde{c}$ with $\int_{\Omega} \tilde{\psi}^{2} \mathrm{~d} x=1$, $\tilde{\phi}=\left(\Delta+a-2 \theta_{a}\right)^{-1}\left(\left(1-e^{-\gamma \theta_{a}}\right) \tilde{\psi}\right)<0,(\phi, \psi) \in Z, Z \oplus \operatorname{span}\{(\tilde{\phi}, \tilde{\psi})\}=X \times X$;
(ii) $c(0)=\tilde{c},(u(0), v(0))=\left(\theta_{a}, 0\right)$, and $\phi(0)=\psi(0)=0$.

By the classic Crandall-Rabinowitz bifurcation theorem in [13], one can obtain Theorem 3.1 easily. So the proof is omitted here. One can refer to [14, 15] for similar arguments.

Now we state a sufficient condition for the existence of positive solutions as follows.

Theorem 3.2 If the following relationship holds:

$$
\begin{equation*}
a>\lambda_{1}\left(\gamma \theta_{c}\right) \quad \text { and } \quad c>\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right), \tag{3.3}
\end{equation*}
$$

then (1.1) has at least a positive solution.

Proof Fixing $a>\lambda_{1}$ and taking $c$ as the main bifurcation parameter, we can obtain a supercritical bifurcating branch of positive solutions to (1.1), which emanates from the semitrivial solution $\left(\theta_{a}, 0\right)$ at the value of $\tilde{c}=\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)$. The existence was given in Theorem 3.1. It suffices to show the bifurcation direction. To this end, substitute $(u(s), v(s) ; c(s))$ given by (3.2) into the second equation of (1.1), divide by $s$, differentiate with respect to $s$ and set $s=0$, which leads to

$$
-\Delta \psi^{\prime}(0)=\left[\tilde{c}+d\left(1-e^{-\gamma \theta_{a}}\right)\right] \psi^{\prime}(0)+\left[c^{\prime}(0)-\tilde{\psi}+d \gamma e^{-\gamma \theta_{a}} \tilde{\psi}\right] \tilde{\psi} .
$$

Now, multiply by $\tilde{\psi}$ and integrate over $\Omega$ to get

$$
-\int_{\Omega} \psi^{\prime}(0) \Delta \tilde{\psi} \mathrm{d} x=\int_{\Omega} \tilde{\psi}\left[\tilde{c}+d\left(1-e^{-\gamma \theta_{a}}\right)\right] \psi^{\prime}(0) \mathrm{d} x+\int_{\Omega}\left[c^{\prime}(0)-\tilde{\psi}+d \gamma e^{-\gamma \theta_{a}}\right] \tilde{\psi}^{2} \mathrm{~d} x .
$$

Hence, we have

$$
c^{\prime}(0)=\int_{\Omega} \tilde{\psi}^{3} \mathrm{~d} x-d \gamma \int_{\Omega} e^{-\gamma \theta_{a}} \tilde{\phi} \tilde{\psi}^{2} \mathrm{~d} x .
$$

Noting that $\tilde{\phi}<0$, we obtain $c^{\prime}(0)>0$, which shows that the bifurcating branch is supercritical.
In the following, we shall investigate the global structure of bifurcation solutions given by Theorem 3.1 and then the relationship in (3.2) can be obtained. By the global bifurcation theorem in [10], we can extend the local bifurcation positive solution to the global one. One
can see $[15,16]$ for similar arguments. From Lemma 3.1, we know that the parameter $c$ is bounded. And from a priori estimates given by Lemma 2.2 , it follows that $\|u\|_{\infty}$ and $\|v\|_{\infty}$ are also bounded. Hence, we claim that the continuum of positive solutions bifurcating from $\left(\theta_{a}, 0 ; \tilde{c}\right)$ cannot remain in the interior of $P \times P$, which implies that there must exist $\hat{c}(>\tilde{c})$, at which one of the components of the continuum of positive solutions vanishes. Let $c_{n}$ be a strictly increasing sequence converging to $\hat{c} \in(\tilde{c}, \infty)$ for which (1.1) has at least a positive solution $\left(u_{n}, v_{n}\right)$ such that $u_{n} \rightarrow 0$ or $v_{n} \rightarrow 0$ as $n \rightarrow \infty$. If we denote by ( $\hat{u}, \hat{v}$ ) the limit of $\left(u_{n}, v_{n}\right)$ as $n \rightarrow \infty$, then we have the following three cases:
(i) $(\hat{u}, \hat{v})=\left(0, \theta_{\hat{c}}\right)$,
(ii) $(\hat{u}, \hat{v})=\left(\theta_{a}, 0\right)$,
(iii) $(\hat{u}, \hat{v})=(0,0)$.

Since $(0,0)$ is non-degenerate, (iii) is excluded. Set $\tilde{v}_{n}=v_{n} /\left\|v_{n}\right\|_{\infty}$. Then $\tilde{v}_{n}$ satisfies

$$
-\Delta \tilde{v}_{n}=\left(c_{n}-v_{n}+d\left(1-e^{-\gamma u_{n}}\right)\right) \tilde{v}_{n}, \quad\left\|\tilde{v}_{n}\right\|_{\infty}=1 \quad \text { in } \Omega, \quad \tilde{v}_{n}=0 \quad \text { on } \partial \Omega .
$$

Letting $n \rightarrow \infty$, we have

$$
-\Delta \tilde{v}=\left(\hat{c}+d\left(1-e^{-\gamma \theta_{a}}\right)\right) \tilde{v}, \quad\|\tilde{v}\|_{\infty}=1 \quad \text { in } \Omega, \quad \tilde{v}=0 \quad \text { on } \partial \Omega .
$$

It follows from $\tilde{v} \in P-\{0\}$ that $\hat{c}=\lambda_{1}\left(-d\left(1-e^{-\gamma \theta a}\right)\right)=\tilde{c}$, which contradicts the global bifurcation theorem. (ii) is also excluded. Hence, we know that (i) holds true. Set $\tilde{u}_{n}=u_{n} /\left\|u_{n}\right\|_{\infty}$. Then $\tilde{u}_{n}$ satisfies

$$
-\Delta \tilde{u}_{n}=\left(a-u_{n}-v_{n} \frac{1-e^{-\gamma u_{n}}}{u_{n}}\right) \tilde{u}_{n}, \quad\left\|\tilde{u}_{n}\right\|_{\infty}=1 \quad \text { in } \Omega, \quad \tilde{u}_{n}=0 \quad \text { on } \partial \Omega
$$

Letting $n \rightarrow \infty$, we have

$$
-\Delta \tilde{u}=\left(a-\gamma \theta_{\hat{c}}\right) \tilde{u}, \quad\|\tilde{u}\|_{\infty}=1 \quad \text { in } \Omega, \quad \tilde{u}=0 \quad \text { on } \partial \Omega .
$$

It follows from $\tilde{u} \in P-\{0\}$ that $a=\lambda_{1}\left(\gamma \theta_{\hat{c}}\right)$. Now, we know that $\hat{c}$ is uniquely determined by $a=\lambda_{1}\left(\gamma \theta_{c}\right)$. Observe that $c<\hat{c}$ implies that $a>\lambda_{1}\left(\gamma \theta_{c}\right)$. Hence, if $a>\lambda_{1}\left(\gamma \theta_{c}\right)$ and $c>\tilde{c}$, then (1.1) has at least a positive solution.

Remark 3.1 The condition (3.3) is better than those obtained in Theorem 2.1. In particular, (3.3) includes the case $c=\lambda_{1}$. Note that Theorem 2.1 tells us nothing when $c=\lambda_{1}$. Since $I-L$ is not invertible on $\bar{W}_{(0,0)}$ when $c=\lambda_{1}$, Lemma 2.3 is not satisfied and so we cannot use it to get the index of the fixed point $(0,0)$.

Fix $a>\lambda_{1}$ and take $c$ as the bifurcation parameter, then by the proof of Theorem 3.2, we can obtain a supercritical bifurcating branch from the point $\left(\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right) ; \theta_{a}, 0\right)$. Moreover, resorting to the global bifurcation theory, we get the maximal continuum of positive solutions, which tells us the range of the parameter $c$ is $\lambda_{1}\left(-d\left(1-e^{-\gamma \theta_{a}}\right)\right)<c<\hat{c}$, where $\hat{c}$ is determined uniquely by $a=\lambda_{1}\left(\gamma \theta_{\hat{c}}\right)$. Hence, a sufficient and necessary condition for the existence of positive solutions can be stated in the following remark.

Remark 3.2 Assume $a>\lambda_{1}$. Then (1.1) has a positive solution if and only if $\lambda_{1}(-d(1-$ $\left.\left.e^{-\gamma \theta_{a}}\right)\right)<c<\hat{c}$, where $\hat{c}$ is determined uniquely by $a=\lambda_{1}\left(\gamma \theta_{\hat{c}}\right)$.

In the case $c>\lambda_{1}$, Theorem 3.2 tells us that if $a>\lambda_{1}\left(\gamma \theta_{c}\right)$, then (1.1) has at least a positive solution. A natural question is whether (1.1) has a positive solution if $a \in\left(\lambda_{1}, \lambda_{1}\left(\gamma \theta_{c}\right)\right]$. In fact, making use of bifurcation theory and degree theory, we can solve this problem and further establish the multiplicity of positive solutions to (1.1) when $\gamma$ is suitably large. We first take $a$ as a bifurcation parameter and give the bifurcation solutions emanating from the semi-trivial solution $\left(0, \theta_{c}\right)$.

Theorem 3.3 Assume $c>\lambda_{1}$. Then $\left(0, \theta_{c} ; \lambda_{1}\left(\gamma \theta_{c}\right)\right)$ is a bifurcation point of the positive solution to (1.1). Moreover, there exist a constant $\delta>0$ and a $C^{1}$-curve $(a(s) ; U(s), V(s)):(0, \delta) \rightarrow$ $R \times X \times X$ such that
(i) $(U(s), V(s))$ is a positive solution of (1.1) with $a=a(s)$ for each $s \in(0, \delta]$ and

$$
U(s)=s(\tilde{\Phi}+\Phi(s)), \quad V(s)=\theta_{c}+s(\tilde{\Psi}+\Psi(s))
$$

where $\tilde{\Phi}$ is the positive eigenfunction corresponding to $\lambda_{1}\left(\gamma \theta_{c}\right)$ with $\int_{\Omega} \tilde{\Phi}^{2} \mathrm{~d} x=1$,

$$
\tilde{\Psi}=d \gamma\left(-\Delta-c+2 \theta_{c}\right)^{-1}\left(\theta_{c} \tilde{\Phi}\right)>0,(\Phi, \Psi) \in Z, Z \oplus \operatorname{span}\{(\tilde{\Phi}, \tilde{\Psi})\}=X \times X
$$

(ii) $a(0)=\lambda_{1}\left(\gamma \theta_{c}\right),(U(0), V(0))=\left(0, \theta_{c}\right)$, and $\Phi(0)=\Psi(0)=0$;
(iii) $a(s)$ has the derivative $a^{\prime}(0)=\rho(\gamma)$, where $\rho(\gamma)$ is defined by

$$
\begin{equation*}
\rho(\gamma)=\gamma \int_{\Omega} \tilde{\Psi} \tilde{\Phi}^{2} \mathrm{~d} x-\frac{1}{2} \gamma^{2} \int_{\Omega} \theta_{c} \tilde{\Phi}^{3} \mathrm{~d} x . \tag{3.4}
\end{equation*}
$$

Using the above theorem, we can obtain the following multiplicity result of positive solutions to (1.1).

Theorem 3.4 Assume that $c>\lambda_{1}$. Let $\gamma_{0}=2 \int_{\Omega} \tilde{\Psi} \tilde{\Phi}^{2} \mathrm{~d} x / \int_{\Omega} \theta_{c} \tilde{\Phi}^{3} \mathrm{~d} x$. If $\gamma>\gamma_{0}$, then there exists a constant $a_{*} \in\left(\lambda_{1}, \lambda_{1}\left(\gamma \theta_{c}\right)\right)$ such that (1.1) has at least two positive solutions for each $a \in\left(a_{*}, \lambda_{1}\left(\gamma \theta_{c}\right)\right)$ and has at least one positive solution for $a \geq \lambda_{1}\left(\gamma \theta_{c}\right)$.

Proof It follows from Theorem 3.2 that (1.1) has at least one positive solutions for each $a>\lambda_{1}\left(\gamma \theta_{c}\right)$. So we only have to show that (1.1) has at least two positive solutions for each $a \in\left(a_{*}, \lambda_{1}\left(\gamma \theta_{c}\right)\right)$ and has at least one positive solution for $a=\lambda_{1}\left(\gamma \theta_{c}\right)$.

Let $\mathcal{D}_{\epsilon}=\left\{(u, v) \in W:\left\|(u, v)-\left(0, \theta_{c}\right)\right\|_{E}<\epsilon\right\}$. Note that the direction of the bifurcation of (1.1) emanating from the semi-trivial solution $\left(0, \theta_{c}\right)$ is determined by the sign of $\rho(\gamma)$ given in (3.4). If $\gamma>\gamma_{0}$, then we see that $\rho(\gamma)<0$ and the bifurcation is subcritical. So there exists a positive constant $a_{*} \in\left(\lambda_{1}, \lambda_{1}\left(\gamma \theta_{c}\right)\right)$ such that for each $a \in\left(a_{*}, \lambda_{1}\left(\gamma \theta_{c}\right)\right)$, (1.1) has a unique positive solution $\left(u_{a}, v_{a}\right) \in \mathcal{D}_{\epsilon}$. To prove the existence of a positive solution when $a=\lambda_{1}\left(\gamma \theta_{c}\right)$ and two positive solutions when $a \in\left(a_{*}, \lambda_{1}\left(\gamma \theta_{c}\right)\right)$, it suffices to show that for each $a \in\left(a_{*}, \lambda_{1}\left(\gamma \theta_{c}\right)\right]$, (1.1) has a positive solution in $\mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}$.

Define $\mathcal{F}_{\tau}: \mathcal{D}^{\prime} \rightarrow W$ by

$$
\mathcal{F}_{\tau}(u, v)=(-\Delta+M)^{-1}\binom{u(a-u)-\tau v\left(1-e^{-\gamma \theta_{a}}\right)+M u}{v\left(c-v+\tau d\left(1-e^{-\gamma \theta_{a}}\right)\right)+M v},
$$

where $\tau \in[0,1], \mathcal{D}^{\prime}, W$ and $M$ are defined in Section 2. It follows from standard elliptic regularity theory that $\mathcal{F}_{\tau}$ is a completely continuous operator. Obviously, (1.1) has non-negative solutions if and only if the operator $\mathcal{F}_{1}$ has fixed points in $\mathcal{D}^{\prime}$. It is easy to
check that $\mathcal{F}_{\tau}$ has no fixed point on $\partial\left(\mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}\right)$ for $\tau \in[0,1]$. Hence, index ${ }_{W}\left(\mathcal{F}_{\tau}, \mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}\right) \equiv$ constant. In particular, index ${ }_{W}\left(\mathcal{F}_{1}, \mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}\right)=\operatorname{index}_{W}\left(\mathcal{F}_{0}, \mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}\right)$. For small $\epsilon>0, \mathcal{F}_{0}$ has only three fixed points $(0,0),\left(\theta_{a}, 0\right)$ and $\left(\theta_{a}, \theta_{c}\right)$ in $\mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}$. It is well known that $\left(\theta_{a}, \theta_{c}\right)$ is linearly stable while $(0,0)$ and $\left(\theta_{a}, 0\right)$ are unstable, which implies index ${ }_{W}\left(\mathcal{F}_{0},\left(\theta_{a}, \theta_{c}\right)\right)=1$ and $\operatorname{index}_{W}\left(\mathcal{F}_{0},(0,0)\right)=\operatorname{index}_{W}\left(\mathcal{F}_{0},\left(\theta_{a}, 0\right)\right)=0$. Hence, we have

$$
\operatorname{index}_{W}\left(\mathcal{F}_{1}, \mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}\right)=\operatorname{index}_{W}\left(\mathcal{F}_{0}, \mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}\right)=0+0+1=1
$$

On the other hand, $\mathcal{F}_{1}$ has only two non-negative fixed points $(0,0)$ and $\left(\theta_{a}, 0\right)$ which are not positive in $\mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}$. By Lemma 2.5 , both index $W\left(\mathcal{F}_{1},(0,0)\right)$ and index ${ }_{W}\left(\mathcal{F}_{1},\left(\theta_{a}, 0\right)\right)$ are zero. Thus one can assert that $\mathcal{F}_{1}$ has a fixed point in $\mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}$ other than $(0,0)$ and $\left(\theta_{a}, 0\right)$, which shows that (1.1) has a positive solution in $\mathcal{D}^{\prime} \backslash \mathcal{D}_{\epsilon}$. This completes the proof.

## 4 The uniqueness of positive solutions

The main result in this section is the following.
Theorem 4.1 Assume $\Omega=(p, q)$ for some real numbers $p<q$. If $\gamma^{2}(c+d) \leq 2$, then for every (a, c) satisfying (3.3), the following boundary value problem:

$$
\begin{cases}-u^{\prime \prime}=u(a-u)-v\left(1-e^{-\gamma u}\right), & x \in(p, q),  \tag{4.1}\\ -v^{\prime \prime}=\left(c-v+d\left(1-e^{-\gamma u}\right)\right) v, & x \in(p, q), \\ u(p)=u(q)=v(p)=v(q)=0 & \end{cases}
$$

has exactly one positive solution.

The proof will be finished in several steps. The technique we used here can be found in the papers [17, 18]. The basic ingredient is non-degeneration of positive solutions, which is summarized as the following lemma.

Lemma 4.1 Let $\left(u_{*}, v_{*}\right)$ be an arbitrary positive solution of (4.1). Then the linearized problem of (4.1) at $\left(u_{*}, \nu_{*}\right)$,

$$
\begin{cases}-\phi^{\prime \prime}=\left(a-2 u_{*}-\gamma v_{*} e^{-\gamma u_{*}}\right) \phi-\left(1-e^{-\gamma u_{*}}\right) \psi, & x \in(p, q),  \tag{4.2}\\ -\psi^{\prime \prime}=\left(c-2 v_{*}+d\left(1-e^{-\gamma u_{*}}\right)\right) \psi+d \gamma v_{*} e^{-\gamma u_{*}} \phi, & x \in(p, q), \\ \phi(p)=\phi(q)=\psi(p)=\psi(q)=0 & \end{cases}
$$

has only the trivial solution $(0,0)$. In other words, any positive solution is non-degenerate.

Proof Since $\left(u_{*}, v_{*}\right)$ is a positive solution of (4.1), by the Krein-Rutman theorem, we have

$$
\lambda_{1}\left(u_{*}+\frac{v_{*}\left(1-e^{-\gamma u_{*}}\right)}{u_{*}}-a\right)=\lambda_{1}\left(v_{*}-d\left(1-e^{-\gamma u_{*}}\right)-c\right)=0
$$

The linearized problem (4.2) can be written as

$$
\begin{cases}-\phi^{\prime \prime}+\left(2 u_{*}+\gamma v_{*} e^{-\gamma u_{*}}-a\right) \phi=-\left(1-e^{-\gamma u_{*}}\right) \psi, & x \in(p, q), \\ -\psi^{\prime \prime}+\left(2 v_{*}-d\left(1-e^{-\gamma u_{*}}\right)-c\right) \psi=d \gamma v_{*} e^{-\gamma u_{*}} \phi, & x \in(p, q), \\ \phi(p)=\phi(q)=\psi(p)=\psi(q)=0 . & \end{cases}
$$

From the monotonicity of $\lambda_{1}(\cdot)$, it follows that

$$
\begin{equation*}
\lambda_{1}\left(2 v_{*}-d\left(1-e^{-\gamma u_{*}}\right)-c\right)>\lambda_{1}\left(v_{*}-d\left(1-e^{-\gamma u_{*}}\right)-c\right)=0 . \tag{4.3}
\end{equation*}
$$

If $\gamma^{2}(c+d) \leq 2$, then we claim that

$$
\begin{equation*}
2 u_{*}+\gamma v_{*} e^{-\gamma u_{*}}>u_{*}+\frac{v_{*}\left(1-e^{-\gamma u_{*}}\right)}{u_{*}} . \tag{4.4}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\lambda_{1}\left(2 u_{*}+\gamma v_{*} e^{-\gamma u_{*}}-a\right)>\lambda_{1}\left(u_{*}+\frac{v_{*}\left(1-e^{-\gamma u_{*}}\right)}{u_{*}}-a\right)=0 . \tag{4.5}
\end{equation*}
$$

Now we shall prove that (4.4) is true. Let $h\left(u_{*}\right)=u_{*}^{2}+\gamma u_{*} v_{*} e^{-\gamma u_{*}}-v_{*}\left(1-e^{-\gamma u_{*}}\right)$. It suffices to show $h\left(u_{*}\right)>0$. Obviously, $h(0)=0$ and $h^{\prime}\left(u_{*}\right)=u_{*}\left(2-\gamma^{2} v_{*} e^{-\gamma u_{*}}\right)$. Reminding $v_{*}<c+d$ given by Lemma 2.2, we get $h^{\prime}\left(u_{*}\right)>0$ and thus $h\left(u_{*}\right)>0$. This shows that (4.4) holds true.

Define the operators $L_{1}$ and $L_{2}$ by

$$
\begin{cases}L_{1} \phi=-\psi^{\prime \prime}+\left(2 u_{*}+\gamma \nu_{*} e^{-\gamma u_{*}}-a\right) \phi, & \phi \in X, \\ L_{2} \psi=-\psi^{\prime \prime}+\left(2 v_{*}-d\left(1-e^{-\gamma u_{*}}\right)-c\right) \psi, & \psi \in X .\end{cases}
$$

So (4.2) can be written as

$$
\begin{equation*}
L_{1} \phi=-\left(1-e^{-\gamma u_{*}}\right) \psi, \quad L_{2} \psi=d \gamma v_{*} e^{-\gamma u_{*}} \phi \tag{4.6}
\end{equation*}
$$

By (4.3) and (4.5), $L_{1}$ and $L_{2}$ have inverses, say $L_{1}^{-1}, L_{2}^{-1}$, which are compact and orderpreserving, i.e., $L_{i}^{-1}(P-\{0\}) \subset \operatorname{int} P$ for $i=1,2$. Now we shall show that the only solution to (4.6) is $(0,0)$, which completes the proof of this lemma. To this end, we argue by contradiction, assuming that there exists a solution $(\phi, \psi) \neq(0,0)$ to (4.2). From (4.6), it follows that

$$
\begin{equation*}
-\phi=L_{1}^{-1}\left[\left(1-e^{-\gamma u_{*}}\right) L_{2}^{-1}\left(d \gamma v_{*} e^{-\gamma u_{*}} \phi\right)\right] . \tag{4.7}
\end{equation*}
$$

Since the right-hand side of (4.7) defines a compact strongly order-preserving operator, we find that $\phi$ must change sign in $(p, q)$. Similarly, $\psi$ must change sign in $(p, q)$. Moreover, $\phi$ and $\psi$ cannot vanish on an interval of positive length by the maximum principle, i.e., the zeros of $\phi, \psi$ are isolated each from the others. In fact, if $\phi$ vanishes on an interval, then $\phi^{\prime}=0$ at the boundary of such an interval where $\phi>0$ or $\phi<0$, which contradicts the maximum principle. Thus there exists a partition of $(p, q)$, say

$$
Q=\left\{p=x_{0}<x_{1}<x_{2}<\cdots<x_{n-1}<x_{n}=q\right\},
$$

and we can choose $\phi$ such that

$$
\begin{array}{ll}
\phi(x)>0, & x \in\left(x_{2 k}, x_{2 k+1}\right), k \geq 0,2 k+1 \leq n, \\
\phi(x)<0, & x \in\left(x_{2 k-1}, x_{2 k}\right), k \geq 1,2 k \leq n,  \tag{4.8}\\
\phi(x)=0, & x=x_{k}, 0 \leq k \leq n .
\end{array}
$$

Here we claim that

$$
\begin{equation*}
\psi\left(x_{2 k}\right)>0, \quad \psi\left(x_{2 k+1}\right)<0, \quad x_{2 k}, x_{2 k+1} \in Q-\{p, q\} . \tag{4.9}
\end{equation*}
$$

Since the principal eigenvalues of $L_{1}$ and $L_{2}$ on any subinterval of $(p, q)$ are strictly positive, the generalized maximum principle will be used to show this claim. By hypothesis, $\phi(x)>$ $0, x \in\left(x_{0}, x_{1}\right)$ and $\phi\left(x_{0}\right)=\phi\left(x_{1}\right)=0$. Thus

$$
L_{2} \psi(x)=d \gamma v_{*} e^{-\gamma u_{*}} \phi(x)>0, \quad x \in\left(x_{0}, x_{1}\right) .
$$

We claim that $\psi\left(x_{1}\right)<0$. In fact, if $\psi\left(x_{1}\right) \geq 0$, then by the generalized maximum principle, we have $\psi(x)>0, x \in\left(x_{0}, x_{1}\right)$. Thus

$$
L_{1} \phi(x)=-\left(1-e^{-\gamma u_{*}}\right) \psi(x)<0, \quad x \in\left(x_{0}, x_{1}\right) .
$$

Therefore $\phi(x)<0, x \in\left(x_{0}, x_{1}\right)$, which contradicts (4.8). So $\psi\left(x_{1}\right)<0$.
Again by hypothesis, $\phi(x)<0, x \in\left(x_{1}, x_{2}\right)$ and $\phi\left(x_{1}\right)=\phi\left(x_{2}\right)=0$. Thus

$$
L_{2} \psi(x)=d \gamma v_{*} e^{-\gamma u_{*}} \phi(x)<0, \quad x \in\left(x_{1}, x_{2}\right) .
$$

We claim that $\psi\left(x_{2}\right)>0$. In fact, if $\psi\left(x_{2}\right) \leq 0$, then by the generalized maximum principle, we have $\psi(x)<0, x \in\left(x_{1}, x_{2}\right)$. Thus

$$
L_{1} \phi(x)=-\left(1-e^{-\gamma u_{*}}\right) \psi(x)>0, \quad x \in\left(x_{1}, x_{2}\right) .
$$

Therefore $\phi(x)>0, x \in\left(x_{1}, x_{2}\right)$, which contradicts (4.8). So $\psi\left(x_{2}\right)>0$. Arguing recursively, we show (4.9) holds.

According to the parity of $n$, either

$$
\begin{equation*}
\phi(x)>0, \quad x \in\left(x_{2 k}, q\right), \quad \psi\left(x_{2 k}\right)>0 \tag{4.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\phi(x)<0, \quad x \in\left(x_{2 k+1}, q\right), \quad \psi\left(x_{2 k+1}\right)<0 \tag{4.11}
\end{equation*}
$$

is satisfied. Assume (4.10) holds. Then

$$
L_{2} \psi(x)=d \gamma v_{*} e^{-\gamma u_{*}} \phi(x)>0, \quad x \in\left(x_{2 k}, q\right) .
$$

Since $\psi\left(x_{2 k}\right)>0$ and $v(q)=0$, by the generalized maximum principle, we have $\psi(x)>0$, $x \in\left(x_{2 k}, q\right)$. Thus

$$
L_{1} \phi(x)=-\left(1-e^{-\gamma u_{*}}\right) \psi(x)<0, \quad x \in\left(x_{2 k}, q\right) .
$$

Therefore $\phi(x)<0, x \in\left(x_{2 k}, q\right)$, which contradicts (4.8). Similarly, if (4.11) holds, we also get a contradiction. The proof of Lemma 4.1 is complete.

Applying the implicit function theorem, we can show that if (4.1) has exactly one positive solution, which in addition is non-degenerate, then the following problem:

$$
\begin{cases}-u^{\prime \prime}=u(a-u)-v\left(1-e^{-(\gamma+\epsilon) u}\right), & x \in(p, q),  \tag{4.12}\\ -v^{\prime \prime}=\left(c-v+d\left(1-e^{-(\gamma+\epsilon) u}\right)\right) v, & x \in(p, q), \\ u(p)=u(q)=v(p)=v(q)=0 & \end{cases}
$$

has also exactly one positive solution provided $\epsilon$ is small enough. The proof is omitted.

Lemma 4.2 Suppose that (3.3) is satisfied and (4.1) has exactly one positive solution $\left(u_{*}, v_{*}\right)$, which is non-degenerate. Then there exists $\epsilon_{0}=\epsilon(a, c, d, \gamma)>0$ such that for every $\epsilon \in\left(-\epsilon_{0}, \epsilon_{0}\right)$ the problem (4.12) has exactly one positive solution $(u(\epsilon), v(\epsilon))$. Moreover, $(u(0), v(0))=\left(u_{*}, v_{*}\right)$ and the mapping $\epsilon \rightarrow(u(\epsilon), v(\epsilon))$, from a neighborhood of $\epsilon=0$ in $R$ to $X^{2}$, belongs at least to the class $C^{1}$.

Proof of Theorem 4.1 Consider the set

$$
\Gamma:=\{\hat{\gamma} \in[0, \gamma]:(4.1) \text { with } \gamma=\beta \text { has a unique positive solution, } \forall \beta \in[0, \hat{\gamma}]\} \text {. }
$$

Since (4.1) with $\gamma=0$ is uncoupled, if it has a positive solution, then it has exactly one. Thus $0 \in \Gamma$, i.e., $\Gamma$ is not empty. By Lemma 4.2, we know that $\Gamma$ is open in $[0, \gamma]$. Now we shall show that $\Gamma$ is closed in $[0, \gamma]$. Hence $\Gamma=[0, \gamma]$, which completes the proof. To show this, consider a sequence $\left\{\gamma_{n}\right\}_{n \geq 1}$ in $\Gamma$ satisfying $\gamma_{n} \rightarrow \tilde{\gamma} \leq \gamma$ as $n \rightarrow \infty$. Since the mapping $\gamma \rightarrow \lambda_{1}\left(\gamma \theta_{c}\right)$ is increasing in $\gamma$, both (3.3) and $\gamma^{2}(c+d) \leq 2$ are satisfied for $\gamma=\tilde{\gamma}$ and $\gamma=\gamma_{n}, n \geq 1$. Let $\left(u_{n}, v_{n}\right)$ be the unique positive solution of (4.1) with $\gamma=\gamma_{n}$. By passing to a subsequence if necessary, $\left(u_{n}, v_{n}\right)$ converges to $(\tilde{u}, \tilde{v})$ as $n \rightarrow \infty$. From the proof of Theorem 3.2, it follows that ( $\tilde{u}, \tilde{v}$ ) is in the interior of $P \times P$. Since (3.3) is satisfied for $\gamma=\tilde{\gamma}$, we know that $(\tilde{u}, \tilde{v})$ is a positive solution of (4.1) with $\gamma=\tilde{\gamma}$. In fact, the problem (4.1) with $\gamma=\tilde{\gamma}$ has exactly one positive solution. Otherwise the application of the implicit function theorem would imply that (4.1) with $\gamma=\gamma_{n}$ has at least two positive solutions for sufficiently large $n$, contradicting the fact that $\gamma_{n} \in \Gamma$. Hence $\tilde{\gamma} \in \Gamma$ and $\Gamma=[0, \gamma]$. This finishes the proof.
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