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Abstract

In the present paper, we are concerned with a class of stochastic functional
differential delay equations with the Poisson jump, whose coefficients are general
Taylor expansions of the coefficients of the initial equation. Taylor approximations are
a useful tool to approximate analytically or numerically the coefficients of stochastic
differential equations. The aim of this paper is to investigate the rate of approximation
between the true solution and the numerical solution in the sense of the [P-norm
when the drift and diffusion coefficients are Taylor approximations.
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1 Introduction

Stochastic differential equations [1-3] have attracted a lot of attention, because the prob-
lems are not only academically challenging, but also of a practical importance and have
played an important role in many fields such as in option pricing, forecast of the growth of
population, etc. (see, e.g., [1]). Recently, much work has been done on stochastic differen-
tial equations. Here, we highlight Mao et al.’s great contribution (see [3—9] and references
therein). Svishchuk and Kazmerchuk [10] studied the exponential stability of solutions of
linear stochastic differential equations with Poisson jump [11-13] and Markovian switch-
ing [4, 12, 14].

In many applications, one assumes that the system under consideration is governed by
a principle of causality, that is, the future states of the system are independent of the past
states and are determined solely by the present. However, under closer scrutiny, it becomes
apparent that the principle of causality is often only the first approximation to the true
situation, and that a more realistic model would include some of the past states of the
system. Stochastic functional differential equations [9] give a mathematical explanation
for such a system.

Unfortunately, in general, it is impossible to find the explicit solution for stochastic
functional differential equations with the Poisson jump. Even when such a solution can
be found, it may be only in an implicit form or too complicated to visualize and evalu-
ate numerically. Therefore, many approximate schemes were presented, for example, EM
scheme, time discrete approximations, stochastic Taylor expansions [15], and so on.

Meanwhile, the rate of approximation to the true solution by the numerical solution
is different for different numerical schemes. Jankovic et al. investigated the following
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stochastic differential equations (see [15]):
dx(t) =f(xe, t)dt + g(x, ) AW (), to<t<T.

In this paper, we develop approximate methods for stochastic differential equations driven
by Poisson process, that is,

dx(t) = f(x,, t) dt + g(x, ) AW (£) + h(x, £) AN(E), to<t<T.

The rate of the L”-closeness between the approximate solution and the solution of the
initial equation increases when the number of degrees in Taylor approximations of coef-
ficients increases. Although the Poisson jump is concerned, the rate of approximation to
the true solution by the numerical solution is the same as the equation in [15]. Even when
the Poisson process is replaced by Poisson random measure, the rate is also the same.

2 Approximate scheme and hypotheses
Throughout this paper, we let {Q2, F, {F;}:>0, P} be a probability space with a filtration sat-
isfying the usual conditions, i.e., the filtration is continuous on the right and F(-contains
all P-zero sets. Let W(¢£) = (wy (), wa(£), ..., w,u(£))T be an m-dimensional Brownian motion
defined on the probability space. For a, b € R with a < b, denoted by D([a, b]; R"), the family
of functions ¢ from [a, b] to R”, that are continuous on the right and limitable on the left.
D([a, b]; R") is equipped with the norm |l¢|| = sup,,;, l¢(s)|, where | - | is the Euclidean
norm in R”, i.e., |x| = vxTx (x € R"). If A is a vector or matrix, its trace norm is denoted
by |A| = \/trace(ATA), where its operator norm is denoted by ||A| = sup{|Ax| : x = 1}. De-
note by Dbfo([—t, 0]; R") the family of all bounded, Fy-measurable, D([-t,0]; R")-valued
random variable.

We consider the following It6 stochastic functional differential equations with Poisson
jump:

dx(t) = f(xg, t) dt + g(x, £) AW () + h(x, £) AN (t), to<t<T (1)

with the initial condition x;, = {£(¢),t € [-7,0]}, = {x(¢ + 6),0 € [-7,0]} € Dﬁft([—t,O];
R"), and #4, is independent of W(-) and N().
Assume that
f: D% ([-7,01;R") x [to, T] — R,
g:Dbft([—r,O];R") X [tg, T] = R™™,

h: DYy ([-1,0L;R") x [to, T] — R",

where

T T T
/ If (x2,2)| dt < 00, / [g(x:, )] dt < o0, / [h(x,, )] dt < co.

to to

For the existence and uniqueness of the solutions of Eq. (1) (see [3], Theorem 5.2.5), we
give the following rather general assumptions.
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(H1) f, g and & satisfy the Lipschitz condition and the linear growth condition as
follows: for any ¢ € [to, T'] there exists a constant L; > 0 such that

[f(@,6) =f (W, 0| V |g(@,t) = g, )| V | hlg, ) = By, 8)| < Lillp = ¥,
[f (@, 0| V |g(e, 0| V |hl@,t)] < Li(1+ llell),

where @, € Dl}[([—t, 0]; R™).
(H2) (The Holder continuity of the initial data.) There exist constants K > 0 and
y €(0,1] such that forall -t <s<t <0,

E(t) - £(s)| < K(t-s)".

(H3) The functions f, g and /# have Taylor expansions in the argument x up to the m;th,
mth, and msth Fréchet derivatives, respectively [16].

(H4) The functions f", (m1-+1) ((;"tz)“ and /1] m3 *Y are uniformly bounded, i.e., there exists a
positive constant Lz such that

1
sup s, h,..., b < Lol ™,
(. 0:R") x[t0, T]— R

1
sup |2 by )| < Loll) ™,
. (1=v,0LR") x [z, T]— R

sup |HE D,y B | < Lol ™
(-, 0:R")x [0, T]—R"

For some sufficiently large enough n € N, we assume the step A = —2, where
0<AK1lLetty<t <---<t, =T bean equidistant partition of the interval
[to, T], that is, the partition points are £ = £y + §(T —t),k=0,1,...,n The
explicit discrete approximation scheme is defined as follows:

X =£(t), -T<t<0;
(@) n_n
(=Tt ..., x—x )
xn 8 ke s i
no _ i i’
xp =" (t) + ftk p ds
g;;) s)(:c"' x;’k ..... x?—x;‘k) (2)
m2 1
+ ftk - dw (s)
(i) n_ 0 n
h (€% =X geer Xg —Xy )
t m &} 15) k k
+ftk s —k - dN(s), k=1,...,n.

Then the continuous approximate solution is defined by

¢ m f(il%k,s)(xf —Kree s Xy =X )
"@%—WW+/1 ds

i!

. m g((;)f, = )
+/ k dW (s)
t]

; m3 hg;,k,s)(xf —Xyree s Xy =X )
+/ dN(s), t€ [tk teals 3)
t
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satisfying the initial condition %, = £, Xy = {x"(tx +6),0 € [-71,0]},
k=1,2,...,n-1.

Besides the hypotheses motioned above, we will need another one:

(H5) There exists a positive constant Q, which is independent of #, such that for » > 2,

E[ sup |x(t)‘r]<oo, E[ sup !x"(t)‘r]gQ.

telto—,T] telto—1,T]

Moreover, in what follows, C is a generic positive constant independent of A,
whose values may vary from line to line.

3 Preparatory lemmas and the main result

Since the proof of the main result is very technical, to begin with, we present several lem-
mas which will play an important role in the subsequent section.

Lemmal Let conditions (H1), (H3), (H4), (H5) be satisfied. Then, for any r > 2,

E[ sup |¢"(9) - x| | < CA™, e lttialk=01,..m—1. (4)

SE[tt]

Proof For convenience, we denote

)
o, f(x?kvs)(xg’—xg’k,...,xg’—xg’k)
F(x}, ;%] ) = Z

i=0

i!
o (" — x" X" —x")
2 g(x'?k,s) s e s T My

1 . n .
Gt )=y
i=0

i!
my h (x — 2 X —x")
W) T ti

s
H(x;l’ t;x;lk) = Z

i=0

i!
Then, in view of (H3), for t € [t, tx41], k=0,1,...,1n,and B € (0,1),

(my+1) n n n n
£ e) = (x50 ) S eptupst )5t = a0 3y
X5 = X5 ;xtk +

)
(m1 +1)!
(ma+1) n n n n
g(x?k +B ~f, )ut) (o} Kpger+ - X xfk)

g(x:’, t) = F(x;’,t;x” ) +

73

(my +1)! ’
(m3+1) n n n n
n n n (x?k +ﬂ(x?—x?k),t) (xt Ty ¥ xtk)
h(xt,t) = F(xt, t;xtk) +

(ng + 1)'
Obviously, for any ¢ € [#, tral, k=0,1,...,n -1,

t t

G(xf, 537, ) AW (s) + / H(xt,s;, ) dN(s).

73

t
n no_ nog. N
X} —xtk—/ F(xs,s,xtk)ds+/
t,

k 73

Making use of the elementary inequality |a + b + c|” < 3" }(|a|® + | + |c|®), a,b,c > 0,

r € N, the Holder inequality to the Lebesgue integral, and the Burkholder-Davis-Gundy


http://www.advancesindifferenceequations.com/content/2013/1/230

Wang et al. Advances in Difference Equations 2013, 2013:230
http://www.advancesindifferenceequations.com/content/2013/1/230

inequality to the It6 integral for r > 2, we can obtain

E[ sup |x"(s) - xn(tk)|]

SE[tt]

t
<31 [(t - tk)"I/ E|F(x§’,s;x;’k) |"ds

73

+ ( r )r/z(t—t )2 /tE|G(x” s;x )| ds
20— 1) ‘ & ST

r/2
) @—mW*%—mWHhm+hm}

s
f H(x, t;x;’k) dN(2)
t,

k

+E[ sup

L <s<t
3

r
2(r-1)

o o-arnns
Then we compute Ji(t), J2(2), J5(2)

OE / E|f (xl,s) = [f (a7,5) - F(x], 54 ) ]| ds

(m1+1)

! n f("?k*'ﬂ(x?—"?k)vs)(x:l _x:lk"”’x:l _x?k)
- / E|f(x,s) - v D
b my +1)!

r

ds

=201 [ B ) s B [l -] s
173 ’

73

Lr m+1
<C(t—tr) + WQ (t—t&)

< C(t — t).

Similarly, by repeating the procedure above, we see that /5(¢) < C(¢ — t).
Noting that {N(s),s € [t ¢]} is a Poisson process, we will use the compensated Poisson
process {N(s) — As, s € [t t]}, which is a martingale. Then we obtain

]

N
/ H(xf, t;x;’k) dt
17

k

s N
/ H(x},t;x7. ) dN(E) + 1 / H(xf, a7, ) dt
t,

k 73

J(t) = E[ sup

L <s<t

<2E [ sup

L <s<t

S
f H(xf,t;x] ) dN(2)
t,

k

r
:| + ZVIA’E[ sup

e <s<t

]

r=14r/2 r " ! 2 " -1 t !
<Lyl — ) E / |H(xlsx0 )| ds | +2" Ar/ E|H(x!, 54, )| ds
20r—1) " ‘ : ‘

r— k

3 r/2 t
14 7/2 r /2-1 . r
S ) e W ECRA

73

t
+2’_1A’f E’H(xf,s;x;’k)rds
Lk

<Clt-t)"+Clt-t).

In view of J1(¢), J>(¢), J3(t), we can obtain

E[ sup [«"(¢) —x"(tk>|] <Clt-t)" +Cle- 1) < Ct - 1) < CA™.

SE[tgt]

Page 5 of 10
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Lemma 2 Under conditions (H1), (H3), (H4) and (H5), for any r > 2,
E[|f -« |"]<CA™?,  teltetinl,k=0,1,...,n-1. (5)

The proof of this lemma is similar to Proposition 2 in [4].
Then, by Lemmas 1 and 2, we can prove the following main result.

Theorem 1 Let conditions (H1)-(H5) be satisfied, then for any r > 2,

E[ sup |x() — "0 ] < A2, (6)

te(to—-7,T]
where m = min{my, m,, ms}.

Proof For an arbitrary t € [ty, T], it follows that

x(t) - x”(t)—/ Z [ (xsr8) = (55 ) Uity iy, (5) ds

kitp<t

/ [2509) — G525 ) Mg () AWS)
to

Since x(¢) and x”(t) satisfy the same initial condition, we can obtain

E[ sup |x(s) —x"(s) |r]

selto—T,t]

SE[ sup |x(s)—x”(s)|r] +E[ sup |x(s)—x”(s)|r] :E[ sup |x(s)—x”(s)|r]

s€(to—T,t0] s€(tg,t] s€(tg,t]
r
§3r15|: sup ] Z f (%, 1) xu,u xtk)]l[tk t) (1) du :|
s€lto-t,t0]lJ to kit <t
p
+ 3r15[ sup / > (g ) - Gl w3 ) ige ) AW () :|
s€lto-1,t0] 1/t kitp<t
r
+ 3r—15[ sup / h(x,, u) —H(xZ,u;x?k)]I[tk,tk“)dN(u) ]
selto-t,t0] 1/t ktk<t

r
<31t to)r—lg[/ Z [f(xs,s) — F(x;’,s;x:’k)]l[tk,tkﬂ) ds]
0 gty <t

+3 1C(t £ )r/2 IEI:/ Z | (xs’s) (xsfs’xtk)] [tgesticr1) | dS:|

0 feg<t

+371C(t - to)* IE[ > h(xs,S)—H(x?,&x?k)]l[tk,tm)|rds]

0 fog<t

+37" IA’E[ > | [, s) - H(x:‘,s;xf’k)]l[tk,tm)|rds:|. 7)

0 joy<t
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Letj=max{i € {0,1,2,...,n—1},¢; <t < T}. Denote that

jl(tk; L M) = [f(xu: I/l) - F(er u;x:lk)]ltk,t(u)r
]2(tk’t M) = [g(xur”) ( u;x?k)]ltk,t(u);

Ja (i t 1) = [, ) = H (x}y, 14557, ) |y 0 (0).

Then we can write (6) as

E[ sup |x(s) —x"(s) |r]

SE[tg—T,t]
e | '
<3¢ - o) ! / E|Y It tion ) + 118, t,0)| ds
b |k=0
¢ |1
+ 3"1C(t—to)r/2_1/ Zfz(tk, tren, i) + Ja (8, 8, ”) ds
o |k=0
t |1
+ 3"1C(t—to)r/2_1/ ZJB(tk» tiss ) + J3(8, L, ”) ds
to
e | '
+3"1?»r/ E|Y Jaltes tior, u) + J3(tj, £, )| ds.
b |x=0

On the other hand, for k=0,1,...,j -1,

j-1 ( By sl
X ,u)—F(x yUs; X ); Me[tk,tk l)y
Z/l(tk, tier, u) + 1t tu) = S * t '
o S @wu) = Floy, wsxy), € [4,1),
j-1 " n
g(x 7”) _G(x yUs; X ): ue [t/otk 1)7
D Date tirs ) + ot ty 1) = ’ e '
k=0 g(xw M) - G(eru;xg)r ue [t}r t),
! h(x,, u) — H(x", u;x7),  u € [t tes1)
) Uy ) ks tk+1)»
Z[S(tk’tk+1!u) +]3(tj’tyu) = * : Zk
k=0 h(xur u) - H(xw u;xtj)r ue [t]’ t)'

The relation (7) becomes

E[ sup |x(s) —x"(s) |r]

SE[tg—T,t]

j1 L1
53"1(T—to)"12/ E|f (% u) = F (), us ), )| du
k=0 Ytk

t
+ 37T =)t f E[f(xu,u) - F(xZ, u;xg) |rdu
17

/
j-1 7351
+ 3r—1C(T _ to)r/Z—l Z/ E‘g(xu: Ll) — G(xZ, u;x?k) ’r du
k=0 v

t
+371C(T - £)*! / E{g(xu,u) - G(x, u;xZ_) |rdu

&

8)

Page 7 of 10
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Jj-1 7381 r
+37C(T - 1)y / E|(o 1) = H (o 526, ) |
k=0 Y

t
+3™1C(T = 1) / E|h(x,4, u) — H(xZ,u;xZ,) |rdu

&
j-1 7381
+3“1fo/ E|h(xu,u) - H (% w57, )| du
k=0 7t

L
+3’_1/ E|h(xu,u)—H(xﬁ,u;xg)rdu.
.

7

Using (H1), (H4) and (4), yields

t
/ Elf(00) - P i) di
£

k

<2 [/ Elf ) f ()| s / E 0 - %) ‘rd”}
173 T

(m1+1) n n n n
et o) T = Ko%= )

(n1q + 1)!

r

du

t t
<2y / Elly - | due + 271 / E

173 173 ‘

t r t
= 2’_1L{/ E|xy— x| du+2" __b / E||«% - xp l ) gy
Lk

e [ + 1))
< Zr—lLr /tE”xu —x" “Vdu + 2r—1 LSC A(m1+1)r/2(t _ tk)r
-0y “ [y + 1)1

where k =0,1,...,j and t € [t, tx41]. Similarly,

t t
/ E|g(xy, u) - G(xz,u;xg) " du < C/ E|wy -] du+ CA (¢ 1),
17

k 3

t t
/E|h(xu,u)—H(xz,u;xg)rdufC/ Equ—xZ||rdu+CA(m3+1)’/2(t—tk).

73 73

Altogether,

t
E[ sup |x(s)—x”(s)|r]§C/ E||xu—x,’jnrdu+CA(’””)r/Z(t—tk),

sE[tg—T,t] 174

where m = min{m;, my, m3}. In order to estimate the E||x, — x”||", we distinguish two cases:
(1) when u — t < to,

E|xy - 2| 5E[9:{1_1g01||x(u+9)—x”(u+9)||r] :E[ sup ]||x(y)—x”(y)||r]

yelu-t,u

EE[ sup Hx(y)—x”(V)H’]+E[ S[llp]||x()’)—xn()/)||r]
Y Elto,u

y€lu-1,t0]

- E[ sup ]||x(y)—x”(y)||r] SE[ sup ]||x(y)—x”()/)||r];

yeltou yelto-t.u
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(2) when u — 7 > &,

Els-xi| <[ swp [s)-20)['|<E[ swp st -20)]'].
] Y

y€lu—t,u elto—1,u]

So,

E[ sup Jx()-2")|] =cC / tE[ sup |x(y) 2" |+ CAPI e — 1)

s€[to-T,t] to yelto-,ul

By the Gronwall inequality, we obtain the desired result

E[ sup |x(s) _xn(s)|r] < CA(mH)r/Z(T_ to)eC(T—to) _ CA(WI+1)V/2’

sE[tg—T,t]
which completes the proof. d

Remark From the proof, we can easily understand that the convergence speed between
the true solution of Eq. (1) and the approximation solution is faster than the Euler-
Maruyama method.
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