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#### Abstract

Motivated by the recent investigations of several authors, in this paper, we derive several new expansion formulas involving a generalized Hurwitz-Lerch zeta function introduced and studied recently by Srivastava et al. (Integral Transforms Spec. Funct. 22:487-506, 2011). These expansions are obtained by using some fractional calculus theorems such as the generalized Leibniz rules for the fractional derivatives and the Taylor-like expansions in terms of different functions. Several (known or new) special cases are also considered. MSC: Primary 11M25; 11M35; 26A33; secondary 33C05; 33C60 Keywords: fractional derivatives; generalized Taylor expansion; generalized Hurwitz-Lerch zeta functions; Riemann zeta function; Leibniz rules


## 1 Introduction

The Hurwitz-Lerch zeta function $\Phi(z, s, a)$ is defined by (see, for example, [1, p. 121 et seq.]; see also [2] and [3, p. 194 et seq.])

$$
\begin{align*}
& \Phi(z, s, a):=\sum_{n=0}^{\infty} \frac{z^{n}}{(n+a)^{s}} \\
& \quad\left(a \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; s \in \mathbb{C} \text { when }|z|<1 ; \Re(s)>1 \text { when }|z|=1\right) . \tag{1.1}
\end{align*}
$$

The Hurwitz-Lerch zeta function contains, as its special cases, the Riemann zeta function $\zeta(s)$, the Hurwitz zeta function $\zeta(s, a)$, and the Lerch zeta function $\ell_{s}(\xi)$ defined by

$$
\begin{align*}
& \zeta(s):=\sum_{n=1}^{\infty} \frac{1}{n^{s}}=\Phi(1, s, 1)=\zeta(s, 1) \quad(\Re(s)>1),  \tag{1.2}\\
& \zeta(s, a):=\sum_{n=0}^{\infty} \frac{1}{(n+a)^{s}}=\Phi(1, s, a) \quad\left(\Re(s)>1 ; a \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\right) \tag{1.3}
\end{align*}
$$

and

$$
\begin{equation*}
\ell_{s}(\xi):=\sum_{n=1}^{\infty} \frac{\mathrm{e}^{2 n \pi \mathrm{i} \xi}}{(n+1)^{s}}=\Phi\left(\mathrm{e}^{2 \pi \mathrm{i} \xi}, s, 1\right) \quad(\Re(s)>1 ; \xi \in \mathbb{R}) \tag{1.4}
\end{equation*}
$$

respectively.

The Hurwitz-Lerch zeta function $\Phi(z, s, a)$ defined in (1.5) can be continued meromorphically to the whole complex $s$-plane, except for a simple pole at $s=1$ with its residue 1 . It is well known that

$$
\begin{align*}
& \Phi(z, s, a)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{t^{s-1} \mathrm{e}^{-a t}}{1-z \mathrm{e}^{-t}} \mathrm{~d} t \\
& \quad(\Re(a)>0 ; \mathfrak{R}(s)>0 \text { when }|z| \leqq 1(z \neq 1) ; \mathfrak{R}(s)>1 \text { when } z=1) . \tag{1.5}
\end{align*}
$$

It is worth noting that the Hurwitz-Lerch zeta function $\Phi(z, s, a)$ defined in (1.5) is also related to several families of special polynomials such as the Bernoulli, the Euler, and the Genocchi polynomials [3-5].

Recently, a more general family of Hurwitz-Lerch zeta functions was investigated by Lin and Srivastava [6, p.727, Eq. (8)]. Srivastava and Lin studied the following function:

$$
\begin{align*}
& \Phi_{\mu, v}^{(\rho, \sigma)}(z, s, a):=\sum_{n=0}^{\infty} \frac{(\mu)_{\rho n}}{(v)_{\sigma n}} \frac{z^{n}}{(a+n)^{s}} \\
& \quad\left(\mu \in \mathbb{C} ; a, v \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; \rho, \sigma \in \mathbb{R}^{+} ; \rho<\sigma \text { when } s, z \in \mathbb{C} ;\right. \\
& \rho=\sigma \text { and } s \in \mathbb{C} \text { when }|z|<1 ; \rho=\sigma \text { and } \Re(s-\mu+v)>1 \text { when }|z|=1) . \tag{1.6}
\end{align*}
$$

Here, and for the remainder of this paper, $(\lambda)_{\kappa}$ denotes the Pochhammer symbol defined, in terms of the gamma function, by

$$
(\lambda)_{\kappa}:=\frac{\Gamma(\lambda+\kappa)}{\Gamma(\lambda)}= \begin{cases}1 & (\kappa=0 ; \lambda \in \mathbb{C} \backslash\{0\})  \tag{1.7}\\ \lambda(\lambda+1) \cdots(\lambda+n-1) & (\kappa=n \in \mathbb{N} ; \lambda \in \mathbb{C})\end{cases}
$$

it being understood conventionally that $(0)_{0}:=1$ and assumed tacitly that the $\Gamma$-quotient exists (see, for details, [7, p. 21 et seq.]).

Clearly, we find from the definition (1.6) that

$$
\begin{equation*}
\Phi_{v, v}^{(\sigma, \sigma)}(z, s, a)=\Phi_{\mu, v}^{(0,0)}(z, s, a)=\Phi(z, s, a) \tag{1.8}
\end{equation*}
$$

and

$$
\begin{align*}
& \Phi_{\mu, 1}^{(1,1)}(z, s, a)=\Phi_{\mu}^{*}(z, s, a):=\sum_{n=0}^{\infty} \frac{(\mu)_{n}}{n!} \frac{z^{n}}{(n+a)^{s}} \\
& \left(\mu \in \mathbb{C} ; a, v \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; s \in \mathbb{C} \text { when }|z|<1 ; \Re(s-\mu)>1 \text { when }|z|=1\right), \tag{1.9}
\end{align*}
$$

where the function $\Phi_{\mu}^{*}(z, s, a)$ involved in (1.9) is a generalization of the Hurwith-Lerch zeta function considered by Goyal and Laddha [8, p.100, Eq. (1.5)].
A generalization of the above-defined Hurwitz-Lerch zeta functions $\Phi(z, s, a)$ and $\Phi_{\mu}^{*}(z, s, a)$ was studied by Garg et al. [9, p.313, Eq. (1.7)] in the following form:

$$
\begin{align*}
& \Phi_{\lambda, \mu ; v}(z, s, a):=\sum_{n=0}^{\infty} \frac{(\lambda)_{n}(\mu)_{n}}{(v)_{n} n!} \frac{z^{n}}{(n+a)^{s}} \\
& \quad\left(\lambda, \mu \in \mathbb{C} ; v, a \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; s \in \mathbb{C} \text { when }|z|<1 ; \Re(s+v-\lambda-\mu)>1 \text { when }|z|=1\right) \tag{1.10}
\end{align*}
$$

Srivastava et al. [10, p.491, Eq. (1.20)] (see also [11-13]), in the year 2011, considered a further generalization of the Hurwitz-Lerch zeta function, defined in the form

$$
\begin{align*}
& \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a):=\sum_{n=0}^{\infty} \frac{(\lambda)_{\rho n}(\mu)_{\sigma n}}{(v)_{\kappa n} n!} \frac{z^{n}}{(n+a)^{s}} \\
& \quad\left(\lambda, \mu \in \mathbb{C} ; a, v \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; \rho, \sigma, \kappa \in \mathbb{R}^{+} ; \kappa-\rho-\sigma>-1 \text { when } s, z \in \mathbb{C} ;\right. \\
& \kappa-\rho-\sigma=-1 \text { and } s \in \mathbb{C} \text { when }|z|<\delta^{*}:=\rho^{-\rho} \sigma^{-\sigma} \kappa^{\kappa} ; \\
& \left.\kappa-\rho-\sigma=-1 \text { and } \Re(s+v-\lambda-\mu)>1 \text { when }|z|=\delta^{*}\right) . \tag{1.11}
\end{align*}
$$

Several integral representations, relationships with the $\bar{H}$-function, fractional derivatives, and analytic continuation formulas were established for the function defined in (1.11).
It is worth noting the following special or limit cases of the function $\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)$.
(i) For $\lambda=\rho=1$, we find that

$$
\begin{equation*}
\Phi_{1, \mu ; v}^{(1, \sigma, \kappa)}(z, s, a)=\Phi_{\mu ; \nu}^{(\sigma, \kappa)}(z, s, a) \tag{1.12}
\end{equation*}
$$

in terms of the generalized Hurwitz-Lerch zeta function $\Phi_{\mu ; v}^{(\sigma, \kappa)}(z, s, a)$ defined in (1.6).
(ii) If we set $\rho=\sigma=\kappa=1$, then (1.11) yields the generalized Hurwitz-Lerch zeta function $\Phi_{\lambda, \mu ; v}(z, s, a)$ studied by Garg et al. [9] and Jankov et al. [14]:

$$
\begin{equation*}
\Phi_{\lambda, \mu ; v}^{(1,1,1)}(z, s, a)=\Phi_{\lambda, \mu ; v}(z, s, a) . \tag{1.13}
\end{equation*}
$$

(iii) Setting $\rho=\sigma=\kappa=1$ and $\lambda=v$, (1.11) reduces to the function $\Phi_{\mu}^{*}(z, s, a)$ investigated by Goyal and Laddha [8] as below:

$$
\begin{equation*}
\Phi_{v, \mu ; v}^{(1,1,1)}(z, s, a)=\Phi_{\mu}^{*}(z, s, a) . \tag{1.14}
\end{equation*}
$$

(iv) In (1.11), we put $\mu=\rho=\sigma=1$ and $z \mapsto \frac{z}{\lambda}$. Then, by the familiar principle of confluence, the limit case when $\lambda \rightarrow \infty$, would yield the Mittag-Leffler type function $E_{\kappa, \nu}^{(a)}(s, z)$ studied by Barnes [15], namely

$$
\begin{align*}
& \lim _{\lambda \rightarrow \infty}\left\{\frac{1}{\Gamma(v)} \Phi_{\lambda, 1 ; v}^{(1,1, \kappa)}\left(\frac{z}{\lambda}, s, a\right)\right\}=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(v+\kappa n)(n+a)^{s}}:=E_{\kappa, \nu}^{(a)}(s ; z) \\
& \quad\left(a, v \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; \Re(\kappa)>0 ; s, z \in \mathbb{C}\right) . \tag{1.15}
\end{align*}
$$

(v) A limit case of the generalized Hurwitz-Lerch function $\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, k)}(z, s, a)$, which is of interest in our present investigation, is given by

$$
\begin{align*}
& \Phi_{\mu ; \nu}^{*(\sigma, \kappa)}(z, s, a):=\lim _{|\lambda| \rightarrow \infty}\left\{\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(\frac{z}{\lambda \rho}, s, a\right)\right\}=\sum_{n=0}^{\infty} \frac{(\mu)_{\sigma n}}{(\nu)_{\kappa n} n!} \frac{z^{n}}{(n+a)^{s}} \\
& \left(\mu \in \mathbb{C} ; a, \nu \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; \sigma, \kappa \in \mathbb{R}^{+} ; s \in \mathbb{C} \text { when }|z|<\sigma^{-\sigma} \kappa^{\kappa} ;\right. \\
& \left.\Re(s+\nu-\mu)>1 \text { when }|z|=\sigma^{-\sigma} \kappa^{\kappa}\right) . \tag{1.16}
\end{align*}
$$

(vi) Another limit case of the generalized Hurwitz-Lerch function $\Phi_{\lambda, \mu ; v}^{(\rho, \sigma, \kappa)}(z, s, a)$ is given by

$$
\begin{align*}
& \Phi_{\mu}^{*(\sigma)}(z, s, a):=\lim _{\min \{|\lambda|,|\nu|\} \rightarrow \infty}\left\{\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(\frac{z \nu^{\kappa}}{\lambda^{\rho}}, s, a\right)\right\}=\sum_{n=0}^{\infty} \frac{(\mu)_{\sigma n}}{n!} \frac{z^{n}}{(n+a)^{s}} \\
& \quad\left(\mu \in \mathbb{C} ; a \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; 0<\sigma<1 \text { and } s, z \in \mathbb{C} ; \sigma=1 \text { and } s \in \mathbb{C}\right. \\
& \text { when } \left.|z|<\sigma^{-\sigma} ; \sigma=1 \text { and } \mathfrak{R}(s-\mu)>1 \text { when }|z|=\sigma^{-\sigma}\right) \text {, } \tag{1.17}
\end{align*}
$$

which, for $\sigma=1$, reduces at once to the function $\Phi_{\mu}^{*}(z, s, a)$ defined by (1.9).
Finally, a multiparameter extension of the function $\Phi_{\lambda, \mu ; v}^{(\rho, \sigma, k)}(z, s, a)$ was given, more recently, by Srivastava et al. [10] (see also [12]). They considered the following function:

$$
\begin{align*}
& \Phi_{\lambda_{1}, \ldots, \lambda_{p} ; \mu_{1}, \ldots, \mu_{q}}^{\left(\rho_{1}, \ldots, \rho_{p}, \sigma_{1}, \ldots, \sigma_{q}\right)}(z, s, a):=\sum_{n=0}^{\infty} \frac{\prod_{j=1}^{p}\left(\lambda_{j}\right)_{n \rho_{j}}}{n!\prod_{j=1}^{q}\left(\mu_{j}\right)_{n \sigma_{j}}} \frac{z^{n}}{(n+a)^{s}} \\
& \quad\left(p, q \in \mathbb{N}_{0} ; \lambda_{j} \in \mathbb{C}(j=1, \ldots, p) ; a, \mu_{j} \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}(j=1, \ldots, q) ;\right. \\
& \rho_{j}, \sigma_{k} \in \mathbb{R}^{+}(j=1, \ldots, p ; k=1, \ldots, q) ; \\
& \Delta>-1 \text { when } s, z \in \mathbb{C} ; \Delta=-1 \text { and } s \in \mathbb{C} \text { when } \\
& \left.\quad|z|<\nabla^{*} ; \Delta=-1 \text { and } \mathfrak{R}(\Xi)>\frac{1}{2} \text { when }|z|=\nabla^{*}\right) \tag{1.18}
\end{align*}
$$

with

$$
\begin{align*}
& \nabla^{*}:=\left(\prod_{j=1}^{p} \rho_{j}^{-\rho_{j}}\right) \cdot\left(\prod_{j=1}^{q} \sigma_{j}^{\sigma_{j}}\right),  \tag{1.19}\\
& \Delta:=\sum_{j=1}^{q} \sigma_{j}-\sum_{j=1}^{p} \rho_{j} \quad \text { and } \quad \Xi:=s+\sum_{j=1}^{q} \mu_{j}-\sum_{j=1}^{p} \lambda_{j}+\frac{p-q}{2} . \tag{1.20}
\end{align*}
$$

It is fairly straightforward to see that if we let $p-1=q=1$ in (1.18), then we obtain the generalized Hurwitz-Lerch zeta function $\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)$.

The aim of this paper is to extend several interesting results obtained recently by Gaboury and Bayad [16] and by Gaboury [17] to the Hurwitz-Lerch zeta function $\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z$, $s, a)$ introduced and studied by Srivastava et al. [10]. This paper is organized as follows. Section 2 is devoted to the representation of the fractional derivatives based on Pochhammer's contour of integration. In Section 3, we recall some major fractional calculus theorems, that is, two generalized Leibniz rules and three Taylor-like expansions. Section 4 is dedicated to the proofs of the main results and, finally, Section 5 aims to provide some (new or known) special cases.

## 2 Pochhammer contour integral representation for fractional derivative

The fractional derivative of arbitrary order $\alpha, \alpha \in \mathbb{C}$, is an extension of the familiar $n$th derivative $D_{g(z)}^{n} F(z)=d^{n} F(z) /(d g(z))^{n}$ of the function $F(z)$ with respect to $g(z)$ to nonintegral values of $n$ and denoted by $D_{g(z)}^{\alpha} F(z)$. The aim of this concept is to generalize
classical results of the $n$th order derivative to fractional order. Most of the properties of the classical calculus have been expanded to fractional calculus. For instance, the composition rule, the Leibniz rule, the chain rule and the Taylor and Laurent series. Fractional calculus provides tools that make easier to deal with special functions of mathematical physics. Many examples of the use of fractional derivatives appear in the literature: ordinary and partial differential equations, integral equations, integro-differential equations of non-integer order. Many other applications have been investigated through various field of science and engineering. For more details on fractional calculus, the reader could read [18-21].

The most familiar representation for the fractional derivative of order $\alpha$ of $z^{p} f(z)$ is the Riemann-Liouville integral [19] (see also [22-24]), that is,

$$
\begin{equation*}
\mathcal{D}_{z}^{\alpha}\left\{z^{p} f(z)\right\}=\frac{1}{\Gamma(-\alpha)} \int_{0}^{z} f(\xi) \xi^{p}(\xi-z)^{-\alpha-1} \mathrm{~d} \xi \quad(\Re(\alpha)<0 ; \Re(p)>1) \tag{2.1}
\end{equation*}
$$

where the integration is carried out along a straight line from 0 to $z$ in the complex $\xi$-plane. By integrating by part $m$ times, we obtain

$$
\begin{equation*}
\mathcal{D}_{z}^{\alpha}\left\{z^{p} f(z)\right\}=\frac{\mathrm{d}^{m}}{\mathrm{~d} z^{m}}\left\{\mathcal{D}_{z}^{\alpha-m}\left\{z^{p} f(z)\right\}\right\} \tag{2.2}
\end{equation*}
$$

This allows us to modify the restriction $\mathfrak{R}(\alpha)<0$ to $\mathfrak{R}(\alpha)<m$ (see [24]).
Another representation for the fractional derivative is based on the Cauchy integral formula. This representation, too, has been widely used in many interesting papers (see, for example, the work of Osler [25-28]).
The relatively less restrictive representation of the fractional derivative according to parameters appears to be the one based on Pochhammer's contour integral introduced by Tremblay [29, 30].

Definition 1 Let $f(z)$ be analytic in a simply connected region $\mathcal{R}$ of the complex $z$-plane. Let $g(z)$ be regular and univalent on $\mathcal{R}$ and let $g^{-1}(0)$ be an interior point of $\mathcal{R}$. Then, if $\alpha$ is not a negative integer, $p$ is not an integer, and $z$ is in $\mathcal{R} \backslash\left\{g^{-1}(0)\right\}$, we define the fractional derivative of order $\alpha$ of $g(z)^{p} f(z)$ with respect to $g(z)$ by

$$
\begin{align*}
& D_{g(z)}^{\alpha}\left\{[g(z)]^{p} f(z)\right\} \\
& \quad=\frac{\mathrm{e}^{-\mathrm{i} \pi p} \Gamma(1+\alpha)}{4 \pi \sin (\pi p)} \int_{C\left(z+, g^{-1}(0)+, z-, g^{-1}(0)-; F(a), F(a)\right)} \frac{f(\xi)[g(\xi)]^{p} g^{\prime}(\xi)}{[g(\xi)-g(z)]^{\alpha+1}} \mathrm{~d} \xi . \tag{2.3}
\end{align*}
$$

For non-integers $\alpha$ and $p$, the functions $g(\xi)^{p}$ and $[g(\xi)-g(z)]^{-\alpha-1}$ in the integrand have two branch lines which begin, respectively, at $\xi=z$ and $\xi=g^{-1}(0)$, and both branches pass through the point $\xi=a$ without crossing the Pochhammer contour $P(a)=\left\{C_{1} \cup C_{2} \cup C_{3} \cup\right.$ $\left.C_{4}\right\}$ at any other point as shown in Figure 1. Here $F(a)$ denotes the principal value of the integrand in (2.3) at the beginning and the ending point of the Pochhammer contour $P(a)$ which is closed on the Riemann surface of the multiple-valued function $F(\xi)$.

Remark 1 In Definition 1, the function $f(z)$ must be analytic at $\xi=g^{-1}(0)$. However, it is interesting to note here that, if we could also allow $f(z)$ to have an essential singularity at $\xi=g^{-1}(0)$, then (2.3) would still be valid.


Figure 1 Pochhammer's contour.

Remark 2 In case the Pochhammer contour never crosses the singularities at $\xi=g^{-1}(0)$ and $\xi=z$ in (2.3), then we know that the integral is analytic for all $p$ and for all $\alpha$ and for $z$ in $\mathcal{R} \backslash\left\{g^{-1}(0)\right\}$. Indeed, in this case, the only possible singularities of $D_{g(z)}^{\alpha}\left\{[g(z)]^{p} f(z)\right\}$ are $\alpha=-1,-2,-3, \ldots$ and $p=0, \pm 1, \pm 2, \ldots$, which can directly be identified from the coefficient of the integral (2.3). However, by integrating by parts $N$ times the integral in (2.3) by two different ways, we can show that $\alpha=-1,-2, \ldots$ and $p=0,1,2, \ldots$ are removable singularities (see, for details, [29]).

It is well known that [20, p.83, Eq. (2.4)]

$$
\begin{equation*}
D_{z}^{\alpha}\left\{z^{p}\right\}=\frac{\Gamma(1+p)}{\Gamma(1+p-\alpha)} z^{p-\alpha} \quad(\Re(p)>-1) \tag{2.4}
\end{equation*}
$$

Adopting the Pochhammer-based representation for the fractional derivative modifies the restriction to the case when $p$ not a negative integer.

In their work, Srivastava et al. [10] (see also the works of Garg et al. [31] and Lin et al. [32]) gave the following fractional derivative formula for the function $\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)$ :

$$
\begin{align*}
& D_{z}^{\nu-\tau}\left\{z^{\nu-1} \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)\right\}=\frac{\Gamma(\nu)}{\Gamma(\tau)} z^{\tau-1} \Phi_{\lambda, \mu ; \tau}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right) \\
&  \tag{2.5}\\
& \quad(\Re(\nu)>0 ; \kappa>0) .
\end{align*}
$$

These last restrictions become $\kappa+\nu-1$ not a negative integer and $\kappa>0$ by making use of the Pochhammer-based representation for the fractional derivative.
The fractional derivative formula (2.5) can be specialized to deduce other results. As example, upon setting $\rho=\sigma=\kappa=1$ in (2.5), we obtain

$$
\begin{equation*}
D_{z}^{\nu-\tau}\left\{z^{\nu-1} \Phi_{\lambda, \mu ; \nu}(z, s, a)\right\}=\frac{\Gamma(\nu)}{\Gamma(\tau)} z^{\tau-1} \Phi_{\lambda, \mu ; \tau}(z, s, a) \tag{2.6}
\end{equation*}
$$

( $\nu$ not a negative integer; $\kappa>0$ ).

Another fractional derivative formula that will be very useful in the present investigation is given by the next formula:

$$
\begin{equation*}
D_{z}^{\alpha}\left\{z^{\beta} \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)\right\}=\frac{\Gamma(1+\beta)}{\Gamma(1+\beta-\alpha)} z^{\beta-\alpha} \Phi_{\lambda, \mu, 1+\beta ; v, 1+\beta-\alpha}^{(\rho, \sigma, 1, \kappa, 1)}(z, s, a) \tag{2.7}
\end{equation*}
$$

( $\beta$ not a negative integer),
where the Hurwitz-Lerch zeta function $\Phi_{\lambda, \mu, 1+\beta ; v, 1+\beta-\alpha}^{(\rho, \sigma, 1, \kappa, 1)}(z, s, a)$ occurring in (2.7) is a specialized case of the multiparameters extension of the generalized Hurwitz-Lerch zeta function defined in (1.18).

## 3 Important results involving fractional calculus

In this section, we recall five very important theorems related to fractional calculus that will play central roles in our work. Each of these theorems is the generalized Leibniz rules for fractional derivatives and the Taylor-like expansions in terms of different types of functions.

First of all, we give two generalized Leibniz rules for fractional derivatives. Theorem 1 is a slightly modified theorem obtained in 1970 by Osler [26]. Theorem 2 was given, some years ago, by Tremblay et al. [33] with the help of the properties of Pochhammer's contour representation for fractional derivatives.

Theorem 1 (i) Let $\mathcal{R}$ be a simply connected region containing the origin. (ii) Let $u(z)$ and $v(z)$ satisfy the conditions of Definition 1 for the existence of the fractional derivative. Then, for $\Re(p+q)>-1$ and $\gamma \in \mathbb{C}$, the following Leibniz rule holds true:

$$
\begin{equation*}
D_{z}^{\alpha}\left\{z^{p+q} u(z) v(z)\right\}=\sum_{n=-\infty}^{\infty}\binom{\alpha}{\gamma+n} D_{z}^{\alpha-\gamma-n}\left\{z^{p} u(z)\right\} D_{z}^{\gamma+n}\left\{z^{q} v(z)\right\} \tag{3.1}
\end{equation*}
$$

Theorem 2 (i) Let $\mathcal{R}$ be a simply connected region containing the origin. (ii) Let $u(z)$ and $v(z)$ satisfy the conditions of Definition 1 for the existence of the fractional derivative. (iii) Let $\mathcal{U} \subset \mathcal{R}$ be the region of analyticity of the function $u(z)$ and $\mathcal{V} \subset \mathcal{R}$ be the region of analyticity of the function $v(z)$. Then, for

$$
z \neq 0, \quad z \in \mathcal{U} \cap \mathcal{V} \quad \text { and } \quad \Re(1-\beta)>0,
$$

the following product rule holds true:

$$
\begin{align*}
D_{z}^{\alpha}\left\{z^{\alpha+\beta-1} u(z) v(z)\right\}= & \frac{z \Gamma(1+\alpha) \sin (\beta \pi) \sin (\mu \pi) \sin [(\alpha+\beta-\mu) \pi]}{\sin [(\alpha+\beta) \pi] \sin [(\beta-\mu-v) \pi] \sin [(\mu+v) \pi]} \\
& \cdot \sum_{n=-\infty}^{\infty} \frac{D_{z}^{\alpha+\nu+1-n}\left\{z^{\alpha+\beta-\mu-1-n} u(z)\right\} D_{z}^{-1-v+n}\left\{z^{\mu-1+n} v(z)\right\}}{\Gamma(2+\alpha+v-n) \Gamma(-v+n)} \tag{3.2}
\end{align*}
$$

Next, in the year 1971, Osler [34] obtained the following generalized Taylor-like series expansion involving fractional derivatives.

Theorem 3 Let $f(z)$ be an analytic function in a simply connected region $\mathcal{R}$. Let $\alpha$ and $\gamma$ be arbitrary complex numbers and

$$
\theta(z)=\left(z-z_{0}\right) q(z)
$$

with $q(z)$ a regular and univalent function without any zero in $\mathcal{R}$. Let a be a positive real number and

$$
K=\{0,1, \ldots,[c]([c] \text { the largest integer not greater than } c)\} .
$$

Let $b$ and $z_{0}$ be two points in $\mathcal{R}$ such that $b \neq z_{0}$ and let

$$
\omega=\exp \left(\frac{2 \pi \mathrm{i}}{a}\right)
$$

Then the following relationship holds true:

$$
\begin{align*}
& \sum_{k \in K} c^{-1} \omega^{-\gamma k} f\left(\theta^{-1}\left(\theta(z) \omega^{k}\right)\right) \\
& \quad=\left.\sum_{n=-\infty}^{\infty} \frac{[\theta(z)]^{c n+\gamma}}{\Gamma(c n+\gamma+1)} \cdot D_{z-b}^{c n+\gamma}\left\{f(z) \theta^{\prime}(z)\left(\frac{z-z_{0}}{\theta(z)}\right)^{c n+\gamma+1}\right\}\right|_{z=z_{0}} \quad\left(\left|z-z_{0}\right|=\left|z_{0}\right|\right) . \tag{3.3}
\end{align*}
$$

In particular, if $0<c \leqq 1$ and $\theta(z)=\left(z-z_{0}\right)$, then $k=0$ and (3.3) reduces to the following form:

$$
\begin{equation*}
f(z)=\left.c \sum_{n=-\infty}^{\infty} \frac{\left(z-z_{0}\right)^{c n+\gamma}}{\Gamma(c n+\gamma+1)} D_{z-b}^{c n+\gamma}\{f(z)\}\right|_{z=z_{0}} . \tag{3.4}
\end{equation*}
$$

Equation (3.4) is usually referred to as the Taylor-Riemann formula and has been studied in several papers [27, 35-38].
We next recall that Tremblay et al. [39] discovered the power series of an analytic function $f(z)$ in terms of the rational expression $\left(\frac{z-z_{1}}{z-z_{2}}\right)$, where $z_{1}$ and $z_{2}$ are two arbitrary points inside the region $\mathcal{R}$ of analyticity of $f(z)$. In particular, they obtained the following result.

Theorem 4 (i) Let c be real and positive and let

$$
\omega=\exp \left(\frac{2 \pi \mathrm{i}}{a}\right)
$$

(ii) Let $f(z)$ be analytic in the simply connected region $\mathcal{R}$ with $z_{1}$ and $z_{2}$ being interior points of $\mathcal{R}$. (iii) Let the set of curves

$$
\{C(t): C(t) \subset \mathcal{R} \text { and } 0<t \leqq r\}
$$

be defined by

$$
\begin{equation*}
C(t)=C_{1}(t) \cup C_{2}(t)=\left\{z:\left|\lambda_{t}\left(z_{1}, z_{2} ; z\right)\right|=\left|\lambda_{t}\left(z_{1}, z_{2} ; \frac{z_{1}+z_{2}}{2}\right)\right|\right\}, \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{t}\left(z_{1}, z_{2} ; z\right)=\left[z-\frac{z_{1}+z_{2}}{2}+t\left(\frac{z_{1}-z_{2}}{2}\right)\right] \cdot\left[z-\left(\frac{z_{1}+z_{2}}{2}\right)-t\left(\frac{z_{1}-z_{2}}{2}\right)\right] \tag{3.6}
\end{equation*}
$$



Figure 2 Multi-loops contour.
which are the Bernoulli type lemniscates (see Figure 2) with center located at $\frac{z_{1}+z_{2}}{2}$ and with double-loops in which one loop $C_{1}(t)$ leads around the focus point

$$
\frac{z_{1}+z_{2}}{2}+\left(\frac{z_{1}-z_{2}}{2}\right) t
$$

and the other loop $C_{2}(t)$ encircles the focus point

$$
\frac{z_{1}+z_{2}}{2}-\left(\frac{z_{1}-z_{2}}{2}\right) t
$$

for each $t$ such that $0<t \leqq r$. (iv) Let

$$
\begin{equation*}
\left[\left(z-z_{1}\right)\left(z-z_{2}\right)\right]^{\lambda}=\exp \left(\lambda \ln \left(\theta\left(\left(z-z_{1}\right)\left(z-z_{2}\right)\right)\right)\right) \tag{3.7}
\end{equation*}
$$

denote the principal branch of that function which is continuous and inside $C(r)$, cut by the respective two branch lines $L_{ \pm}$defined by

$$
L_{ \pm}= \begin{cases}\left\{z: z=\frac{z_{1}+z_{2}}{2} \pm t\left(\frac{z_{1}-z_{2}}{2}\right)\right\} & (0 \leqq t \leqq 1)  \tag{3.8}\\ \left\{z: z=\frac{z_{1}+z_{2}}{2} \pm \mathrm{i} t\left(\frac{z_{1}-z_{2}}{2}\right)\right\} & (t<0)\end{cases}
$$

such that $\ln \left(\left(z-z_{1}\right)\left(z-z_{2}\right)\right)$ is real when $\left(z-z_{1}\right)\left(z-z_{2}\right)>0$. (v) Let $f(z)$ satisfy the conditions of Definition 1 for the existence of the fractional derivative of $\left(z-z_{2}\right)^{p} f(z)$ of order $\alpha$ for $z \in$ $\mathcal{R} \backslash\left\{L_{+} \cup L_{-}\right\}$, denoted by $D_{z-z_{2}}^{\alpha}\left\{\left(z-z_{2}\right)^{p} f(z)\right\}$, where $\alpha$ and $p$ are real or complex numbers.
(vi) Let

$$
\begin{aligned}
K= & \left\{k: k \in \mathbb{N} \text { and } \arg \left(\lambda_{t}\left(z_{1}, z_{2}, \frac{z_{1}+z_{2}}{2}\right)\right)\right. \\
& <\arg \left(\lambda_{t}\left(z_{1}, z_{2}, \frac{z_{1}+z_{2}}{2}\right)\right)+\frac{2 \pi k}{a} \\
& \left.<\arg \left(\lambda_{t}\left(z_{1}, z_{2}, \frac{z_{1}+z_{2}}{2}\right)\right)+2 \pi\right\} .
\end{aligned}
$$

Then, for arbitrary complex numbers $\mu, \nu, \gamma$, and for $z$ on $C_{1}(1)$ defined by

$$
\begin{align*}
\xi= & \frac{z_{1}+z_{2}}{2}+\frac{z_{1}-z_{2}}{2} \sqrt{1+\mathrm{e}^{\mathrm{i} \theta}} \quad(-\pi<\theta<\pi), \\
\sum_{k \in K} & \frac{c^{-1} \omega^{-\gamma k}}{z_{1}-z_{2}} f\left(\phi^{-1}\left(\omega^{k} \phi(z)\right)\right)\left[\phi^{-1}\left(\omega^{k} \phi(z)\right)-z_{1}\right]^{\nu}\left[\phi^{-1}\left(\omega^{k} \phi(z)\right)-z_{2}\right]^{\mu} \\
= & \sum_{n=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \pi c(n+1)} \sin [(\mu+c n+\gamma) \pi]}{\sin [(\mu-c+\gamma) \pi] \Gamma(1-v+c n+\gamma)} \\
& \left.\cdot D_{z-z_{2}}^{-\nu+c+\gamma}\left\{\left(z-z_{2}\right)^{\mu+c n+\gamma-1} f(z)\right\}\right|_{z=z_{1}}[\phi(z)]^{c n+\gamma}, \tag{3.9}
\end{align*}
$$

where

$$
\phi(z)=\frac{z-z_{1}}{z-z_{2}} .
$$

The case $0<c \leqq 1$ of Theorem 4 reduces to the following form:

$$
\begin{align*}
\frac{c^{-1} f(z)\left(z-z_{1}\right)^{\nu}\left(z-z_{2}\right)^{\mu}}{\left(z_{1}-z_{2}\right)}= & \sum_{n=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \pi c(n+1)} \sin [(\mu+c n+\gamma) \pi]}{\sin [(\mu-c+\gamma) \pi] \Gamma(1-\nu+c n+\gamma)} \\
& \left.\cdot D_{z-z_{2}}^{-v+c n+\gamma}\left\{\left(z-z_{2}\right)^{\mu+c n+\gamma-1} f(z)\right\}\right|_{z=z_{1}}\left(\frac{z-z_{1}}{z-z_{2}}\right)^{c n+\gamma} . \tag{3.10}
\end{align*}
$$

Tremblay and Fugère [40] developed the power series of an analytic function $f(z)$ in terms of the function $\left(z-z_{1}\right)\left(z-z_{2}\right)$, where $z_{1}$ and $z_{2}$ are two arbitrary points inside the analyticity region $\mathcal{R}$ of $f(z)$. Explicitly, they gave the following theorem.

Theorem 5 Under the assumptions of Theorem 4, the following expansion formula holds true:

$$
\begin{align*}
& \sum_{k \in K} c^{-1} \omega^{-\gamma k}\left[\left(\frac{z_{2}-z_{1}+\sqrt{\Delta_{k}}}{2}\right)^{\alpha}\left(\frac{z_{1}-z_{2}+\sqrt{\Delta_{k}}}{2}\right)^{\beta}\right. \\
& \quad \cdot f\left(\frac{z_{1}+z_{2}+\sqrt{\Delta_{k}}}{2}\right)-\mathrm{e}^{\mathrm{i} \pi(\alpha-\beta)} \frac{\sin [(\alpha+c-\gamma) \pi]}{\sin [(\beta+c-\gamma) \pi]} \\
& \left.\quad \cdot\left(\frac{z_{2}-z_{1}-\sqrt{\Delta_{k}}}{2}\right)^{\alpha}\left(\frac{z_{1}-z_{2}-\sqrt{\Delta_{k}}}{2}\right)^{\beta} f\left(\frac{z_{1}+z_{2}-\sqrt{\Delta_{k}}}{2}\right)\right] \\
& =\sum_{n=-\infty}^{\infty} \frac{\sin [(\beta-c n-\gamma) \pi]}{\sin [(\beta-c-\gamma) \pi]} \frac{\mathrm{e}^{-\mathrm{i} \pi c(n+1)}[\theta(z)]^{c n+\gamma}}{\Gamma(1-\alpha+c n+\gamma)} \\
& \left.\quad \cdot D_{z-z_{2}}^{-\alpha+c n+\gamma}\left\{\left(z-z_{2}\right)^{\beta-c n-\gamma-1}\left(\frac{\theta(z)}{\left(z-z_{2}\right)\left(z-z_{1}\right)}\right)^{-c n-\gamma-1} \theta^{\prime}(z) f(z)\right\}\right|_{z=z_{1}}, \tag{3.11}
\end{align*}
$$

where

$$
\begin{align*}
& \Delta_{k}=\left(z_{1}-z_{2}\right)^{2}+4 V\left(\omega^{k} \theta(z)\right),  \tag{3.12}\\
& V(z)=\left.\sum_{r=1}^{\infty} D_{z}^{r-1}\left\{[q(z)]^{-r}\right\}\right|_{z=0} \frac{z^{r}}{r!} \tag{3.13}
\end{align*}
$$

and

$$
\begin{equation*}
\theta(z)=\left(z-z_{1}\right)\left(z-z_{2}\right) q\left(\left(z-z_{1}\right)\left(z-z_{2}\right)\right) \tag{3.14}
\end{equation*}
$$

As a special case, if we set $0<c \leqq 1, q(z)=1\left(\theta(z)=\left(z-z_{1}\right)\left(z-z_{2}\right)\right)$, and $z_{2}=0$ in (3.11), we obtain

$$
\begin{align*}
f(z)= & c z^{-\beta}\left(z-z_{1}\right)^{-\alpha} \sum_{n=-\infty}^{\infty} \frac{\sin [(\beta-c n-\gamma) \pi]}{\sin [(\beta+c-\gamma) \pi]} \frac{\mathrm{e}^{\mathrm{i} \pi c(n+1)}\left[z\left(z-z_{1}\right)\right]^{c n+\gamma}}{\Gamma(1-\alpha+c n+\gamma)} \\
& \left.\cdot D_{z}^{-\alpha+c n+\gamma}\left\{z^{\beta-c n-\gamma-1}\left(z+w-z_{1}\right) f(z)\right\}\right|_{\substack{z=z_{1} \\
(w=z)}} . \tag{3.15}
\end{align*}
$$

## 4 A set of main results for the generalized Hurwitz-Lerch zeta function $\Phi_{\lambda, \mu ; v}^{(\rho, \sigma, \kappa)}(z, s, a)$

In this section, we present the new expansion formulas involving the generalized HurwitzLerch zeta functions $\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)$.

Theorem 6 Under the assumptions of Theorem 1, the following expansion holds true:

$$
\begin{align*}
\Phi_{\lambda, \mu ; \tau}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)= & \frac{\Gamma(\tau) \Gamma(1+v-\tau) \sin (\gamma \pi)}{\pi} \\
& \cdot \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} \Phi_{\lambda, \mu, 1 ;, v, 1-\gamma-n}^{(\rho, \sigma, k, k)}\left(z^{\kappa}, s, a\right)}{(\gamma+n) \Gamma(1+v-\tau-\gamma-n) \Gamma(\tau+\gamma+n)}, \tag{4.1}
\end{align*}
$$

provided that both members of (4.1) exist.
Proof Setting $u(z)=z^{\nu-1}$ and $v(z)=\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)$ in Theorem 1 with $p=q=0$ and $\alpha=$ $\nu-\tau$, we obtain

$$
\begin{align*}
& D_{z}^{\nu-\tau}\left\{z^{\nu-1} \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)\right\} \\
& \quad=\sum_{n=-\infty}^{\infty}\binom{\nu-\tau}{\gamma+n} D_{z}^{\nu-\tau-\gamma-n}\left\{z^{\nu-1}\right\} D_{z}^{\gamma+n}\left\{\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)\right\}, \tag{4.2}
\end{align*}
$$

which, with the help of (2.4) and (2.5), yields

$$
\begin{align*}
& D_{z}^{\nu-\tau}\left\{z^{\nu-1} \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)\right\}=\frac{\Gamma(\nu)}{\Gamma(\tau)} z^{\tau-1} \Phi_{\lambda, \mu ; \tau}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right),  \tag{4.3}\\
& D_{z}^{\nu-\tau-\gamma-n}\left\{z^{\nu-1}\right\}=\frac{\Gamma(\nu)}{\Gamma(\tau+\gamma+n)} z^{\tau+\gamma+n-1} \tag{4.4}
\end{align*}
$$

and

$$
\begin{align*}
D_{z}^{\gamma+n}\left\{\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)\right\} & =\sum_{j=0}^{\infty} \frac{(\lambda)_{\rho j}(\mu)_{\sigma j}}{(\nu)_{\kappa j} j!} \frac{D_{z}^{\gamma+n}\left\{z^{\kappa j}\right\}}{(j+a)^{s}} \\
& =\frac{z^{-\gamma-n}}{\Gamma(1-\gamma-n)} \Phi_{\lambda, \mu, 1 ;,, 1-\gamma-n}^{(\rho, \sigma ; \kappa ;, \kappa)}\left(z^{\kappa}, s, a\right) . \tag{4.5}
\end{align*}
$$

Combining (4.3), (4.4), (4.5) with (4.2) and making some elementary simplifications, the asserted result (4.1) follows.

Theorem 7 Under the hypotheses of Theorem 2, the following expansion formula holds true:

$$
\begin{align*}
& \Phi_{\lambda, \mu ; \tau}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right) \\
&= \frac{\Gamma(\tau) \Gamma(1+v-\tau) \sin (\beta \pi) \sin [(v-\tau+\beta-\theta) \pi]}{\Gamma(v) \Gamma(\tau-\gamma-\theta-1) \Gamma(1+\gamma+\theta) \sin [(v-\tau+\beta) \pi] \sin [(\beta-\theta-\gamma) \pi]} \\
& \cdot \frac{\sin (\theta \pi)}{\sin [(\theta+\gamma) \pi]} \sum_{n=-\infty}^{\infty} \frac{\Gamma(v-\theta-n) \Gamma(\theta+n)}{\Gamma(2+v-\tau+\gamma-n) \Gamma(-\gamma+n)} \\
& \cdot \Phi_{\lambda, \mu, \theta+n ; v, 1+\theta+\gamma}^{(\rho, \sigma, \kappa, \kappa, \kappa)}\left(z^{\kappa}, s, a\right), \tag{4.6}
\end{align*}
$$

provided that both members of (4.6) exist.

Proof Upon first substituting $\mu \mapsto \theta$ and $\nu \mapsto \gamma$ in Theorem 2 and then setting

$$
\alpha=v-\tau, \quad u(z)=z^{\tau-\beta} \quad \text { and } \quad v(z)=\Phi_{\lambda, \mu ; v}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)
$$

in which both $u(z)$ and $v(z)$ satisfy the conditions of Theorem 2, we have

$$
\begin{align*}
& D_{z}^{\nu-\tau}\left\{z^{\nu-1} \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)\right\} \\
& =\frac{z \Gamma(1+\nu-\tau) \sin (\beta \pi) \sin (\theta \pi) \sin [(v-\tau+\beta-\theta) \pi]}{\sin [(\nu-\tau+\beta) \pi] \sin [(\beta-\theta-\gamma) \pi] \sin [(\theta+\gamma) \pi]} \\
& \quad \cdot \sum_{n=-\infty}^{\infty} \frac{D_{z}^{\nu-\tau+\gamma+1-n}\left\{z^{\nu-\theta-1-n}\right\} D_{z}^{-1-\gamma+n}\left\{z^{\theta-1+n} \Phi_{\lambda, \mu ; v}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)\right\}}{\Gamma(2+v-\tau+\gamma-n) \Gamma(-\gamma+n)} . \tag{4.7}
\end{align*}
$$

Now, by using (2.4) and (2.5), we find that

$$
\begin{align*}
& D_{z}^{\nu-\tau}\left\{z^{\nu-1} \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)\right\}=\frac{\Gamma(\nu)}{\Gamma(\tau)} z^{\tau-1} \Phi_{\lambda, \mu ; \tau}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right),  \tag{4.8}\\
& D_{z}^{\nu-\tau+\gamma+1-n}\left\{z^{\nu-\theta-1-n}\right\}=\frac{\Gamma(\nu-\theta-n)}{\Gamma(\tau-\gamma-\theta-1)} z^{\tau-\gamma-\theta-2} \tag{4.9}
\end{align*}
$$

and

$$
\begin{align*}
& D_{z}^{-1-\gamma+n}\left\{z^{\theta-1+n} \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}\left(z^{\kappa}, s, a\right)\right\} \\
& \quad=\frac{\Gamma(\theta+n)}{\Gamma(1+\theta+\gamma)} z^{\theta+\gamma} \Phi_{\lambda, \mu, \theta+n ;,, 1+\theta+\gamma}^{(\rho, \sigma, \kappa, \kappa, \kappa)}\left(z^{\kappa}, s, a\right) \tag{4.10}
\end{align*}
$$

Thus, finally, the result (4.6) follows by combining (4.8), (4.9), (4.10), and (4.7).

We now shift our focus on the different Taylor-like expansions in terms of different types of functions involving the generalized Hurwitz-Lerch zeta functions $\Phi_{\lambda, \mu ; v}^{(\rho, \sigma, \kappa)}(z, s, a)$.

Theorem 8 Under the assumptions of Theorem 3, the following expansion formula holds true:

$$
\begin{align*}
& \Phi_{\lambda, \mu ; v}^{(\rho, \sigma, \kappa)}(z, s, a)=c \sum_{n=-\infty}^{\infty} \frac{z_{0}^{-c n}\left(z-z_{0}\right)^{c n}}{\Gamma(c n+1) \Gamma(1-c n)} \Phi_{\lambda, \mu, 1 ; 1,1-c n}^{(\rho, \sigma, 1, \kappa, 1)}\left(z_{0}, s, a\right) \\
& \quad\left(\left|z-z_{0}\right|=\left|z_{0}\right| ; \lambda>0\right) \tag{4.11}
\end{align*}
$$

provided that both members of (4.11) exist.
Proof Setting $f(z)=\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)$ in Theorem 3 with $b=\gamma=0,0<c \leqq 1$, and $\theta(z)=z-z_{0}$, we have

$$
\begin{equation*}
\Phi_{\lambda, \mu ; v}^{(\rho, \sigma, \kappa)}(z, s, a)=\left.c \sum_{n=-\infty}^{\infty} \frac{\left(z-z_{0}\right)^{c n}}{\Gamma(1+c n)} D_{z}^{c n}\left\{\Phi_{\lambda, \mu ; v}^{(\rho, \sigma, k)}(z, s, a)\right\}\right|_{z=z_{0}} \tag{4.12}
\end{equation*}
$$

for $z_{0} \neq 0$ and for $z$ such that $\left|z-z_{0}\right|=\left|z_{0}\right|$.
Now, by making use of (2.7) with $\beta=0$ and $\alpha=c n$, we find that

$$
\begin{equation*}
\left.D_{z}^{c n}\left\{\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)\right\}\right|_{z=z_{0}}=\frac{z_{0}^{-c n}}{\Gamma(1-c n)} \Phi_{\lambda, \mu, 1 ; \nu, 1-c n}^{(\rho, \sigma, 1, \kappa, 1)}\left(z_{0}, s, a\right) . \tag{4.13}
\end{equation*}
$$

By combining (4.12) and (4.13), we get the result (4.11) asserted by Theorem 8.

Theorem 9 Under the hypotheses of Theorem 4, the following expansion formula holds true:

$$
\begin{align*}
\Phi_{\lambda, \mu, v}^{(\rho, \sigma, \kappa)}(z, s, a)= & c z^{-\alpha}\left(z-z_{1}\right)^{-\beta} z_{1}^{\alpha+\beta} \\
& \cdot \sum_{n=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \pi c(n+1)} \sin [(\alpha+c n+\gamma) \pi] \Gamma(\alpha+c n+\gamma)}{\sin [(\alpha-c+\gamma) \pi] \Gamma(1-\beta+c n+\gamma) \Gamma(\alpha+\beta)} \\
& \cdot \Phi_{\lambda, \mu, \alpha+c n+\gamma ; v, \alpha+\beta}^{(\rho, \sigma, 1, \kappa, 1)}\left(z_{1}, s, a\right)\left(\frac{z-z_{1}}{z}\right)^{c n+\gamma} \tag{4.14}
\end{align*}
$$

for $\lambda>0$ and for $z$ on $C_{1}(1)$ defined by

$$
z=\frac{z_{1}}{2}+\frac{z_{1}}{2} \sqrt{1+\mathrm{e}^{\mathrm{i} \theta}} \quad(-\pi<\theta<\pi)
$$

provided that both sides of (4.14) exist.
Proof By taking $f(z)=\Phi_{\lambda, \mu ; v}^{(\rho, \sigma, \kappa)}(z, s, a)$ in Theorem 4 with $z_{2}=0, \mu=\alpha, v=\beta$, and $0<c \leqq 1$, we find that

$$
\begin{align*}
\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)= & c\left(z-z_{1}\right)^{-\beta} z^{-\alpha} z_{1} \\
& \cdot \sum_{n=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \pi c(n+1)} \sin [(\alpha+c n+\gamma) \pi]}{\sin [(\alpha-c+\gamma) \pi] \Gamma(1-\beta+c n+\gamma)} \\
& \left.\cdot D_{z}^{-\beta+c n+\gamma}\left\{z^{\alpha+c n+\gamma-1} \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, k)}(z, s, a)\right\}\right|_{z=z_{1}}\left(\frac{z-z_{1}}{z}\right)^{c n+\gamma} . \tag{4.15}
\end{align*}
$$

Now, with the help of the relation (2.7) with $\alpha \mapsto-\beta+c n+\gamma$ and $\beta \mapsto \alpha+c n+\gamma-1$, we have

$$
\begin{align*}
& \left.D_{z}^{-\beta+c n+\gamma}\left\{z^{\alpha+c n+\gamma-1} \Phi_{\lambda, \mu ; v}^{(\rho, \sigma, \kappa)}(z, s, a)\right\}\right|_{z=z_{1}} \\
& \quad=z_{1}^{\alpha+\beta-1} \frac{\Gamma(\alpha+c n+\gamma)}{\Gamma(\alpha+\beta)} \Phi_{\lambda, \mu, \alpha+c n+\gamma ; v, \alpha+\beta}^{(\rho, \sigma, 1, \kappa, 1)}\left(z_{1}, s, a\right) . \tag{4.16}
\end{align*}
$$

Thus, by combining (4.15) and (4.16), we are led to the assertion (4.14) of Theorem 9.
Theorem 10 Under the hypotheses of Theorem 5, the following expansion formula holds true:

$$
\begin{align*}
\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)= & c z^{-\beta+\gamma}\left(z-z_{1}\right)^{-\alpha+\gamma} z_{1}^{\beta+\alpha-2 \gamma-1} \\
& \cdot \sum_{n=-\infty}^{\infty} \frac{\sin [(\beta-c n-\gamma) \pi] \mathrm{e}^{\mathrm{i} \pi c(n+1)}}{\sin [(\beta+c-\gamma) \pi] \Gamma(1-\alpha+c n+\gamma)}\left(\frac{z\left(z-z_{1}\right)}{z_{1}^{2}}\right)^{c n} \\
& \cdot \frac{\Gamma(\beta-c n-\gamma)}{\Gamma(\beta+\alpha-2 c n-2 \gamma)}\left[\left(z-z_{1}\right) \Phi_{\lambda, \mu, \beta-c n-\gamma ; \nu, \beta+\alpha-2 c n-2 \gamma}^{(\rho, \sigma, 1, \kappa, 1)}\left(z_{1}, s, a\right)\right. \\
& \left.+\left(\frac{\beta-c n-\gamma}{\alpha+\beta-2 c n-2 \gamma}\right) z_{1} \Phi_{\lambda, \mu, 1+\beta-c n-\gamma ; \nu, 1+\beta+\alpha-2 c n-2 \gamma}^{(\rho, \sigma, 1,,, 1)}\left(z_{1}, s, a\right)\right] \tag{4.17}
\end{align*}
$$

for $\lambda>0$ and for $z$ on $C_{1}(1)$ defined by

$$
z=\frac{z_{1}}{2}+\frac{z_{1}}{2} \sqrt{1+\mathrm{e}^{\mathrm{i} \theta}} \quad(-\pi<\theta<\pi)
$$

provided that both sides of (4.17) exist.
Proof Putting $f(z)=\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)$ in Theorem 5 with $z_{2}=0,0<c \leqq 1, q(z)=1$, and $\theta(z)=$ $\left(z-z_{1}\right)\left(z-z_{2}\right)$, we find that

$$
\begin{align*}
\Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, k)}(z, s, a)= & c z^{-\beta}\left(z-z_{1}\right)^{-\alpha} \sum_{n=-\infty}^{\infty} \frac{\sin [(\beta-c n-\gamma) \pi]}{\sin [(\beta+c-\gamma) \pi]} \frac{\mathrm{e}^{\mathrm{i} \pi c(n+1)}\left[z\left(z-z_{1}\right)\right]^{c n+\gamma}}{\Gamma(1-\alpha+c n+\gamma)} \\
& \left.\cdot D_{z}^{-\alpha+c n+\gamma}\left\{z^{\beta-c n-\gamma-1}\left(z+w-z_{1}\right) \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)\right\}\right|_{\substack{z=z_{1} \\
(w=z)}} \tag{4.18}
\end{align*}
$$

With the help of relation (2.7), we have

$$
\begin{align*}
& D_{z}^{-\alpha+c n+\gamma}\left\{z^{\beta-c n-\gamma-1}\left(z+w-z_{1}\right) \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)\right\} \mid z=z_{1} \\
&=\left.D_{z}^{-\alpha+c n+\gamma}\left\{z^{\beta-c n-\gamma} \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)\right\}\right|_{z=z_{1}} \\
&+\left.\left(z-z_{1}\right) D_{z}^{-\alpha+c n+\gamma}\left\{z^{\beta-c n-\gamma-1} \Phi_{\lambda, \mu ; \nu}^{(\rho, \sigma, \kappa)}(z, s, a)\right\}\right|_{z=z_{1}} \\
&= z_{1}^{\beta+\alpha-2 c n-2 \gamma}\left(\frac{\Gamma(1+\beta-c n-\gamma)}{\Gamma(1+\beta+\alpha-2 c n-2 \gamma)} \Phi_{\lambda, \mu, 1+\beta-c n-\gamma ; \nu, 1+\beta+\alpha-2 c n-2 \gamma}^{(\rho, \sigma, 1, \kappa, 1)}\left(z_{1}, s, a\right)\right. \\
&\left.+\left(\frac{z-z_{1}}{z_{1}}\right) \frac{\Gamma(\beta-c n-\gamma)}{\Gamma(\beta+\alpha-2 c n-2 \gamma)} \Phi_{\lambda, \mu, \beta-c n-\gamma ; \nu, \beta+\alpha-2 c n-2 \gamma}^{(\rho, \sigma, 1, \kappa, 1)}\left(z_{1}, s, a\right)\right) . \tag{4.19}
\end{align*}
$$

Thus, by combining (4.18) and (4.19), we obtain the desired result (4.17).

## 5 Corollaries and consequences

This section is devoted to the presentation of some special cases of the main results. These special cases and consequences are given in the form of the following corollaries.
Setting $\mu=\rho=\sigma=1$ in Theorem 6 with $z \mapsto\left(\frac{z}{\lambda}\right)^{1 / \kappa}$, dividing by $\Gamma(v)$ and taking the limit when $\lambda \rightarrow \infty$, we deduce the following expansion formula.

Corollary 1 Under the hypotheses of Theorem 6, the following expansion holds true:

$$
\begin{align*}
E_{\kappa, \tau}^{(a)}(s ; z)= & \frac{\Gamma(\tau) \Gamma(1+v-\tau) \sin (\gamma \pi)}{\pi \Gamma(v)} \\
& \cdot \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} \Phi_{1,1 ; v, 1-\gamma-n}^{(1, \kappa, \kappa, \kappa)}(z, s, a)}{(\gamma+n) \Gamma(1+v-\tau-\gamma-n) \Gamma(\tau+\gamma+n)} \tag{5.1}
\end{align*}
$$

provided that both members of (5.1) exist.

Letting $\rho=\sigma=\kappa=1$ in Theorem 7 leads to the following expansion formula.

Corollary 2 Under the assumptions of Theorem 7, the following expansion formula holds true:

$$
\begin{align*}
& \Phi_{\lambda, \mu ; \tau}(z, s, a) \\
&= \frac{\Gamma(\tau) \Gamma(1+v-\tau) \sin \beta \pi \sin (v-\tau+\beta-\theta) \pi}{\Gamma(v) \Gamma(\tau-\gamma-\theta-1) \Gamma(1+\gamma+\theta) \sin (v-\tau+\beta) \pi \sin (\beta-\theta-\gamma) \pi} \\
& \cdot \frac{\sin \theta \pi}{\sin (\theta+\gamma) \pi} \sum_{n=-\infty}^{\infty} \frac{\Gamma(v-\theta-n) \Gamma(\theta+n)}{\Gamma(2+v-\tau+\gamma-n) \Gamma(-\gamma+n)} \\
& \cdot \Phi_{\lambda, \mu, \theta+n ; v, 1+\theta+\gamma}^{(1,1,1,1,1)}(z, s, a) \tag{5.2}
\end{align*}
$$

provided that both members of (5.2) exist.

Putting $\rho=\sigma=\kappa=1$ and replacing $\lambda$ by $\nu$ in Theorem 9 , we deduce the following expansion formula given recently by Gaboury [17, Eq. (4.4)].

Corollary 3 Under the hypotheses of Theorem 9, the following expansion formula holds true:

$$
\begin{align*}
\Phi_{\mu}^{*}(z, s, a)= & c z^{-\alpha}\left(z-z_{1}\right)^{-\beta} z_{1}^{\alpha+\beta} \sum_{n=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \pi c(n+1)} \sin [(\alpha+c n+\gamma) \pi] \Gamma(\alpha+c n+\gamma)}{\sin [(\alpha-c+\gamma) \pi] \Gamma(1-\beta+c n+\gamma) \Gamma(\alpha+\beta)} \\
& \cdot \Phi_{\mu, \alpha+c n+\gamma ; \alpha+\beta}^{(1,1,1)}\left(z_{1}, s, a\right)\left(\frac{z-z_{1}}{z}\right)^{c n+\gamma} \tag{5.3}
\end{align*}
$$

for $z$ on $C_{1}(1)$ defined by

$$
\begin{equation*}
z=\frac{z_{1}}{2}+\frac{z_{1}}{2} \sqrt{1+\mathrm{e}^{\mathrm{i} \theta}} \quad(-\pi<\theta<\pi) \tag{5.4}
\end{equation*}
$$

provided that both sides of (5.3) exist.

Setting $\lambda=\rho=1$ in Theorem 10, we obtain the following corollary.

## Corollary 4 Under the hypotheses of Theorem 10, the following expansion holds true:

$$
\begin{align*}
\Phi_{\mu, \nu}^{(\sigma, \kappa)}(z, s, a)= & c z^{-\beta+\gamma}\left(z-z_{1}\right)^{-\alpha+\gamma} z_{1}^{\beta+\alpha-2 \gamma-1} \\
& \cdot \sum_{n=-\infty}^{\infty} \frac{\sin [(\beta-c n-\gamma) \pi] \mathrm{e}^{\mathrm{i} \pi c(n+1)}}{\sin [(\beta+c-\gamma) \pi] \Gamma(1-\alpha+c n+\gamma)}\left(\frac{z\left(z-z_{1}\right)}{z_{1}^{2}}\right)^{c n} \\
& \cdot \frac{\Gamma(\beta-c n-\gamma)}{\Gamma(\beta+\alpha-2 c n-2 \gamma)}\left[\left(z-z_{1}\right) \Phi_{1, \mu, \beta-c n-\gamma ; \nu, \beta+\alpha-2 c n-2 \gamma}^{(1, \sigma, 1, \kappa, 1)}\left(z_{1}, s, a\right)\right. \\
& \left.+\left(\frac{\beta-c n-\gamma}{\alpha+\beta-2 c n-2 \gamma}\right) z_{1} \Phi_{1, \mu, 1+\beta-c n-\gamma ; \nu, 1+\beta+\alpha-2 c n-2 \gamma}^{(1, \sigma, 1, \kappa, 1)}\left(z_{1}, s, a\right)\right] \tag{5.5}
\end{align*}
$$

for $\lambda>0$ and for $z$ on $C_{1}(1)$ defined by

$$
z=\frac{z_{1}}{2}+\frac{z_{1}}{2} \sqrt{1+\mathrm{e}^{\mathrm{i} \theta}} \quad(-\pi<\theta<\pi)
$$

provided that both sides of (5.5) exist.

In our series of forthcoming papers, we propose to consider and investigate analogous expansion formulas and other results involving the more general multi-parameter family of the Hurwitz-Lerch zeta function (1.18) and also their $\lambda$-extensions considered recently by Srivastava et al. [41] and Srivastava [42].
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