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1 Introduction
For a,b ∈R, such that b– a is a nonnegative integer, we define Na = {a,a+ ,a+, . . .} and
N

b
a = {a,a+, . . . ,b} throughout this paper. It is also worth noting that, in what follows, for

any Banach-valued function u defined on Na, we appeal to the convention
∑k

s=k u(s) = θ ,
where k,k ∈Na with k > k and θ is the zero element of a given Banach space.
In this paper, we will consider the existence of a unique solution to the following discrete

fractional mixed type sum-difference equation boundary value problem in the Banach
space E:

⎧⎪⎪⎨
⎪⎪⎩

�αu(t) + f (t + α – ,u(t + α – ), (Tu)(t), (Su)(t)) = θ , t ∈N,

u(α – n) = �u(α – n) = �u(α – n) = · · · =�n–u(α – n) = θ ,

�α–u(∞) = u∞,

(.)

where n –  < α ≤ n, n ∈ N, �α denotes the discrete Riemann-Liouville fractional differ-
ence of order α, f :Nα– × E × E × E → E is continuous, θ represents the zero element of
E, �α–u(∞) = limt→+∞ �α–u(t) = u∞ ∈ E and

(Tu)(t) =
t∑

s=

k(t, s)u(s + α – ), (Su)(t) =
∞∑
s=

h(t, s)u(s + α – ),

where k :D →R, D = {(t, s) ∈N ×N : s ≤ t}, h :N ×N →R.
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Discrete fractional calculus is a generalization of ordinary difference and summation
on arbitrary order that can be non-integer, and it has gained considerable popularity due
mainly to its demonstrated applications in describing some real-world phenomena [, ].
Among all the topics, the branch of discrete fractional boundary value problems is cur-
rently undergoing active investigation; see, for example, [–] and the references therein.
Boundary value problems for differential equations in Banach spaces have been stud-

ied by many authors [–]. Especially for the study of nonlinear mixed type integro-
differential equations which arise from many nonlinear problems in science [], a series
of excellent results have been obtained in recent years [, , –].
On the other hand, it is well known that discrete analogues of differential equations can

be very useful in applications [, ], in particular for using computer to simulate the
behavior of solutions for certain dynamic equations. However, compared to continuous
case, significantly less is known about discrete difference calculus in Banach spaces [–
]. Furthermore, as far as we know, the theory of discrete fractional mixed type sum-
difference equations boundary value problems in Banach spaces is still a new research
area. So, in this paper, we focus on this gap and provide some sufficient conditions for the
existence and uniqueness of solutions to problem (.).
The remainder of this paper is organized as follows. Section  preliminarily presents

some necessary basic knowledge for the theory of discrete fractional calculus in Banach
spaces. In Section , the existence and uniqueness result for the solution to problem (.)
will be established with the help of the contraction mapping principle. Finally, in Sec-
tion , two concrete examples are provided to illustrate the possible applications of the
established analytical result.

2 Preliminaries
In this section, we firstly present the definitions for the discrete Riemann-Liouville frac-
tional difference and the discrete fractional sum for Banach-valued functions similar to
the corresponding definitions for real-valued functions [–].

Definition . ([]) For any t and ν , the falling factorial function is defined as

tν =
�(t + )

�(t +  – ν)

provided that the right-hand side is well defined. We appeal to the convention that if t +
 – ν is a pole of the gamma function and t +  is not a pole, then tν = .

Definition . The νth discrete fractional sum of a function f : Na → E, for ν > , is
defined by

�–ν
a f (t) =


�(ν)

t–ν∑
s=a

(t – s – )ν–f (s), t ∈Na+ν .

Also, we define the trivial sum �–
a f (t) = f (t), t ∈Na.
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Definition . The νth discrete Riemann-Liouville fractional difference of a function f :
Na → E, for ν > , is defined by

�ν
af (t) =�n�–(n–ν)

a f (t), t ∈Na+n–ν ,

where n is the smallest integer greater than or equal to ν and �n is the nth order forward
difference operator. If ν = n ∈N, then �n

af (t) = �nf (t).

Remark . FromDefinitions . and ., it is easy to see that�–ν
a maps functions defined

on Na to functions defined on Na+ν and �ν
a maps functions defined on Na to functions

defined on Na+n–ν , where n is the smallest integer greater than or equal to ν . Also, it is
worth reminding the reader that the t in �ν

af (t) (or �–ν
a f (t)) represents an input for the

function �ν
af (or �–ν

a f ) and not for the function f . For ease of notation, throughout this
paper we omit the subscript a in �ν

af (t) and �–ν
a f (t) when it does not lead to domain

confusion and general ambiguity.

Now, we present the following two results, which are analogues to the ordinary case for
the real-valued function.

Lemma . Let f :Na → E and ν,μ > . Then

�–ν
a+μ�–μ

a f (t) = �–ν–μ
a f (t) = �–μ

a+ν�
–ν
a f (t), t ∈ Na+μ+ν .

Lemma . Let f :Na → E, ν >  and p be a positive integer. Then

�–ν
a �pf (t) =�p�–ν

a f (t) –
p∑
i=

(t – a)v–i

�(ν – i + )
�p–if (a).

Remark . Lemma . and Lemma . are natural analogues of Theorem . in [] and
Theorem. in [] for real-valued functions. Their proofs are similar to the ordinary case.
So, here we omit them. Additionally, by using Lemma ., we can easily obtain the equality
�ν�–ν f (t) = f (t), ν >  holds, for any Banach-valued function f .

At last, we need to state the following lemmas, which will be important in the sequel.

Lemma . Let ν >  and f :Na → E. Then

�–ν
a+n–ν�

ν
af (t) = f (t) + c(t – a – n + ν)ν–

+ c(t – a – n + ν)ν– + · · · + cn(t – a – n + ν)ν–n, (.)

where ci ∈ E, i = , , . . . ,n, and n is the smallest integer greater than or equal to ν .

Proof By Definition ., Lemma ., Lemma . and Remark ., we have

�–ν
a+n–ν�

ν
af (t)

=
(
�–ν

a+n–ν�
n�–(n–ν)

a f
)
(t)
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=
(
�n�–ν

a+n–ν�
–(n–ν)
a f

)
(t) –

n∑
i=

(t – a – n + ν)v–i

�(ν – i + )
[(

�n–i�–(n–ν)
a f

)
(a + n – ν)

]

= f (t) –
n∑
i=

(t – a – n + ν)v–i

�(ν – i + )
[(

�n–i�–(n–ν)
a f

)
(a + n – ν)

]
.

Setting ci = –(�n–i�–(n–ν)
a f )(a+n–ν)
�(ν–i+) , i = , , . . . ,n; then we get (.). So the proof is complete.�

Lemma . ([]) Let a ∈R and μ >  be given. Then

�(t – a)μ = μ(t – a)μ–

for any t for which both sides are well defined. Furthermore, for n –  < ν ≤ n, n ∈ N and
μ ∈R \ (–N),

�–ν
a+μ(t – a)μ = μ–ν(t – a)μ+ν , t ∈Na+μ+ν ,

and

�ν
a+μ(t – a)μ = μν(t – a)μ–ν , t ∈Na+μ+n–ν .

3 Main results
In this section, we establish the existence of a unique solution to problem (.). To accom-
plish this, we firstly list here the following conditions.

(C) There exist constants k∗ and h∗ such that

k∗ = sup
t∈N

t∑
s=

∣∣k(t, s)∣∣ < +∞,

h∗ = sup
t∈N


 + (t + α – )α–

∞∑
s=

∣∣h(t, s)∣∣[ + (s + α – )α–
]
< +∞.

(C) f ∗ =
∑∞

t=α– ‖f (t, θ , θ , θ )‖ < +∞, and there exist nonnegative numbers a, b, c and a
function p :Nα– → [,∞) with p∗ =

∑∞
t=α– p(t)( + tα–) < +∞ such that

∥∥f (t,u, v,w) – f (t,u, v,w)
∥∥ ≤ p(t)

(
a‖u – u‖ + b‖v – v‖ + c‖w –w‖)

for t ∈Nα–, u, v,w,u, v,w ∈ E.

Next, we define

X =
{
u :Nα–n → E

∣∣∣ sup
t∈Nα–n

‖u(t)‖
 + tα–

< +∞
}

equipped with the norm

‖u‖X = sup
t∈Nα–n

‖u(t)‖
 + tα–

.
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Furthermore, by means of the linear functional analysis theory, we can easily prove that
(X,‖ · ‖X) is a Banach space.
Next, we state and prove the following lemmas, which will be used to establish the exis-

tence result of solutions to problem (.).

Lemma . If (C) and (C) hold, then, for any u ∈ X,

∞∑
t=

∥∥f (t + α – ,u(t + α – ), (Tu)(t), (Su)(t)
)∥∥ ≤ p∗(a + bk∗ + ch∗)‖u‖X + f ∗. (.)

Proof Setting u = v = w = θ in (C), we have

∥∥f (t,u, v,w)∥∥ ≤ p(t)
(
a‖u‖ + b‖v‖ + c‖w‖) + ∥∥f (t, θ , θ , θ )∥∥,

(t,u, v,w) ∈Nα– × E × E × E.

So, for any u ∈ X, t ∈N, using (C) again produces

∥∥f (t + α – ,u(t + α – ), (Tu)(t), (Su)(t)
)∥∥

≤ p(t + α – )
(
a
∥∥u(t + α – )

∥∥ + b
∥∥(Tu)(t)∥∥ + c

∥∥(Su)(t)∥∥)
+

∥∥f (t + α – , θ , θ , θ )
∥∥

= p(t + α – )
[
 + (t + α – )α–

](
a

‖u(t + α – )‖
 + (t + α – )α–

+ b
‖(Tu)(t)‖

 + (t + α – )α–

+ c
‖(Su)(t)‖

 + (t + α – )α–

)
+

∥∥f (t + α – , θ , θ , θ )
∥∥

≤ p(t + α – )
[
 + (t + α – )α–

](
a‖u‖X + bk∗‖u‖X + ch∗‖u‖X

)
+

∥∥f (t + α – , θ , θ , θ )
∥∥. (.)

Summating both sides of (.), we can get (.). The proof is completed. �

Lemma . Let h :N → E be given and n –  < α ≤ n, n ∈N. The unique solution of

⎧⎪⎪⎨
⎪⎪⎩

�αu(t) + h(t) = θ , t ∈N,

u(α – n) = �u(α – n) = �u(α – n) = · · · =�n–u(α – n) = θ ,

�α–u(∞) = u∞,

(.)

is

u(t) =
∞∑
s=

G(t, s)h(s) +
u∞
�(α)

tα–, t ∈Nα–n,

where

G(t, s) =


�(α)

⎧⎨
⎩tα– – (t – s – )α–, s ∈N

t–α
 ,

tα–, s ∈Nt–α+.
(.)

http://www.advancesindifferenceequations.com/content/2014/1/184
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Proof Suppose that u :Nα–n → E satisfies the equation of problem (.), then Lemma .
implies that

u(t) = –


�(α)

t–α∑
s=

(t – s – )α–h(s) + ctα– + ctα– + · · · + cntα–n

for some ci ∈ E, i = , , . . . ,n, t ∈Nα–n. By u(α – n) = θ , we get cn = θ .
Furthermore, in view of Lemma ., we have

�u(t) = –


�(α – )

t–(α–)∑
s=

(t – s – )α–h(s)

+ c(α – )tα– + c(α – )tα– + · · · + cn–(α – n + )tα–n. (.)

Substituting �u(α – n) = θ in (.) gives cn– = θ .
Repeating the above steps with �u(α – n) = · · · =�n–u(α – n) = θ , we can get

cn– = cn– = · · · = c = θ .

Therefore,

u(t) = –


�(α)

t–α∑
s=

(t – s – )α–h(s) + ctα–, t ∈Nα–n. (.)

By virtue of Lemma . again, we have

�α–u(t) = –
t–∑
s=

h(s) + c�(α), t ∈N. (.)

Using the condition �α–u(∞) = u∞ in (.), we obtain

c =


�(α)

( ∞∑
s=

h(s) + u∞

)
.

Now, substitution of c into (.) gives

u(t) = –


�(α)

t–α∑
s=

(t – s – )α–h(s) +


�(α)

∞∑
s=

tα–h(s) +
u∞
�(α)

tα–

=
∞∑
s=

G(t, s)h(s) +
u∞
�(α)

tα–, t ∈Nα–n,

where G(t, s) is defined by (.). The proof is complete. �

Remark . From the expression of G(t, s), we can easily find that G(t, s) ≥  and G(t,s)
+tα– <


�(α) for (t, s) ∈Nn–α ×N.

With the above auxiliary results in hand, we now establish the main result as follows.
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Theorem . If (C), (C) hold and

σ =
p∗(a + bk∗ + ch∗)

�(α)
< , (.)

then problem (.) has a unique solution u in X .

Proof Define an operator F : X → X by

(Fu)(t) =
∞∑
s=

G(t, s)f
(
s + α – ,u(s + α – ), (Tu)(s), (Su)(s)

)
+

u∞
�(α)

tα–,

where t ∈Nα–n, and due to Lemma ., we have

‖(Fu)(t)‖
 + tα–

≤
∞∑
s=

G(t, s)
 + tα–

∥∥f (s + α – ,u(s + α – ), (Tu)(s), (Su)(s)
)∥∥ +

‖u∞‖tα–
�(α)( + tα–)

≤ 
�(α)

{
p∗(a + bk∗ + ch∗)‖u‖X + f ∗ + ‖u∞‖}

= σ‖u‖X + �, t ∈Nα–n.

Therefore,

‖Fu‖X ≤ σ‖u‖X + �, u ∈ X,

here � = (f ∗ + ‖u∞‖)/�(α) and σ is defined by (.). So, the operator F is well defined.
Furthermore, from Lemma ., we can transform problem (.) as an operator equation
u = Fu, and it is clear to see that u is a solution of problem (.) is equivalent to a fixed
point of F .
Next, for any u, v ∈ X, we denote

A(u, v)(t) = f
(
t + α – ,u(t + α – ), (Tu)(t), (Su)(t)

)
– f

(
t + α – , v(t + α – ), (Tv)(t), (Sv)(t)

)
, t ∈N.

In view of (C), we have

‖(Fu)(t) – (Fv)(t)‖
 + tα–

≤
∞∑
s=

G(t, s)
 + tα–

∥∥A(u, v)(s)∥∥

≤ 
�(α)

∞∑
s=

[
p(s + α – )

(
a
∥∥u(s + α – ) – v(s + α – )

∥∥ + b
∥∥(Tu)(s) – (Tv)(s)

∥∥
+ c

∥∥(Su)(s) – (Sv)(s)
∥∥)]

≤ 
�(α)

∞∑
s=

[
p(s + α – )

[
 + (s + α – )α–

]

http://www.advancesindifferenceequations.com/content/2014/1/184
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× (
a‖u – v‖X + bk∗‖u – v‖X + ch∗‖u – v‖X

)]
≤ 

�(α)
p∗(a + bk∗ + ch∗)‖u – v‖X

= σ‖u – v‖X .

So we get

‖Fu –Fv‖X ≤ σ‖u – v‖X ,

which, together with the assumption that σ < , implies that F is a contraction mapping.
By means of the Banach contraction mapping principle, we get that F has a unique fixed
point in E; that is problem (.) has a unique solution. This completes the proof. �

4 Examples
In this section, we illustrate the possible application of the above established analytical
result with the following two concrete examples.

Example . Consider the following problem:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�/un(t) + –(t+)
n[+(t+/)/]

sin[n(t + /) + un(t + /)]

+ –(t+)
(n+)[+(t+/)/]

ln{ + [
∑t

s=


(t+s+) un(s + /)]}
+ e–(t+)√

n[+sin(t+/)+(t+/)/]

× {∑∞
s=

cos(ts)
(s+)[+(s+/)/]

un+(s + /)} = , t ∈N,

un(–/) = �un(–/) = �un(–/) = ,

�/un(∞) = 
n! , n = , , , . . . .

(.)

Conclusion Problem (.) has a unique solution {un(t)} such that un(t) →  as n → ∞
for t ∈N–/.

Proof Let E = c = {u = (u,u, . . . ,un, . . .) : un → }. Evidently, (E,‖ · ‖) is a Banach space
with the norm ‖u‖ = supn |un| for any u ∈ E. Then the infinite discrete fractional difference
system (.) can be regarded as a boundary value problem of the form (.) in the Banach
space E. In this situation, α = /, θ = (, , . . . , , . . .) ∈ E, u∞ = (, /!, . . . , /n!, . . .) ∈ E,

k(t, s) =


(t + s + )
, h(t, s) =

cos(ts)
(s + )[ + (s + /)/]

,

and f = (f, f, . . . , fn, . . .), in which

fn(t,u, v,w) =
–(t–/)

n[ + t/]
sin

(
nt + un

)
+

–(t–/)

(n + )[ + t/]
ln

(
 + vn

)

+
e–(t–/)√

n[ + sin t + t/]
wn+,

where t ∈ N/ and u = (u,u, . . . ,un, . . .), v = (v, v, . . . , vn, . . .), w = (w,w, . . . ,wn, . . .) ∈ E.
From the expression of fn, it is easy to see that f : N/ × E × E × E → E is continuous.

http://www.advancesindifferenceequations.com/content/2014/1/184
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Furthermore, for any t ∈N/, u, v,w,u, v,w ∈ E, we have

∣∣fn(t,u, v,w) – fn(t,u, v,w)
∣∣

≤ –(t–/)

n[ + t/]
∣∣sin(nt + un

)
– sin

(
nt + un

)∣∣
+

–(t–/)

(n + )[ + t/]
∣∣ln( + vn

)
– ln

(
 + vn

)∣∣
+

e–(t–/)√
n[ + sin t + t/]

|wn+ –wn+|

≤ –(t–/)

n[ + t/]
|un – un| + –(t–/)

(n + )[ + t/]
|vn – vn|

+
e–(t–/)√

n[ + sin t + t/]
|wn+ –wn+|

≤ –(t–/)

 + t/
[|un – un| + /|vn – vn| + |wn+ –wn+|

]
,

and therefore,

∥∥f (t,u, v,w) – f (t,u, v,w)
∥∥ ≤ –(t–/)

 + t/
[‖u – u‖ + /‖v – v‖ + ‖w –w‖],

where a = c = , b = 
 , p(t) =

–(t–/)
+t/

, which imply that (C) holds together with the follow-
ing facts:

p∗ =
∞∑

t=/

p(t)
(
 + t/

)
=

∞∑
t=/

–(t–/) =  <∞

and

f ∗ =
∞∑

s=/

∥∥f (t, θ , θ , θ )∥∥ ≤
∞∑

s=/

–(t–/) = / < ∞.

On the other hand, we can verify that

k∗ = sup
t∈N

t∑
s=


(t + s + )

= sup
t∈N


(t + )

=


< ∞,

h∗ = sup
t∈N


 + (t + /)/

∞∑
s=

| cos(ts)|[ + (s + /)/]
[ + (s + /)/](s + )

≤ sup
t∈N


 + (t + /)/

∞∑
s=


(s + )

≤ 
 + �(/)

<


< ∞.

So (C) is also satisfied. Finally, by a simple calculation, we can obtain

σ =
p∗(a + bk∗ + ch∗)

�(α)
≤ ( + / + /)

�(/)
< . < .

http://www.advancesindifferenceequations.com/content/2014/1/184
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Thus, all the conditions of Theorem . are satisfied and our conclusion follows fromThe-
orem .. �

Example . Consider the following problem:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�/ω(t,x) + –(t+)
[+(t+/)/]

cos[ω(t + /,x)]

+ –(t+)
e[+(t+/)/]

[
∑t

s=


(t+s+) ω(s + /,x)]

+ e–(t+)
e[+cos(t+/)+(t+/)/]

{∑∞
s=

sin(t+es)
(s+)[+(s+/)/]

ω(s + /,x)} = ,

t ∈N,x ∈ [, ],

ω(–/,x) =�tω(–/,x) = , �/ω(∞,x) = x.

(.)

Here, �/ω(t,x) represents the discrete Riemann-Liouville fractional difference of order
/ for the function ω(t,x) with respect to its first variable t.

Conclusion Problem (.) has a unique solution ω :N–/ × [, ]→R such that for each
given t ∈ N–/, ω(t,x) is continuous for x ∈ [, ].

Proof Let E = C[, ] = {g : [, ] → R is continuous}; then (E,‖ · ‖) is a Banach space
equippedwith the norm ‖g‖ = supx∈[,] |g(x)|, g ∈ E. Define u :N–/ → E by u(t) = ω(t, ·) ∈
E; then the discrete fractional partial difference system (.) can be transformed into the
form of problem (.), where θ = , u∞ = x,

k(t, s) =


(t + s + )
, h(t, s) =

sin(t + es)
(s + )[ + (s + /)/]

,

and

f (t,u, v,w) =
–(t–/)

[ + t/]
cosu +

–(t–/)

e[ + t/]
v +

e–(t–/)

e[ + cos t + t/]
w

for (t,u, v,w) ∈N/ × E × E × E. It is obvious that f is continuous.
Choosing a = 

 , b =

e , c =


e and p(t) = –(t–/)

+t/
, t ∈ N/; then we can verify that p∗ = ,

f ∗ < /, k∗ = /, h∗ < ., σ < . and

∥∥f (t,u, v,w) – f (t,u, v,w)
∥∥ ≤ p(t)

(
a‖u – u‖ + b‖v – v‖ + c‖w –w‖)

holds for any t ∈ N/, u, v,w,u, v,w ∈ E.
Clearly, all the conditions of Theorem . are fulfilled. Therefore, we can conclude that

problem (.) has a unique solution. �

Competing interests
The authors declare that they have no competing interests.

Authors’ contributions
The authors declare that the study was realized in collaboration with the same responsibility. All authors read and
approved the final manuscript.

http://www.advancesindifferenceequations.com/content/2014/1/184


Lv and Feng Advances in Difference Equations 2014, 2014:184 Page 11 of 12
http://www.advancesindifferenceequations.com/content/2014/1/184

Acknowledgements
The authors sincerely thank the reviewers for their valuable suggestions and useful comments that have led to the
present improved version of the original manuscript. The research is supported by the National Natural Science
Foundation of China 11261032, the Longdong University Grant XYZK-1207 and XYZK-1402.

Received: 23 April 2014 Accepted: 2 July 2014 Published: 22 Jul 2014

References
1. Wu, G, Baleanu, D: Discrete fractional logistic map and its chaos. Nonlinear Dyn. 75, 283-287 (2014)
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