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Abstract
In this paper, we consider a kind of higher-order neutral equation with distributed
delay and variable parameter:
(x(t) – p(t)x(t – σ ))(n) + f (x(t))x′(t) + g(

∫ 0
–r x(t + s)dα(s)) = q(t). By using the classical

coincidence degree theory of Mawhin, sufficient conditions for the existence of
periodic solutions are established. Recent results in the literature are generalized and
significantly improved. Furthermore, two examples are given to illustrate that the
results are almost sharp.
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1 Introduction
This paper is devoted to the application of Mawhin’s continuation theorem to investigate
the existence of periodic solutions for the following equation:

(
x(t) – p(t)x(t – σ )

)(n) + f
(
x(t)

)
x′(t) + g

(∫ 

–r
x(t + s)dα(s)

)
= q(t), (.)

where p, q are continuous periodic functions with period T > , p ∈ Cn(R,R) with |p(t)| �=
, f , g ∈ C(R,R), r > , n is a positive integer, σ ∈R, α : [–r, ] →R+ is a bounded variation
function,

∨
–r(α) =  and α() �= α(–r), where

∨
–r(α) is the total variation of α(s) over

[–r, ].
In recent years, the existence of periodic solution for functional differential equations

has been studied extensively (see [–]). For example, in [], the authors studied the fol-
lowing equation with a deviating argument:

x′′(t) + f
(
x(t)

)
x′(t) + g

(
x
(
t – τ

(
t,x(t)

)))
= e(t). (.)

Du et al. [] studied the second-order neutral equation with variable parameter:

(
x(t) – c(t)x(t – τ )

)′′ + f
(
x(t)

)
x′(t) + g

(
x
(
t – γ (t)

))
= e(t). (.)
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In [], the authors proved for the first time the lemma (Lemma .) for the existence ofA–

with (Ax)(t) = x(t) – c(t)x(t – τ ) and some properties of A– when c(t) is not a constant.
Then they established sufficient conditions for the existence of periodic solutions of (.)
by using Mawhin’s theorem.
In [], Wang and Lu discussed a kind of high-order neutral functional differential equa-

tion with distributed delay:

(
x(t) – cx(t – σ )

)(n) + f
(
x(t)

)
x′(t) + g

(∫ 

–r
x(t + s)dα(s)

)
= p(t) (.)

with |c| �=  a constant. However, there are several errors in the proof of Theorems .
and . of []. The main purpose of this paper is to improve the results of [] and modify
the errors. Meanwhile, the problem considered in paper [] is generalized to the higher-
order case in our work. Moreover, two examples are given to demonstrate our results.

2 Related lemmas
For convenience we denote pi = maxt∈[,T] |p(i)(t)|, i = , , . . . ,n, p()(t) = p(t), τ =
mint∈[,T] |p(t)|, and define the spaces

CT =
{
x ∈ C(R,R) : x(t + T) ≡ x(t),∀t ∈R

}
with the norm |x| =maxt∈[,T] |x(t)| and

C
T =

{
x ∈ C(R,R) : x(t + T) ≡ x(t),∀t ∈R

}
with the norm ‖x‖ =max{|x|, |x′|}. Clearly, CT and C

T are all Banach spaces.
Define a linear operator A : CT → CT by

(Ax)(t) = x(t) – p(t)x(t – σ ), ∀t ∈ [,T].

Lemma . [] If |p(t)| �= , then A has a continuous inverse A– on CT satisfying

()
(
A–x

)
(t) =

{
x(t) +

∑∞
j=

∏j
i= p(t – (i – )σ )x(t – jσ ), p < ,∀x ∈ CT ,

– x(t+σ )
p(t+σ ) –

∑∞
j=

∏j+
i=


p(t+iσ )x(t + (j + )σ ), τ > ,∀x ∈ CT ;

()
∣∣(A–x

)
(t)

∣∣ ≤
{ |x|

–p
, p < ,∀x ∈ CT ,

|x|
τ– , τ > ,∀x ∈ CT ;

()
∫ T



∣∣(A–x
)
(t)

∣∣dt ≤
{


–p

∫ T
 |x(t)|dt, p < ,∀x ∈ CT ,


τ–

∫ T
 |x(t)|dt, τ > ,∀x ∈ CT .

Let X and Y be real Banach spaces and L : domL ⊂ X → Y be a Fredholm operator with
index zero, i.e., ImL is closed and dimkerL = codim ImL < ∞. If L is a Fredholm operator
with index zero, then there exist continuous projections P : X → X and Q : Y → Y such
that ImP = kerL, ImL = kerQ and LP = L|domL∩kerP : (I – P)X → ImL is invertible. Denote
by KP the inverse of LP . Define N : � → X, where � ⊂ X is an open and bounded set; N
is L-compact on �, if QN is continuous and bounded and KP(I –Q)N is compact on �.
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Lemma. [] Let X and Y be two Banach spaces with norms ‖·‖X and ‖·‖Y , respectively,
and � ⊂ X an open and bounded set. Suppose L : X ∩ domL → Y is a Fredholm operator
of index zero and N :� → Y is L-compact. In addition, if

(i) Lx �= λNx for λ ∈ (, ), x ∈ (domL \ kerL)∩ ∂�;
(ii) Nx /∈ ImL for x ∈ kerL∩ ∂�;
(iii) deg{JQN |�∩kerL,� ∩ kerL, } �= , where J : ImQ → kerL is a homeomorphism.

Then the abstract equation Lx =Nx has at least one solution in �.

Define the linear operator L : domL ⊂ C
T → CT by Lx = (Ax)(n) with

domL =
{
x ∈ Cn(R,R) : x(t + T) ≡ x(t), t ∈ [,T]

}
=: Cn

T

and the nonlinear operator

N : C
T → CT , (Nx)(t) = –f

(
x(t)

)
x′(t) – g

(∫ 

–r
x(t + s)dα(s)

)
+ q(t).

From x ∈ kerL, (x(t) – p(t)x(t – σ ))(n) = , we can obtain

x(t) – p(t)x(t – σ ) = cn–tn– + · · · + ct + c,

where ci ∈ R, i = , , , . . . ,n – . From x(t) – p(t)x(t – σ ) ∈ Cn
T , we have cj = , j = , , . . . ,

n – . Let ω ∈ CT be a solution of x(t) – p(t)x(t – σ ) = , from Lemma ., ω(t) �= , then

kerL =
{
x ∈ domL : x(t) = cω(t), t ∈ [,T]

}
.

Clearly, ImL = {y ∈ CT :
∫ T
 y(t)dt = }. Define continuous projections

P : C
T → C

T , (Px)(t) =
∫ T
 x(s)ds∫ T
 ω(s)ds

ω(t), t ∈ [,T],

Q : CT → CT , (Qx)(t) =

T

∫ T


y(s)ds, t ∈ [,T].

It is easy to see that ImP = kerL and kerQ = ImL. So dimkerL =  = dim ImQ = codim ImL.
Notice that ImL is closed, then L is a Fredholm operator of index zero.
Set KP = L–P : ImL → domL∩ kerP by

(KPy)(t) = A–

{ n–∑
i=


i!
(Ax)(i)()ti +


(n – )!

∫ t


(t – s)n–y(s)ds

}
, ∀t ∈ [,T],

where (Ax)(i)(), i = , , . . . ,n – , are defined by the equation CX = B; here

XT =
(
(Ax)(n–)(), (Ax)(n–)(), . . . , (Ax)′()

)
,

BT = (b,b, . . . ,bn–), bi = –

i!T

∫ T


(T – s)iy(s)ds,

http://www.advancesindifferenceequations.com/content/2014/1/187
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C =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

   · · ·  
c   · · ·  
c c  · · ·  
...

...
...

. . .
...

...
cn– cn– cn– · · ·  
cn– cn– cn– · · · c 

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(n–)×(n–)

with

cj =
Tj

(j + )!
, j = , , . . . ,n – .

Whereafter, since kerP = {x ∈ C
T :

∫ T
 x(s)ds = }, (Ax)() can be determined by

∫ T


A–

{ n–∑
i=


i!
(Ax)(i)()ti +


(n – )!

∫ t


(t – s)n–y(s)ds

}
dt = .

It follows from Lemma ., the definition of N , Q, KP , and the continuity of f , g , q that N
is L-compact.

3 Main results
Theorem . Suppose n is an even integer and

∑k
i=Ci

kpiTi <  with k = n
 . In addition, if

there exist constants a ≥  and M >  such that
(H) x · (g(x) – q) >  (or < ), whenever |x| >M, where q = 

T
∫ T
 q(t)dt,

(H) lim sup|x|→∞ maxt∈[,T] |g(x)–q(t)|
|x| ≤ a,

then (.) has at least one periodic solution provided

aTn

 –
∑k

i=Ci
kpiTi

< . (.)

Proof Without loss of generality, wemay assume that x · (g(x) –q) > , when |x| >M. Now,
we will complete the proof by three steps.
Step . Let � = {x ∈ domL \ kerL : Lx = λNx,λ ∈ (, )}, ∀x ∈ �, Lx = λNx, i.e.,

(
x(t) – p(t)x(t – σ )

)(n) + λf
(
x(t)

)
x′(t) + λg

(∫ 

–r
x(t + s)dα(s)

)
= λq(t). (.)

Integrating both sides of (.) on [,T], we have∫ T



[
g
(∫ 

–r
x(t + s)dα(s)

)
– q

]
dt = . (.)

By the integral mean value theorem, there exists a constant ξ ∈ (,T) such that g(
∫ 
–r x(ξ +

s)dα(s)) – q = . So (H) implies that | ∫ 
–r x(ξ + s)dα(s)| ≤ M. Since

∨
–r(α) =  and

α(–r) �= α() on t ∈ [–r, ], by the properties of the Riemann-Stieltjes integral, there ex-
ists a constant η ∈ (–r, ) such that |x(ξ + η)| ≤ M. Because x(t) is a T-periodic function,
there exists an integer k such that ξ + η = kT + t∗, t∗ ∈ [,T). Then |x(t∗)| ≤M. Hence,

|x| = max
t∈[,T]

∣∣∣∣x(t∗) + ∫ t

t∗
x′(t)dt

∣∣∣∣ ≤M +
∫ T



∣∣x′(t)
∣∣dt. (.)

http://www.advancesindifferenceequations.com/content/2014/1/187
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Multiplying both sides of (.) by x(t) and integrating them over [,T], one gets

(–)k
∫ T



∣∣x(k)(t)∣∣ dt
= (–)k

∫ T



(
p(t)x(t – σ )

)(k)x(k)(t)dt – λ

∫ T



[
g
(∫ 

–r
x(t + s)dα(s)

)
– q(t)

]
x(t)dt

= (–)k
k∑
i=

Ci
k

∫ T


p(i)(t)x(k–i)(t – σ )x(k)(t)dt

– λ

∫ T



[
g
(∫ 

–r
x(t + s)dα(s)

)
– q(t)

]
x(t)dt. (.)

Since x() = x(T),x′() = x′(T), . . . ,x(n–)() = x(n–)(T), there exist ξi ∈ (,T), i = , , . . . ,n,
such that x′(ξ) = x′′(ξ) = · · · = x(n)(ξn) = . Thus,

∫ T



∣∣x′(t)
∣∣dt ≤ T

∫ T



∣∣x′′(t)
∣∣dt ≤ · · · ≤ Tn–

∫ T



∣∣x(n)(t)∣∣dt (.)

and ∫ T



∣∣x′(t)
∣∣ dt ≤ T

∫ T



∣∣x′′(t)
∣∣ dt ≤ · · · ≤ T(n–)

∫ T



∣∣x(n)(t)∣∣ dt. (.)

By the Hölder inequality and (.), we have

∫ T



∣∣x(k)(t)∣∣ dt ≤
k∑
i=

Ci
kpi

(∫ T



∣∣x(k–i)(t – σ )
∣∣ dt) 


(∫ T



∣∣x(k)(t)∣∣ dt) 


+ |x|
∫ T



∣∣∣∣g(∫ 

–r
x(t + s)dα(s)

)
– q(t)

∣∣∣∣dt
≤

k∑
i=

Ci
kpiT

i
∫ T



∣∣x(k)(t)∣∣ dt
+ |x|

∫ T



∣∣∣∣g(∫ 

–r
x(t + s)dα(s)

)
– q(t)

∣∣∣∣dt. (.)

In view of (H) and the properties of the bounded variation function, ∀ε > , there exists
a constant ρ >M such that

∣∣∣∣g(∫ 

–r
x(t + s)dα(s)

)
– q(t)

∣∣∣∣ ≤ (a + ε)
∣∣∣∣∫ 

–r
x(t + s)dα(s)

∣∣∣∣ ≤ (a + ε)|x|, (.)

when | ∫ 
–r x(t + s)dα(s)| > ρ . Let

E =
{
t ∈ [,T] :

∣∣∣∣∫ 

–r
x(t + s)dα(s)

∣∣∣∣ > ρ

}
,

E =
{
t ∈ [,T] :

∣∣∣∣∫ 

–r
x(t + s)dα(s)

∣∣∣∣ ≤ ρ

}
.

http://www.advancesindifferenceequations.com/content/2014/1/187
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Hence,∫ T



∣∣∣∣g(∫ 

–r
x(t + s)dα(s)

)
– q(t)

∣∣∣∣dt = (∫
E
+

∫
E

)∣∣∣∣g(∫ 

–r
x(t + s)dα(s)

)
– q(t)

∣∣∣∣dt
≤ T(a + ε)|x| + Tg̃ρ ,

where g̃ρ =maxt∈E |g(∫ 
–r x(t + s)dα(s)) – q(t)|. By (.) and (.), we get

|x| ≤M +
∫ T



∣∣x′(t)
∣∣dt ≤M + Tk–

∫ T



∣∣x(k)(t)∣∣dt,
|x| ≤M + MTk–

∫ T



∣∣x(k)(t)∣∣dt + T(k–)
(∫ T



∣∣x(k)(t)∣∣dt)

≤M + MTk–
∫ T



∣∣x(k)(t)∣∣dt + Tk–
∫ T



∣∣x(k)(t)∣∣ dt.
Thus,∫ T



∣∣x(k)(t)∣∣ dt ≤ 
 –

∑k
i=Ci

kpiTi

[
T(a + ε)|x| + Tg̃ρ |x|

]
≤ 

 –
∑k

i=Ci
kpiTi

[
(a + ε)Tk

∫ T



∣∣x(k)(t)∣∣ dt
+

(
(a + ε)MTk + Tkg̃ρ

)∫ T



∣∣x(k)(t)∣∣dt + (a + ε)TM +MTg̃ρ

]
≤ 

 –
∑k

i=Ci
kpiTi

[
(a + ε)Tn

∫ T



∣∣x(k)(t)∣∣ dt
+ Tk+ 


(
(a + ε)M + g̃ρ

)(∫ T



∣∣x(k)(t)∣∣ dt) 


+ (a + ε)TM +MTg̃ρ

]
.

In view of aTn

–
∑k

i= C
i
kpiT

i < , there exists a constant M >  such that
∫ T
 |x(k)(t)| dt ≤ M.

Then

|x| ≤M + Tk–
∫ T



∣∣x(k)(t)∣∣dt ≤M + Tk– 
M



 =:M,

∣∣x′∣∣
 ≤

∫ T



∣∣x′′(t)
∣∣dt ≤ Tk–

∫ T



∣∣x(k)(t)∣∣dt ≤ Tk– 
M



 =:M.

Step . Let � = {x ∈ kerL : Nx ∈ ImL}. Then for x ∈ �, x(t) = cω(t), c ∈ R, and Nx ∈
ImL = kerQ, that is,

QNx = –

T

∫ T



[
g
(∫ 

–r
cω(t + s)dα(s)

)
– q

]
dt = .

Repeating the process of Step , we see that � is bounded, that is, there exists M > 
such that ‖x‖ ≤M for x ∈ �.

http://www.advancesindifferenceequations.com/content/2014/1/187
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Step . Let � = {x ∈ domL : ‖x‖ < M̂}, where M̂ = max{M,M,M} + , then � ∪
� ⊂ �. In view of Step  and Step , conditions (i) and (ii) in Lemma . are all satis-
fied. Next, we will show that (iii) of Lemma . holds.
Set the isomorphism J : ImQ → kerL by J(x) = –x. For x ∈ � ∩ kerL, μ ∈ [, ], define

the homotopy

H(x,μ) = μx + ( –μ)JQNx,

i.e.,

H(x,μ) = μx +
 –μ

T

∫ T



[
g
(∫ 

–r
x(t + s)dα(s)

)
– q

]
dt.

Since ‖x‖ >M for x ∈ ∂�∩kerL, x · (g(x) –q) > . SoH(x,μ) �=  for (x,μ) ∈ (∂�∩kerL)×
[, ]. Hence, by the homotopy invariance of the Brouwer degree, we obtain

deg{JQN |�∩kerL,� ∩ kerL, } = deg
{
H(·, ),� ∩ kerL, 

}
= deg

{
H(·, ),� ∩ kerL, 

}
= deg{I,� ∩ kerL, } �= .

Applying Lemma ., we reach the conclusion.
For the case x · (g(x) – q) < , when |x| >M, a similar argument can complete the proof.

Here we omit it. �

Remark. In [], the calculation of formula (.) is wrong. So the bound of
∫ T
 |g(∫ 

–r x(t+
s)dα(s)) – q(t)|dt is not evaluated correctly. The same error appeared again in the next
theorem. We modified those errors in this paper.

Theorem . Suppose that n is an odd integer and
∑k

i=Ci
kpiT

i < , where k = n+
 and k

is odd.Moreover, if f (y) ≥ , ∀y ∈R and conditions (H), (H) and (.) are satisfied. Then
(.) has at least one periodic solution.

Proof Without loss of generality, we assume that x · (g(x) – q) > , when |x| > M. As in
the proof of Theorem ., define the set �, for x ∈ �, λ ∈ (, ), (.) can be obtained.
Multiplying both sides of (.) by x′(t) and integrating them over [,T], we obtain

(–)k–
∫ T



∣∣x(k)(t)∣∣ dt = (–)k–
∫ T



(
p(t)x(t – σ )

)(k)x(k)(t)dt – λ

∫ T


f
(
x(t)

)∣∣x′(t)
∣∣ dt

– λ

∫ T



[
g
(∫ 

–r
x(t + s)dα(s)

)
– q(t)

]
x′(t)dt

≤ (–)k–
k∑
i=

Ci
k

∫ T


p(i)(t)x(k–i)(t – σ )x(k)(t)dt

– λ

∫ T



[
g
(∫ 

–r
x(t + s)dα(s)

)
– q(t)

]
x′(t)dt.

http://www.advancesindifferenceequations.com/content/2014/1/187
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In view of

|x| ≤M +
∫ T



∣∣x′(t)
∣∣dt ≤M + T

∣∣x′∣∣
,

by the Hölder inequality and (.), (.) in the proof of Theorem ., one gets

∫ T



∣∣x(k)(t)∣∣ dt ≤
k∑
i=

Ci
kpi

(∫ T



∣∣x(k–i)(t – σ )
∣∣ dt) 


(∫ T



∣∣x(k)(t)∣∣ dt) 


+
∣∣x′∣∣



∫ T



∣∣∣∣g(∫ 

–r
x(t + s)dα(s)

)
– q(t)

∣∣∣∣dt
≤

k∑
i=

Ci
kpiT

i
∫ T



∣∣x(k)(t)∣∣ dt
+

∣∣x′∣∣


∫ T



∣∣∣∣g(∫ 

–r
x(t + s)dα(s)

)
– q(t)

∣∣∣∣dt
≤ 

 –
∑k

i=Ci
kpiTi

∣∣x′∣∣


∫ T



∣∣∣∣g(∫ 

–r
x(t + s)dα(s)

)
– q(t)

∣∣∣∣dt
≤ 

 –
∑k

i=Ci
kpiTi

[
(a + ε)T |x|

∣∣x′∣∣
 + Tg̃ρ

∣∣x′∣∣


]
≤ 

 –
∑k

i=Ci
kpiTi

[
(a + ε)T

(
M + T

∣∣x′∣∣


)∣∣x′∣∣
 + Tg̃ρ

∣∣x′∣∣


]
≤ 

 –
∑k

i=Ci
kpiTi

[
(a + ε)Tk–

∫ T



∣∣x(k)(t)∣∣ dt
+

(
(a + ε)M + g̃ρ

)
Tk–

∫ T



∣∣x(k)(t)∣∣dt]
≤ 

 –
∑k

i=Ci
kpiTi

[
(a + ε)Tn

∫ T



∣∣x(k)(t)∣∣ dt
+

(
(a + ε)M + g̃ρ

)
Tk– 



(∫ T



∣∣x(k)(t)∣∣ dt) 

]
.

Since the condition (.) holds,
∫ T
 |x(k)(t)| dt is bounded. The remainder can be proved

in the same way as in Theorem .. �

Remark . In [], the first inequality in (.) cannot be obtained without assuming that
k = n+

 is odd. In our paper, we correct this error by adding such a condition.

Remark . In our paper, we consider the n-order period equation (.); in this sense, we
generalize the model in [] to higher order under the equivalent conditions. Moreover, in
view of the variable parameter p(t) in (.), we develop the results in [] with the constant
coefficient c.

4 Examples
As an application, we list the following examples.
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Example . Consider

(
x(t) –




sin tx(t – σ )
)()

+ e(x
(t)–)x′(t)

+
∫ 

–π

x(t + s)ds · e–(
∫ 
–π x(t+s)ds) = – cos t +




sint. (.)

Corresponding to (.), we have p(t) = 
 sin t, g(x) = xe–x , f (x) = e(x–), q(t) = – cos t +


 sint, σ = π , r = π , n = , k = , T = π . Obviously, pi = 

 , i = , , , . . . , ; we have

∑
i=

Ci





(π )
i ≤ π + π + π + 


< ,

a = lim|x|→∞ max
t∈[,π ]

|g(x) – q(t)|
|x| = 

and

aTk

 –
∑

i=Ci



 (π )

i =  < .

Therefore, Theorem . implies that (.) has at least one π-periodic solution. In fact,
x(t) = cos t is such a solution.

Example . Consider

(
x(t) –




sin tx(t – σ )
)()

+ e(x
(t)–)x′(t)

+
∫ 

–π

x(t + s)ds · e–(
∫ 
–π x(t+s)ds) = cos t –




sint. (.)

Corresponding to (.), we have p(t) = 
 sin t, g(x) = xe–x , f (x) = e(x–), q(t) = cos t –


 sint, σ = π , r = π , n = , k = , T = π . Obviously, pi = 

 , i = , , , . . . , ; we have

∑
i=

Ci





(π )
i ≤ π + π + π + 


< ,

a = lim|x|→∞ max
t∈[,π ]

|g(x) – q(t)|
|x| = 

and

aTk–

 –
∑

i=Ci



 (π )

i =  < .

Therefore, Theorem . implies that (.) has at least one π-periodic solution. It is easy
to see that x(t) = sin t is such a solution.
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