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Abstract
In this paper, an improved globally exponential stability criterion of a certain neutral
delayed differential equation with time-varying of the form
d
dt [x(t) + px(t – τ (t))] = –ax(t) + b tanh x(t – σ (t)) has been proposed in the form of
linear matrix inequality. We first propose an upper bound of the solution in terms of
an exponential function. Then we apply Lyapunov functions, a descriptor form, the
Leibniz-Newton formula and radially unboundedness to formulate the sufficient
criterion. To show the effectiveness of the proposed criterion, four numerical
examples are presented.
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1 Introduction
In this paper, we investigate the stability of the neutral delayed differential equation (NDE)
of the form

d
dt

[
x(t) + px

(
t – τ (t)

)]
= –ax(t) + b tanhx

(
t – σ (t)

)
, t ≥ , ()

where a, b are positive real constants and |p| < . The delays τ (t), σ (t) are bounded con-
tinuous functions defined as τ (t) : [,∞)→ [, τ ] and σ (t) : [,∞)→ [,σ ] satisfying

 ≤ τ (t) ≤ τ ,  ≤ σ (t)≤ σ , τ̇ (t)≤ δ, σ̇ (t) ≤ δ < . ()

For each solution of equation (), we assume the initial condition

x(θ ) = φ(θ ), θ ∈ [–r, ],

where r =max{τ ,σ }, φ ∈C([–r, ];R).
The NDE (), consisting of discrete and neutral delays, often appears in scientific and

engineering fields such as aircraft, chemical processing, control systems, and biological
systems ([–] and references therein). It is well known that a small change in delay may
destabilize a system [, ]. Therefore, researchers had increased their attention to the study
of the stabilization of the systembyproposing stability criteria in various forms, commonly
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in the formof a linearmatrix inequality (LMI) base. It is also known that the LMI condition
can be classified into two categories: delay independent (no information of delay used) and
delay dependent (engaged with delay). The latter condition is generally considered as less
conservative than the former when the delay is small.
Earlier stability studies of equation () had focused on the case of constant delays as in

the form

d
dt

[
x(t) + px(t – τ )

]
= –ax(t) + b tanhx(t – σ ), t ≥ . ()

Several techniques such as using a Lyapunov-like theorem method, Lyapunov-Krasovskii
functional, integral inequalities, and model transformations have been used to obtain suf-
ficient conditions to ensure stability of the NDE [–]. The asymptotic stability of the
NDEwith constant delays () has been discussed in [, , –], while the exponential sta-
bility has been studied in [, , , ]. There are only three researches [, , ] proposing
globally exponential stability criteria for the NDE with time-varying delays (), which can
be considered as a more realistic situation since the time delays are usually not constant.
However, the criterion proposed in [] cannot specify the rate of convergence, which may
be regarded as only asymptotically stable [], while criteria proposed in [, ] are slightly
conservative and can be improved.
In this article, we reinvestigate the exponential stability of theNDE () with time-varying

delays. We also propose an upper bound of solution of the neutral differential equation
in terms of an exponential function. Using the descriptor form introduced in [, ],
a model transformation, Lyapunov-Krasovskii functions, and radially unboundedness, an
improved globally exponential stability criterion is formulated in the form of LMI. Finally,
four numerical examples are presented to show the effectiveness of the proposed criterion
by comparing the upper bounds of the delay σ (t) and the parameter b with other existing
work.
Notations: Throughout this article, ∗ represents the elements below the main diagonal

of a symmetric matrix. The notation A≥  (A > ) means A is semi-positive definite (pos-
itive definite); AT denotes the transpose of the matrix A and ‖ · ‖ denotes the Euclidean
norm of given vector or matrix; R denotes the set of real numbers; Rn denotes the set of
n-tuples of real numbers; and R

n×n denotes the set of n × n matrices whose entries are
real.

2 Preliminaries
For convenience, we define a new variable D(t) :≡ x(t) + px(t – τ (t)). Therefore, the NDE
() can be written as

Ḋ =
d
dt

[
x(t) + px

(
t – τ (t)

)]
= –ax(t) + b tanhx

(
t – σ (t)

)
.

With the new variable above, we now define the descriptor form of equation () as follows:

⎧⎨
⎩
Ḋ = –ax(t) + b tanhx(t – σ (t)),

 = –D + x(t) + px(t – τ (t)).
()
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Definition  The equilibrium point x =  of the system () is exponentially stable if there
exist positive real constants K and λ such that

∥∥x(t)∥∥ ≤ Ke–λt sup
–r≤s≤

∥∥x(s)∥∥ = Ke–λt‖x‖s, ()

where ‖xt‖s = sup–r≤s≤ ‖x(t + s)‖.

Lemma  (Cauchy inequality) For any symmetric positive definite matrix N ∈ Rn×n and
x, y ∈R

n, we have

±xTy ≤ xTNx + yTN–y.

Proposition  Let M > , μ > , |p| <  and  ≤ τ (t) ≤ τ . If x : [–τ ,∞) → R, satisfying

∥∥x(t)∥∥ ≤ sup
s∈[–τ ,]

∥∥x(s)∥∥ = ‖x‖s, t ∈ [–τ , ]

and

∥∥x(t)∥∥ ≤ |p|∥∥x(t – τ (t)
)∥∥ +Me–μt , t ≥ .

Then there exist positive scalars ε,m ∈ [, – ln |p|
τ

] such that |p|eετ <  and

∥∥x(t)∥∥ ≤ ‖x‖se–mt +
M

 – |p|eετ
e–εt ≤Ne–ϕt , t ≥ , ()

where N :≡ ‖x‖s + M
–|p|eετ and ϕ =min{m, ε}.

Proof Since |p| <  and  ≤ τ (t)≤ τ , there exist sufficient small scalar ε,m ∈ [, – ln |p|
τ

] such
that |p|eετ <  and |p|emτ < . Next we will show that the inequality () holds. If μ ≤ ε, we
choose μ = ε; else if μ > ε, we have e–μt ≤ e–εt .
For t = , we have

∥∥x()∥∥ ≤ |p|∥∥x(–τ ()
)∥∥ +M ≤ |p| sup

–τ≤s≤

∥∥x(s)∥∥ +M < ‖x‖s + M
 – |p|eετ

≡N .

Thus, the inequality () holds for t = .
For t > , suppose the equality () fails; i.e. there exists t∗ >  such that

∥∥x(t∗)∥∥ > ‖x‖se–mt∗ +
M

 – |p|eετ
e–εt∗ ≡ Ne–ϕt∗ and ()

∥∥x(t)∥∥ ≤ ‖x‖se–mt +
M

 – |p|eετ
e–εt ≡Ne–ϕt , for all t ∈ [

, t∗
)
.

Case I. Let t∗ > τ (t∗) > . We have

∥∥x(t∗)∥∥ ≤ |p|∥∥x(t∗ – τ
(
t∗

))∥∥ +Me–μt∗

≤ |p|
{
‖x‖se–m(t∗–τ (t∗)) +

M
 – |p|eετ

e–ε(t∗–τ (t∗))
}
+Me–εt∗
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≤ |p|emτ‖x‖se–mt∗ +
M|p|eετ

 – |p|eετ
e–εt∗ +Me–εt∗

≤ ‖x‖se–mt∗ +
M

 – |p|eετ
e–εt∗ ≡Ne–ϕt∗ .

Case II. Let –τ <  < t∗ < τ (t∗). Then ‖x(t∗ – τ (t∗))‖ ≤ ‖x‖s = sups∈[–τ ,] ‖x(s)‖; thus,
∥∥x(t∗)∥∥ ≤ |p|∥∥x(t∗ – τ

(
t∗

))∥∥ +Me–μt∗

≤ ‖x‖se–mt∗ +
M

 – |p|eετ
e–εt∗ ≡Ne–ϕt∗ .

For both cases, there is contradiction to the inequality (). Therefore, the inequality ()
holds for all t ≥ . �

3 Main results
In this section, the globally exponential stability for the NDE with time-varying delays in
equation () will be presented as follows.

Theorem For given a > , b > , k >  and τ (t), σ (t) satisfying (), the neutral differential
equation () is globally exponentially stable if the operator D is stable (i.e. |p| < ) and there
exist positive scalars q, α, β , and scalars qi, i = , , . . . ,  such that

� =

⎡
⎢⎢⎢⎢⎢⎢⎣

kq – q (, ) qp + q bq q
∗ (, ) qp + q + q  q + q
∗ ∗ (, )  –q
∗ ∗ ∗ –β( – δ)e–kσ 
∗ ∗ ∗ ∗ –q

⎤
⎥⎥⎥⎥⎥⎥⎦
< , ()

where (, ) = –aq +q –q –q, (, ) = q –q –q +α+β , (, ) = –q –α(–δ)e–kτ .

Proof Choose a Lyapunov-Krasovskii functional candidate V = V +V +V where

V(t) = ekt
[
D x(t) 

]
⎡
⎢⎣
  
  
  

⎤
⎥⎦

⎡
⎢⎣
q  
q q 
q q q

⎤
⎥⎦

⎡
⎢⎣

D
x(t)


⎤
⎥⎦ = ektqD,

V(t) = α

∫ t

t–τ (t)
eksx(s)ds + β

∫ t

t–σ (t)
eks tanh x(s)ds,

V(t) = γ ektD,

where D = x(t) + px(t – τ (t)), q > , α > , β > , qi, i = , , . . . ,  are real numbers and γ

is a positive number that will be determined later.
Taking derivatives of V(t) and V(t) along the trajectory of equation (), we have

V̇(t) = ekt
[
kqD + qDḊ

]

= ektkqD + ekt
[
D x(t) 

]
⎡
⎢⎣
q q q
 q q
  q

⎤
⎥⎦

⎡
⎢⎣
Ḋ



⎤
⎥⎦ .
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Utilizing the Leibniz-Newton formula,
∫ t
t–τ (t) ẋ(s)ds = x(t) – x(t – τ (t)), we obtain

V̇(t) = ektkqD

+ ekt
[
D x(t) –

∫ t
t–τ (t) ẋ(s)ds + x(t) – x(t – τ (t))

]⎡
⎢⎣
q q q
 q q
  q

⎤
⎥⎦

×
⎡
⎢⎣

–ax(t) + b tanhx(t – σ (t))
–D + x(t) + px(t – τ (t))∫ t

t–τ (t) ẋ(s)ds – x(t) + x(t – τ (t))

⎤
⎥⎦

= ekt
{
(kq – q)D + (–aq + q – q – q)x(t)D

+ (q – q – q)x(t) + bqD tanhx
(
t – σ (t)

)
+ (qp + q)Dx

(
t – τ (t)

)
+ (qp + q + q)x(t)x

(
t – τ (t)

)

+ qD
∫ t

t–τ (t)
ẋ(s)ds – qx

(
t – τ (t)

)
– qx

(
t – τ (t)

)∫ t

t–τ (t)
ẋ(s)ds

+ (q + q)x(t)
∫ t

t–τ (t)
ẋ(s)ds – q

(∫ t

t–τ (t)
ẋ(s)ds

)}
, ()

V̇(t) = αektx(t) – αek(t–τ (t))( – τ̇ (t)
)
x

(
t – τ (t)

)
+ βekt tanh x(t) – βek(t–σ (t))( – σ̇ (t)

)
tanh x

(
t – σ (t)

)
.

Since τ (t)≤ τ , σ (t)≤ σ , τ̇ (t) < δ, σ̇ (t) < δ and tanh x(t)≤ x(t), we have

V̇(t) ≤ ekt
{
(α + β)x(t) – αe–kτ ( – δ)x

(
t – τ (t)

)
– βe–kσ ( – δ) tanh x

(
t – σ (t)

)}
. ()

Combining equations () and (), we have

V̇(t) + V̇(t) ≤ ekt
{
(kq – q)D + (–aq + q – q – q)x(t)D

+ (q – q – q + α + β)x(t) + bqD tanhx
(
t – σ (t)

)
+ (qp + q)Dx

(
t – τ (t)

)
+ (qp + q + q)x(t)x

(
t – τ (t)

)

+ qD
∫ t

t–τ (t)
ẋ(s)ds + (q + q)x(t)

∫ t

t–τ (t)
ẋ(s)ds

+
(
–q – α( – δ)e–kτ

)
x

(
t – τ (t)

)
– qx

(
t – τ (t)

)∫ t

t–τ (t)
ẋ(s)ds

– β( – δ)e–kσ tanh x
(
t – σ (t)

)
– q

(∫ t

t–τ (t)
ẋ(s)ds

)}

= ekt�T (t)��(t),

where �(t) = [D,x(t),x(t– τ (t)), tanhx(t–σ (t)),
∫ t
t–τ (t) ẋ(s)ds]

T and � is defined in equation
(). Since � < , we have V̇(t) + V̇(t) ≤ ekt�T (t)��(t) < . Therefore, there is a positive
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number λ such that

V̇(t) + V̇(t) ≤ –λekt
(

‖D‖ + ∥∥x(t)∥∥ +
∥∥x(t – τ (t)

)∥∥ +
∥∥tanhx(t – σ (t)

)∥∥

+
∥∥∥∥
∫ t

t–τ (t)
ẋ(s)ds

∥∥∥∥
)

≤ –λekt
∥∥x(t)∥∥.

Taking the derivative of V along the trajectory of equation () and utilizing the Cauchy
inequality (Lemma ), we have

V̇(t) = ektγ
(
DḊ + kD)

= ektγ
{(
x(t) + px

(
t – τ (t)

))(
–ax(t) + b tanhx

(
t – σ (t)

))
+ k

(
x(t) + px

(
t – τ (t)

))}
≤ ektγ

{(
k – a + |pk| + |ap| + |b|)x(t) + (

pk +  + |pb|)x(t – τ (t)
)

+  tanh x
(
t – σ (t)

)}
.

We choose

γ =

⎧⎪⎪⎨
⎪⎪⎩

λ
 min{ 

pk+|pb|+ ,

 }, if k – a + |pk|

+ |ap| + |b| ≤ ,
λ
 min{ 

k–a+|pk|+|ap|+|b| ,


pk+|pb|+ ,

 }, otherwise.

We obtain V̇ (t) = V̇(t) + V̇(t) + V̇(t) ≤ – λ
 e

kt‖x(t)‖ < . From the condition that V̇ (t) is
negative definite and  ≤ τ (t) ≤ τ ,  ≤ σ (t) ≤ σ , we have V (x(t)) ≤ V (x()), for all t ≥ ,
with

V
(
x()

)
= V

(
x()

)
+V

(
x()

)
+V

(
x()

)

= q
(
x() + px

(
–τ ()

)) + α

∫ 

–τ ()
eksx(s)ds

+ β

∫ 

–σ ()
eks tanh

(
x(s)

)
ds + γ

(
x() + px

(
–τ ()

))

≤ q
(
 + |p|)‖x‖s + α

∫ 

–τ ()
eks

(
sup

–r≤s≤

∥∥x(s)∥∥)
ds

+ β

∫ 

–σ ()
eks

(
sup

–r≤s≤

∥∥x(s)∥∥)
ds + γ

(
 + |p|)‖x‖s

≤ q
(
 + |p|)‖x‖s + ατ‖x‖s + βσ‖x‖s + γ

(
 + |p|)‖x‖s

= �‖x‖s ,

where � = q( + |p|) + ατ + βσ + γ ( + |p|).
From γ ekt‖D‖ ≤ V (x(t)) ≤ �‖x‖s , we obtain ‖D‖ ≤ Me–kt where M =

√
�
γ
‖x‖s. Be-

cause D = x(t) + px(t – τ (t)), we have
∥∥x(t)∥∥ =

∥∥D – px
(
t – τ (t)

)∥∥ ≤ ‖D‖ + |p|∥∥x(t – τ (t)
)∥∥ ≤Me–kt + |p|∥∥x(t – τ (t)

)∥∥.
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Since |p| <  and ≤ τ (t) ≤ τ , we can choose a sufficiently small positive constant ϕ = k <
– ln |p|

τ
so that |p|eϕτ < . Utilizing Proposition , we have

∥∥x(t)∥∥ ≤
(

‖x‖s + M
 – |p|eϕτ

)
e–ϕt , t ≥ .

Choosing μ =max{‖x‖s, M
–|p|eϕτ }, we obtain

∥∥x(t)∥∥ ≤ μe–ϕt .

This implies that the zero solution of equation () is exponentially stable. By radially un-
boundedness, it is globally exponentially stable with a rate of convergence k = ϕ > . �

Remark  If k = , one can easily see that the zero solution of equation () is uniformly
asymptotically stable when the following criterion holds:

� =

⎡
⎢⎢⎢⎢⎢⎢⎣

–q (, ) qp + q bq q
∗ (, ) qp + q + q  q + q
∗ ∗ –q – α( – δ)  –q
∗ ∗ ∗ –β( – δ) 
∗ ∗ ∗ ∗ –q

⎤
⎥⎥⎥⎥⎥⎥⎦
< , ()

where (, ) = –aq + q – q – q, (, ) = q – q – q + α + β .

Remark  Our globally exponential stability criterion () is delay dependent relating to
delays τ , σ but the uniformly asymptotic stability criterion () is delay independent. In
addition, both criteria depend on the rates of change of the delays δ and δ. These criteria
are found to be less conservative than those in [, ] because our rate of change of delay
δ does not require it to be less than  but it is so in [, ].

4 Numerical examples
In this section, four numerical examples are given to show the effectiveness of our main
results by comparing the upper bounds of the delays σ and the parameter b as well as
investigating the rate of convergence. The feasibility of all criteria are obtained by using
the LMI control toolbox in MATLAB.

Example  Consider the following equation with time-varying delays:

d
dt

[
x(t) + .x

(
t – τ (t)

)]
= –.x(t) + . tanhx

(
t – σ (t)

)
, t ≥ ,

when τ (t) =  sin(t) and σ (t) = cos(t)
 .

Solving the condition (), we obtain a set of parameters guaranteeing globally exponen-
tial stability as follows:

k = ., δ = ., δ = .,

α = ., β = ., q = .,

http://www.advancesindifferenceequations.com/content/2014/1/32
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q = ., q = ., q = –.,

q = –., q = ..

Moreover, we investigate the feasibility of the criterion () by varying the values of param-
eter p and find that the criterionmaintains its feasibility up to p = .. This example shows
that our proposed condition () is practical for the NDE with time-varying delays.

Example  Consider the following equation studied in [, ]:

d
dt

[
x(t) + .x

(
t – τ (t)

)]
= –.x(t) + . tanhx

(
t – σ (t)

)
, t ≥ ,

when τ (t) = sin(t)
 and δ = ..

Solving our criterion (), guaranteeing a uniformly asymptotic stability, allows an upper
bound σ = , which is fairly the same as found in other existing work [, ].
In case of exponential stability, when k = . is given, our criterion () allows the

upper bound of the time delay σ (t) = . along with a set of parameters guaranteeing
globally exponential stability as follows:

α = ., δ = ., β = ., q = ., q = .,

q = .× e–, q = –., q = –.× e–, q = ..

Furthermore, we vary the rate of convergence and find that our criterion () is still fea-
sible up to k = . along with the upper bound σ (t) = .. However, the criterion
proposed in [] is only feasible for an asymptotically stable case, while the criterion in []
gives no information on k (see the comparison in Table ). This example shows that our
criterion () is less conservative than previous results.

Example  Consider the following equation from [–, , , , ]:

d
dt

[
x(t) + .x(t – .)

]
= –.x(t) + . tanhx(t – σ ), t ≥ .

By solving LMI (), it allows the upper bound of the time delay σ = , which guaran-
tees uniformly asymptotic stability. When k = . is given, solving LMI () yields the
upper bound of the time delay σ = . along with a set of parameters guaranteeing
globally exponential stability as follows:

α = ., β = ., q = ., q = .,

q = –.× –, q = –., q = .× –, q = ..

Table 1 Bound on time delay σ (t) for ensuring stability of equation (1)

[8] [7] Our equation (8) Our equation (11)

A.S. 1025 1024 - 1025

E.S. k = 0.0038 infeasible - 7.5231 -
k = 0.02 infeasible - 0.5234 -
k = 0.028 infeasible - 0.0321 -

http://www.advancesindifferenceequations.com/content/2014/1/32


Keadnarmol and Rojsiraphisal Advances in Difference Equations 2014, 2014:32 Page 9 of 10
http://www.advancesindifferenceequations.com/content/2014/1/32

Table 2 Bound on time delay σ for ensuring stability of equation (3) in Example 3

[8] [7] [9] [12] [13] [15] [16] Our equation (8) Our equation (11)

A.S. 1021 - 2.22 107 2.32 1.902 2.32 - 1021

E.S.
(k = 0.0038)

175.289 1021

(No k)
- - - - 1.947 175.354 -

Notations: ‘A.S.’ and ‘E.S.’ stand for asymptotically and exponentially stable, respectively. ‘No k’ means that the rate of
convergence cannot be specified.

Table 3 Bound on b for ensuring stability of equation (3) in Example 4

[8] [7] [9] [18] [13] [15] [16] Our equation (8) Our equation (11)

A.S. 1.405 - 0.899 0.722 1.405 0.699 1.405 - 1.405
E.S.
(k = 0.177)

1.0929 1.346
(No k)

- - - - 0.478 1.1089 -

In Table , we compare the upper bounds of σ with other work. It is clear that the upper
bounds from our criteria () and () are larger than many values obtained from other
work.

Example  Consider the following equation, studied in [–, , , , ]:

d
dt

[
x(t) + .x(t – .)

]
= –.x(t) + b tanhx(t – .), t ≥ .

By solving LMI (), it allows the upper bound of the parameter b = ., ensuring uni-
formly asymptotic stability. When k = . is given, solving LMI () allows the upper
bound b = ., with a set of parameters guaranteeing the exponential stability as fol-
lows:

b = ., α = .× –, β = .,

q = ., q = ., q = .× e–,

q = –., q = –.× e–, q = ..

The values of the upper bounds b are compared with other work (see Table ). The
results show that our upper bound b is larger than the values obtained from other work.
Furthermore, we have investigated the rate of convergence by fixing the value of b =

. (as obtained by []), and solving criterion () yields the rate of convergence of k =
., while no information on k can be specified from the criterion in [].

Remark  One can obtain a faster speed of convergence up to k = . in Example 
and up to k = . in Example  with trade-off in smaller upper bounds decreasing to near
zero.

Remark  It is worth pointing out that the upper bounds from [] are larger than the
values obtained by solving our LMI () as seen in Tables  and . However, the upper
bounds in [] are given without any information of the rate of convergence.

5 Conclusion
In this paper, we have proved an important inequality associated with a time-varying neu-
tral delay. Then we proposed two criteria for ensuring globally exponential stability and
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uniformly asymptotic stability of the neutral differential equation with time-varying de-
lays. Finally, four numerical examples are given to show that the proposed criteria are less
conservative than much existing work.
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