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#### Abstract

The dynamical behaviors of a discrete-time SIS epidemic model are investigated in this paper. The result indicates that the model undergoes a flip bifurcation and a Hopf bifurcation, as found by using the center manifold theorem and bifurcation theory. Numerical simulations not only illustrate our results, but they also exhibit the complex dynamical behaviors, such as the period-doubling bifurcation in period-2, -4, -8, quasi-periodic orbits and the chaotic sets. Specifically, when the parameters $A, d_{1}, d_{2}$, $r, \lambda$ are fixed at some values and the bifurcation parameter $h$ changes with different values, there exist local stability, Hopf bifurcation, 3-periodic orbits, 7-periodic orbits, period-doubling bifurcation and chaotic sets. These results reveal far richer dynamical behaviors of the discrete epidemic model compared with the continuous epidemic models although the discrete epidemic model is simple. Finally, the feedback control method is used to stabilize chaotic orbits at an unstable endemic equilibrium.
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## 1 Introduction

In the theoretical studies of epidemic dynamical models, there are two kinds of mathematical models: the continuous-time models described by differential equations, and the discrete-time models described by difference equations. Recent years, the discrete-time epidemic models have been discussed in many papers. Usually, there are two ways to construct a discrete-time epidemic model: (i) by directly making use of the property of the epidemic disease (see [1, 2]), and (ii) by discretizing a continuous-time epidemic model using techniques, such as the forward Euler scheme and Mickens' non-standard discretization (see [3]). In [3] the authors firstly used the non-standard or Mickens-type discretization in an explicitly epidemiological context. The details of Mickens-type discretization can be found in $[4,5]$.

Up to now, some work has been done on discrete-time epidemic models (for examples, see [6-21] and the references cited therein). These works mainly focused on the computation of the basic reproduction number; the local stability and global stability of the diseasefree equilibrium and the endemic equilibrium; the extinction and persistence of the disease. The authors in [6-9] discussed the stabilities of the disease-free equilibrium and the endemic equilibrium for some SI, SIS, SIR, and SIRS type discrete-time epidemic models. In [9] we obtained the conditions for the existence and local stability of the disease-free equilibrium and endemic equilibrium in a class of discrete SIRS epidemic with three dimensions. The oscillation and stability have been discussed in [10-14]. The authors in
$[10,11,14]$ all used the non-standard discretization way to obtain their discrete epidemic models. Sufficient conditions for the global dynamics of the solution of the discrete SIRS epidemic model were obtained as for the original continuous model in [14]. A new way to study the basic reproduction number for some discrete-time epidemic models has been given in [15]. Li and Wang in [16] discussed the dynamical behaviors including a bifurcation, but not giving a proof of the bifurcation.
In general, the discrete epidemic models obtained by Mickens-type discretization have the same features as the original continuous-time model [10, 11, 14]. For the Rössler system [3], the difference equations obtained by the non-standard or Mickens-type method also show that the solutions to the discrete models are topologically equivalent to the solutions of the continuous-time system as long as the time step is less than a threshold value. For the discrete population models [22-24] approached by the forward Euler scheme, there existed a flip bifurcation, a Hopf bifurcation and chaos dynamical behaviors which are different from the dynamical behaviors in the corresponding continuous-time models. In [9] the authors used the forward Euler scheme to obtain a class of discrete SIRS epidemic models. They claimed that when the time step $h$ is small $\left(h<h^{*}\right)$ the dynamical behaviors are similar with the continuous-time model, and when the time step $h$ is increasing ( $h>h^{*}$ ) in the discrete epidemic model appears a flip bifurcation, a Hopf bifurcation, chaos, and more complex dynamical behaviors by the numerical simulations.
Therefore, motivated by the above studies, we will focus on the complex dynamical behaviors of a simple discrete SIS epidemic model approached by the forward Euler scheme. Now, we consider the following continuous-time SIS epidemic model described by differential equations:

$$
\left\{\begin{array}{l}
\frac{d S}{d t}=A-d_{1} S-\lambda \frac{S I}{S I I}+r I  \tag{1}\\
\frac{d I}{d t}=\lambda \frac{S I}{S+I}-\left(d_{2}+r\right) I
\end{array}\right.
$$

where $S(t)$, and $I(t)$ denote the numbers of susceptible, infective, individuals at time $t$, respectively. $A$ is the recruitment rate of the population, $d_{1}$ is the natural death rate of the population, $d_{2}$ is the death rate of infective individuals which includes the natural death rate and the disease-related death rate, $r$ is the recovery rate of the infective individuals, $\lambda$ is the standard incidence rate. It is clear that [25] model (1) has the basic reproduction number $R_{0}=\frac{\lambda}{d_{2}+r}$, and if $R_{0} \leq 1$, then the disease-free equilibrium $E_{0}\left(\frac{A}{d}, 0\right)$ of model (1) is globally asymptotically stable, and if $R_{0}>1$, then the endemic equilibrium $E_{+}\left(S^{+}, I^{+}\right)$of model (1) is locally asymptotically stable.
Applying the forward Euler scheme to model (1), we obtain the following discrete-time SIS epidemic model:

$$
\left\{\begin{array}{l}
S_{n+1}=S_{n}+h\left[A-\lambda \frac{S_{n} I_{n}}{S_{n}+I_{n}}-d_{1} S_{n}+r I_{n}\right],  \tag{2}\\
I_{n+1}=I_{n}+h\left[\lambda \frac{S_{n}}{S_{n}+I_{n}}-\left(d_{2}+r\right) I_{n}\right],
\end{array}\right.
$$

where $h$ is the time step size. $A, \lambda, d_{1}, d_{2}$, and $r$ are defined as model (1). It is assumed that initial values $S_{0}>0, I_{0}>0$ and all the parameters are positive.
In this paper, we will study the existence of the disease-free equilibrium and endemic equilibrium, and the stability of the disease-free equilibrium and the endemic equilibrium for model (2). For detecting the complex dynamical behaviors, the time step $h$ is selected
as a bifurcation parameter in model (2). Furthermore, we use the numerical simulations to display the flip bifurcation, the Hopf bifurcation and complex dynamical behaviors. Finally, the chaos control for model (2) is obtained by the feedback control method.
The following is the organization of this paper. In the second section, we discuss the existence and local stability of equilibria in model (2). In the third section, we study the flip bifurcation and the Hopf bifurcation of model (2) by choosing $h$ as a bifurcation parameter. In the fourth section, we present the numerical simulations, which not only illustrate our results with the theoretical analysis, but we also exhibit the complex dynamical behaviors such as the cascade of period-doubling bifurcation in period-2, 4, 8, quasi-periodic orbits, 3-periodic orbits, 7-periodic orbits and chaotic sets. In the fifth section, the feedback control method is used to control chaotic orbits at an unstable endemic equilibrium. The conclusion is given in the last section.

## 2 Analysis of equilibria

Let $R_{0}=\frac{\lambda}{d_{2}+r}$ (the basic reproductive rate), and we have the following result as regards the existence of the equilibria of model (2).

## Lemma 2.1

(1) If $R_{0} \leq 1$, then model (2) has only the disease-free equilibrium $E_{1}\left(\frac{A}{d_{1}}, 0\right)$.
(2) If $R_{0}>1$, then model (2) has two equilibria: the disease-free equilibrium $E_{1}\left(\frac{A}{d_{1}}, 0\right)$ and the endemic equilibrium $E_{2}\left(S^{*}, I^{*}\right)$, where

$$
S^{*}=\frac{A\left(d_{2}+r\right)}{d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)}, \quad I^{*}=\frac{A\left(\lambda-d_{2}-r\right)}{d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)} .
$$

Now, we study the stability of equilibria $E_{1}$ and $E_{2}$ of model (2). The Jacobian matrix of model (2) at the equilibrium $\bar{E}(\bar{S}, \bar{I})$ is

$$
J(\bar{E})=\left(\begin{array}{cc}
1-h\left[d_{1}+\lambda \frac{\bar{I}^{2}}{(\bar{S}+\bar{I})^{2}}\right] & h\left[r-\lambda \frac{\bar{S}^{2}}{(\bar{S}+\bar{I})^{2}}\right] \\
h \lambda \frac{\bar{I}^{2}}{(\bar{S}+\bar{I})^{2}} & 1+h\left[\lambda \frac{\bar{S}^{2}}{(\bar{S}+\overline{1})^{2}}-\left(d_{2}+r\right)\right]
\end{array}\right) .
$$

The corresponding characteristic equation of $J(\bar{E})$ can be written as

$$
\begin{equation*}
w^{2}-\operatorname{tr} J(\bar{E}) w+\operatorname{det} J(\bar{E})=0 . \tag{3}
\end{equation*}
$$

After simple computing, we obtain the local stability result of the disease-free equilibrium $E_{1}\left(\frac{A}{d}, 0\right)$, which is shown in the following.

Theorem 2.1 If $R_{0}<1$, then
(1) $E_{1}\left(\frac{A}{d_{1}}, 0\right)$ is a sink if $0<h<\min \left\{\frac{2}{d_{1}}, \frac{2}{d_{2}+r-\lambda}\right\}$;
(2) $E_{1}\left(\frac{A}{d_{1}}, 0\right)$ is a source if $h>\max \left\{\frac{2}{d_{1}}, \frac{2}{d_{2}+r-\lambda}\right\}$;
(3) $E_{1}\left(\frac{A}{d_{1}}, 0\right)$ is non-hyperbolic if $h=\frac{2}{d_{1}}$, or $\frac{2}{d_{2}+r-\lambda}$;
(4) $E_{1}\left(\frac{A}{d_{1}}, 0\right)$ is a saddle if $\frac{2}{d_{1}}<h<\frac{2}{d_{2}+r-\lambda}$, or $\frac{2}{d_{2}+r-\lambda}<h<\frac{2}{d_{1}}$.

On the local stability of equilibrium $E_{2}\left(S^{*}, I^{*}\right)$, we have the following result.

Theorem 2.2 If $R_{0}>1$, then
(1) $E_{2}\left(S^{*}, I^{*}\right)$ is a sink if one of the following conditions holds:
(A) $\Delta \geq 0$ and $0<h<h_{*}$;
(B) $\Delta<0$ and $0<h<h_{* * *}$;
(2) $E_{2}\left(S^{*}, I^{*}\right)$ is a source if one of the following conditions holds:
(A) $\Delta \geq 0$ and $h>h_{* *}$;
(B) $\Delta<0$ and $h>h_{* * *}$;
(3) $E_{2}\left(S^{*}, I^{*}\right)$ is non-hyperbolic if one of the following conditions holds:
(A) $\Delta \geq 0$ and $h=h_{*}$ or $h_{* *}$;
(B) $\Delta<0$ and $h=h_{* * *}$;
(4) $E_{2}\left(S^{*}, I^{*}\right)$ is a saddle if the following condition holds:

$$
\Delta \geq 0 \text { and } h_{*}<h<h_{* *},
$$

where

$$
\begin{aligned}
& h_{*}=\frac{\lambda\left(\lambda-d_{2}-r+d_{1}\right)-\lambda \sqrt{\Delta}}{\left(\lambda-d_{2}-r\right)\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}, \\
& h_{* *}=\frac{\lambda\left(\lambda-d_{2}-r+d_{1}\right)+\lambda \sqrt{\Delta}}{\left(\lambda-d_{2}-r\right)\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}, \\
& h_{* * *}=\frac{\lambda\left(\lambda-d_{2}-r+d_{1}\right)}{\left(\lambda-d_{2}-r\right)\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}
\end{aligned}
$$

and

$$
\Delta=\left(d_{2}+r-\lambda-d_{1}\right)^{2}-\frac{4\left(\lambda-d_{2}-r\right)\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}{\lambda}
$$

The proofs of Theorem 2.1 and Theorem 2.2 are simple and hence we omit them.
From the above discussion we find that if condition (A) in conclusion (3) of Theorem 2.2 holds, then one of the two eigenvalues of the matrix $J\left(E_{2}\right)$ is -1 and the other is neither 1 nor -1 . We can rewrite conditions (A) in the following form:

$$
\left(A, d_{1}, d_{2}, r, h, \lambda\right) \in M_{1} \cup M_{2},
$$

where

$$
M_{1}=\left\{\left(A, d_{1}, d_{2}, r, h, \lambda\right): h=h_{*}, A>0, \Delta \geq 0, R_{0}>1,0<d_{1}, d_{2}, r, \lambda\right\}
$$

and

$$
M_{2}=\left\{\left(A, d_{1}, d_{2}, r, h, \lambda\right): h=h_{* *}, A>0, \Delta \geq 0, R_{0}>1,0<d_{1}, d_{2}, r, \lambda\right\} .
$$

In the following section we will see that there may be a flip bifurcation round equilibrium $E_{2}\left(S^{*}, I^{*}\right)$ if $h$ varies in the small neighborhood of $h_{*}$ or $h_{* *}$ and $\left(A, d_{1}, d_{2}, r, h_{*}, \lambda\right) \in M_{1}$ or $\left(A, d_{1}, d_{2}, r, h_{* *}, \lambda\right) \in M_{2}$.
When condition (B) in conclusion (3) of Theorem 2.2 holds, we can see that the two eigenvalues of the matrix $J\left(E_{2}\right)$ are a pair of conjugate complex numbers, the modules of which are 1 . Condition (B) can be written in following form:

$$
\left(A, d_{1}, d_{2}, r, h, \lambda\right) \in N,
$$

where

$$
N=\left\{\left(A, d_{1}, d_{2}, r, h, \lambda\right): h=h_{* * *}, A>0, \Delta<0, R_{0}>1,0<d_{1}, d_{2}, r, \lambda\right\} .
$$

In the following section we will see that the Hopf bifurcation round equilibrium $E_{2}\left(S^{*}, I^{*}\right)$ will appear if $h$ varies in the small neighborhood of $h=h_{* * *}$ and $\left(A, d_{1}, d_{2}, r, h_{* * *}, \lambda\right) \in N$.

## 3 Analysis of bifurcation

For a function $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, we denote by $f_{x_{i}}, f_{x_{i} x_{j}}$, and $f_{x_{i} x_{j} x_{k}}$ the first order partial derivative, the second order partial derivative and the third order partial derivative of $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with respect to $x_{i}, x_{j}$ and $x_{k}$, respectively.

Based on the analysis in Section 2, in this section we choose the step size $h$ as the bifurcation parameter to study the flip bifurcation and Hopf bifurcation of $E_{2}\left(S^{*}, I^{*}\right)$ by using the center manifold theorem and bifurcation theory in [26, 27].
We firstly discuss the flip bifurcation of model (2) at the equilibrium $E_{2}\left(S^{*}, I^{*}\right)$ when $h$ varies in the small neighborhood of $h_{*}$ and $\left(A, d_{1}, d_{2}, r, h_{*}, \lambda\right) \in M_{1}$. For the case in which $h$ varies in the small neighborhood of $h_{* *}$ and $\left(A, d_{1}, d_{2}, r, h_{* *}, \lambda\right) \in M_{2}$, we can give a similar argument.
Taking the parameters $\left(A, d_{1}, d_{2}, r, h, \lambda\right) \in M_{1}$ arbitrarily, then giving a perturbation $h^{*}$ of parameter $h$, we consider model (2) with perturbation $h^{*}$ as follows:

$$
\left\{\begin{array}{l}
S_{n+1}=S_{n}+\left(h+h^{*}\right)\left(A-\lambda \frac{S_{n} I_{n}}{S_{n}+I_{n}}-d_{1} S_{n}+r I_{n}\right),  \tag{4}\\
I_{n+1}=I_{n}+\left(h+h^{*}\right)\left[\lambda \frac{S_{n} I_{n}}{S_{n}+I_{n}}-\left(d_{2}+r\right) I_{n}\right],
\end{array}\right.
$$

where $\left|h^{*}\right| \ll 1$.
Let $U_{n}=S_{n}-S^{*}$ and $V_{n}=I_{n}-I^{*}$, then we transform the equilibrium $E_{2}\left(S^{*}, I^{*}\right)$ of model (4) into the origin. By calculating we obtain

$$
\left\{\begin{array}{l}
U_{n+1}=U_{n}+\left(h+h^{*}\right)\left[A-\lambda \frac{\left(U_{n}+S^{*}\right)\left(V_{n}+I^{*}\right)}{U_{n}+V_{n}+S^{*}+I^{*}}-d_{1}\left(U_{n}+S^{*}\right)+r\left(V_{n}+I^{*}\right)\right]  \tag{5}\\
V_{n+1}=V_{n}+\left(h+h^{*}\right)\left[\lambda \frac{\left(U_{n}+S^{*}\right)\left(V_{n}+I^{*}\right)}{U_{n}+V_{n}+S^{*}+I^{*}}-\left(d_{2}+r\right)\left(V_{n}+I^{*}\right)\right] .
\end{array}\right.
$$

Expanding model (5) as a Taylor series at $\left(U_{n}, V_{n}\right)=(0,0)$ to the second order, it becomes the following model:

$$
\left\{\begin{align*}
U_{n+1}= & a_{11} U_{n}+a_{12} V_{n}+a_{13} U_{n}^{2}+a_{14} U_{n} V_{n}+a_{15} V_{n}^{2}+b_{11} U_{n} h^{*}  \tag{6}\\
& +b_{12} V_{n} h^{*}+b_{13} U_{n}^{2} h^{2}+b_{14} U_{n} V_{n} h^{*}+b_{15} V_{n}^{2} h^{*}+o\left(\left(U_{n}^{2}+V_{n}^{2}\right)\right) \\
V_{n+1}= & a_{21} U_{n}+a_{22} V_{n}+a_{23} U_{n}^{2}+a_{24} U_{n} V_{n}+a_{25} V_{n}^{2}+b_{21} U_{n} h^{*} \\
& +b_{22} V_{n} h^{*}+b_{23} U_{n}^{2} h^{*}+b_{24} U_{n} V_{n} h^{*}+b_{25} V_{n}^{2} h^{*}+o\left(\left(U_{n}^{2}+V_{n}^{2}\right)\right)
\end{align*}\right.
$$

where

$$
\begin{aligned}
& a_{11}=1-h\left[d_{1}+\frac{\left(\lambda-d_{2}-r\right)^{2}}{\lambda}\right], \quad a_{12}=h\left[r-\frac{\left(d_{2}+r\right)^{2}}{\lambda}\right], \\
& a_{21}=h \frac{\left(\lambda-d_{2}-r\right)^{2}}{\lambda}, \quad a_{22}=1+h\left[\frac{\left(d_{2}+r\right)^{2}}{\lambda}-\left(d_{2}+r\right)\right], \\
& a_{13}=\frac{h\left(\lambda-d_{2}-r\right)^{2}\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}{A \lambda^{2}},
\end{aligned}
$$

$$
\begin{aligned}
& a_{14}=-\frac{2 h\left(d_{2}+r\right)\left(\lambda-d_{2}-r\right)\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}{A \lambda^{2}}, \\
& a_{15}=\frac{h\left(d_{2}+r\right)^{2}\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}{A \lambda^{2}}, \\
& b_{11}=-\frac{\left(\lambda-d_{2}-r\right)^{2}}{\lambda}-d_{1}, \quad b_{12}=-\frac{\left(d_{2}+r\right)^{2}}{\lambda}+r, \\
& b_{13}=\frac{\left(\lambda-d_{2}-r\right)^{2}\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}{A \lambda^{2}}, \\
& b_{14}=-\frac{2\left(d_{2}+r\right)\left(\lambda-d_{2}-r\right)\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}{A \lambda^{2}}, \\
& b_{15}=\frac{\left(d_{2}+r\right)^{2}\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}{A \lambda^{2}}, \\
& b_{21}=\frac{\left(\lambda-d_{2}-r\right)^{2}, \quad b_{22}=\frac{\left(d_{2}+r\right)^{2}}{\lambda}-\left(d_{2}+r\right),}{\lambda}, \\
& a_{23}=-a_{13}, \quad a_{24}=-a_{14}, \quad a_{25}=-a_{15}, \\
& b_{23}=-b_{13}, \quad b_{24}=-b_{14}, \quad b_{25}=-b_{15} .
\end{aligned}
$$

Let a matrix be defined:

$$
T=\left(\begin{array}{cc}
a_{12} & a_{12} \\
-1-a_{11} & w_{2}-a_{11}
\end{array}\right)
$$

then $T$ is invertible. Using translation

$$
\binom{U_{n}}{V_{n}}=T\binom{X_{n}}{Y_{n}},
$$

then model (6) becomes of the following form:

$$
\left\{\begin{array}{l}
X_{n+1}=-X_{n}+F\left(U_{n}, V_{n}, h^{*}\right)+o\left(\left(U_{n}^{2}+V_{n}^{2}\right)\right),  \tag{7}\\
Y_{n+1}=w_{2} Y_{n}+G\left(U_{n}, V_{n}, h^{*}\right)+o\left(\left(U_{n}^{2}+V_{n}^{2}\right)\right),
\end{array}\right.
$$

where

$$
\begin{aligned}
F\left(U_{n}, V_{n}, h^{*}\right)= & \frac{a_{13}\left(w_{2}-a_{11}+a_{12}\right)}{a_{12}\left(w_{2}+1\right)} U_{n}^{2}+\frac{a_{14}\left(w_{2}-a_{11}+a_{12}\right)}{a_{12}\left(w_{2}+1\right)} U_{n} V_{n} \\
& +\frac{a_{15}\left(w_{2}-a_{11}+a_{12}\right)}{a_{12}\left(w_{2}+1\right)} V_{n}^{2}+\frac{b_{11}\left(w_{2}-a_{11}\right)-a_{12} b_{21}}{a_{12}\left(w_{2}+1\right)} U_{n} h^{*} \\
& +\frac{b_{12}\left(w_{2}-a_{11}\right)-a_{12} b_{22}}{a_{12}\left(w_{2}+1\right)} V_{n} h^{*}+\frac{b_{13}\left(w_{2}-a_{11}+a_{12}\right)}{a_{12}\left(w_{2}+1\right)} U_{n}^{2} h^{*} \\
& +\frac{b_{14}\left(w_{2}-a_{11}+a_{12}\right)}{a_{12}\left(w_{2}+1\right)} U_{n} V_{n} h^{*}+\frac{b_{15}\left(w_{2}-a_{11}+a_{12}\right)}{a_{12}\left(w_{2}+1\right)} V_{n}^{2} h^{*}
\end{aligned}
$$

and

$$
\begin{aligned}
G\left(U_{n}, V_{n}, h^{*}\right)= & \frac{a_{13}\left(1+a_{11}-a_{12}\right)}{a_{12}\left(w_{2}+1\right)} U_{n}^{2}+\frac{a_{14}\left(1+a_{11}-a_{12}\right)}{a_{12}\left(w_{2}+1\right)} U_{n} V_{n} \\
& +\frac{a_{15}\left(1+a_{11}-a_{12}\right)}{a_{12}\left(w_{2}+1\right)} V_{n}^{2}+\frac{b_{11}\left(1+a_{11}\right)+a_{12} b_{21}}{a_{12}\left(w_{2}+1\right)} U_{n} h^{*}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{b_{12}\left(1+a_{11}\right)+a_{12} b_{22}}{a_{12}\left(w_{2}+1\right)} V_{n} h^{*}+\frac{b_{13}\left(1+a_{11}-a_{12}\right)}{a_{12}\left(w_{2}+1\right)} U_{n}^{2} h^{*} \\
& +\frac{b_{14}\left(1+a_{11}-a_{12}\right)}{a_{12}\left(w_{2}+1\right)} U_{n} V_{n} h^{*}+\frac{b_{15}\left(1+a_{11}-a_{12}\right)}{a_{12}\left(w_{2}+1\right)} V_{n}^{2} h^{*}
\end{aligned}
$$

Now, we determine the center manifold $W^{c}(0,0)$ of model (7) at the equilibrium $(0,0)$ in a small neighborhood of $h^{*}=0$. By the center manifold theorem, we can obtain the approximate representation of the center manifold $W^{c}(0,0)$ as follows:

$$
W^{c}(0,0)=\left\{\left(X_{n}, Y_{n}\right): Y_{n}=a_{1} h^{*}+a_{2} h^{* 2}+a_{3} X_{n} h^{*}+a_{4} X_{n}^{2}+o\left(\left(\left|X_{n}\right|+\left|h^{*}\right|\right)^{2}\right)\right\}
$$

where $o\left(\left(\left|X_{n}\right|+\left|h^{*}\right|\right)^{2}\right)$ is a function in $\left(X_{n}, h^{*}\right)$ at least of the third order, and

$$
\begin{aligned}
a_{1}= & 0, \quad a_{2}=0, \\
a_{3}= & \frac{\left(1+a_{11}\right)\left[a_{12} b_{22}+b_{12}\left(1+a_{11}\right)\right]}{a_{12}\left(w_{2}+1\right)^{2}}-\frac{a_{12} b_{21}+b_{11}\left(1+a_{11}\right)}{\left(w_{2}+1\right)^{2}}, \\
a_{4}= & \frac{a_{12}\left[a_{12} a_{23}+a_{13}\left(1+a_{11}\right)\right]}{1-w_{2}^{2}}-\frac{\left(1+a_{11}\right)\left[a_{12} a_{24}+a_{14}\left(1+a_{11}\right)\right]}{1-w_{2}^{2}} \\
& +\frac{\left(1+a_{11}\right)^{2}\left[a_{12} a_{25}+a_{15}\left(1+a_{11}\right)\right]}{a_{12}\left(1-w_{2}^{2}\right)} .
\end{aligned}
$$

Therefore, on the center manifold $W^{c}(0,0)$ we have

$$
\begin{aligned}
U_{n}= & u_{1} X_{n}+u_{2} Y_{n} \\
= & a_{12} X_{n}+a_{3} a_{12} X_{n} h^{*}+a_{4} a_{12} X_{n}^{2}+o\left(\left(\left|X_{n}\right|+\left|h^{*}\right|\right)^{2}\right), \\
V_{n}= & v_{1} X_{n}+v_{2} Y_{n} \\
= & -\left(1+a_{11}\right) X_{n}+a_{3}\left(w_{2}-a_{11}\right) X_{n} h^{*}+a_{4}\left(w_{2}-a_{11}\right) X_{n}^{2} \\
& +o\left(\left(\left|X_{n}\right|+\left|h^{*}\right|\right)^{2}\right) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \begin{array}{l}
U_{n}^{2}= \\
a_{12}^{2}
\end{array} X_{n}^{2}+2 a_{3} a_{12}^{2} X_{n}^{2} h^{*}+2 a_{4} a_{12}^{2} X_{n}^{3}+o\left(\left(\left|X_{n}\right|+\left|h^{*}\right|\right)^{3}\right), \\
& U_{n} V_{n}=-a_{12}\left(1+a_{11}\right) X_{n}^{2}+a_{3} a_{12}\left(w_{2}-2 a_{11}-1\right) X_{n}^{2} h^{*} \\
& \quad+a_{4} a_{12}\left(w_{2}-2 a_{11}-1\right) X_{n}^{3}+o\left(\left(\left|X_{n}\right|+\left|h^{*}\right|\right)^{3}\right), \\
& V_{n}^{2}=\left(1+a_{11}\right)^{2} X_{n}^{2}-2 a_{3}\left(1+a_{11}\right)\left(w_{2}-a_{11}\right) X_{n}^{2} h^{*} \\
&-2 a_{4}\left(1+a_{11}\right)\left(w_{2}-a_{11}\right) X_{n}^{3}+o\left(\left(\left|X_{n}\right|+\left|h^{*}\right|\right)^{3}\right) .
\end{aligned}
$$

Furthermore, we have

$$
\begin{aligned}
X_{n+1}= & -X_{n}+F\left(U_{n}, V_{n}, h^{*}\right) \\
= & -X_{n}+c_{1} X_{n}^{2}+c_{2} X_{n} h^{*}+c_{3} X_{n}^{2} h^{*} \\
& +c_{4} X_{n} h^{* 2}+c_{5} X_{n}^{3}+o\left(\left(\left|X_{n}\right|+\left|h^{*}\right|\right)^{3}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
c_{1}= & \frac{w_{2}-a_{11}+a_{12}}{a_{12}\left(w_{2}+1\right)}\left[a_{13} a_{12}^{2}-a_{14} a_{12}\left(1+a_{11}\right)+a_{15}\left(1+a_{11}\right)^{2}\right], \\
c_{2}= & \frac{b_{11}\left(w_{2}-a_{11}\right)-a_{12} b_{21}}{w_{2}+1}-\frac{\left(1+a_{11}\right)\left[b_{12}\left(w_{2}-a_{11}\right)-a_{12} b_{22}\right]}{a_{12}\left(w_{2}+1\right)}, \\
c_{3}= & \frac{2 a_{3} a_{12} a_{13}\left(w_{2}-a_{11}+a_{12}\right)}{w_{2}+1}+\frac{a_{3} a_{14}\left(w_{2}-a_{11}+a_{12}\right)\left(w_{2}-2 a_{11}-1\right)}{w_{2}+1} \\
& -\frac{2 a_{3} a_{15}\left(1+a_{11}\right)\left(w_{2}-a_{11}\right)\left(w_{2}-a_{11}+a_{12}\right)}{a_{12}\left(w_{2}+1\right)}+\frac{a_{4}\left[\left(w_{2}-a_{11}\right) b_{11}-a_{12} b_{21}\right]}{w_{2}+1} \\
& +\frac{a_{4}\left(w_{2}-a_{11}\right)\left[\left(w_{2}-a_{11}\right) b_{12}-a_{12} b_{22}\right]}{a_{12}\left(w_{2}+1\right)}+\frac{a_{12} b_{13}\left(w_{2}-a_{11}+a_{12}\right)}{w_{2}+1} \\
& -\frac{b_{14}\left(1+a_{11}\right)\left(w_{2}-a_{11}+a_{12}\right)}{w_{2}+1}+\frac{b_{15}\left(1+a_{11}\right)^{2}\left(w_{2}-a_{11}+a_{12}\right)}{a_{12}\left(w_{2}+1\right)}, \\
c_{4}= & \frac{a_{3}\left[\left(w_{2}-a_{11}\right) b_{11}-a_{12} b_{21}\right]}{w_{2}+1}+\frac{a_{3}\left(w_{2}-a_{11}\right)\left[\left(w_{2}-a_{11}\right) b_{12}-a_{12} b_{22}\right]}{a_{12}\left(w_{2}+1\right)}, \\
c_{5}= & \frac{a_{4} a_{14}\left(w_{2}-a_{11}+a_{12}\right)\left(w_{2}-2 a_{11}-1\right)}{w_{2}+1}+\frac{2 a_{4} a_{12} a_{13}\left(w_{2}-a_{11}+a_{12}\right)}{w_{2}+1} \\
& -\frac{2 a_{4} a_{15}\left(1+a_{11}\right)\left(w_{2}-a_{11}\right)\left(w_{2}-a_{11}+a_{12}\right)}{a_{12}\left(w_{2}+1\right)} .
\end{aligned}
$$

Therefore, when model (7) is restricted to the center manifold $W^{c}(0,0)$ we obtain the map $G^{*}$ as follows:

$$
\begin{align*}
G^{*}\left(X_{n}\right)= & -X_{n}+c_{1} X_{n}{ }^{2}+c_{2} X_{n} h^{*}+c_{3} X_{n}^{2} h^{*} \\
& +c_{4} X_{n} h^{* 2}+c_{5} X_{n}{ }^{3}+o\left(\left(\left|X_{n}\right|+\left|h^{*}\right|\right)^{3}\right) . \tag{8}
\end{align*}
$$

In order to undergo a flip bifurcation for map (8), we require that the two discriminatory quantities $\alpha_{1}$ and $\alpha_{2}$ are not zero, where

$$
\alpha_{1}=\left.\left(G_{X_{n} h^{*}}^{*}+\frac{1}{2} G_{h^{*}}^{*} G_{X_{n} X_{n}}^{*}\right)\right|_{(0,0)}=c_{2}
$$

and

$$
\alpha_{2}=\left.\left(\frac{1}{6} G_{X_{n} X_{n} X_{n}}^{*}+\left(\frac{1}{2} G_{h^{*}}^{*} G_{X_{n} X_{n}}^{*}\right)^{2}\right)\right|_{(0,0)}=c_{5}+c_{1}^{2} .
$$

Therefore, by the above analysis and the theorem in [26], we obtain the following result.

Theorem 3.1 If $\alpha_{2} \neq 0$, then model (4) undergoes a flip bifurcation at the equilibrium $E_{2}\left(S^{*}, I^{*}\right)$ when the parameter $h^{*}$ varies in a small neighborhood of the origin. Moreover, if $\alpha_{2}>0$ (resp., $\alpha_{2}<0$ ), then the period- 2 points which bifurcate from $E_{2}\left(S^{*}, I^{*}\right)$ are stable (resp., unstable).

Finally, we discuss the Hopf bifurcation of $E_{2}\left(S^{*}, I^{*}\right)$ if $h$ varies in the small neighborhood of $N$. We take the parameters $\left(A, d_{1}, d_{2}, r, h, \lambda\right) \in N$ arbitrarily. We consider a small
perturbation of (2) by choosing the bifurcation parameter $h^{*}$ as follows:

$$
\left\{\begin{array}{l}
S_{n+1}=S_{n}+\left(h+h^{*}\right)\left(A-\lambda \frac{S_{n} I_{n}}{S_{n}+I_{n}}-d_{1} S_{n}+r I_{n}\right),  \tag{9}\\
I_{n+1}=I_{n}+\left(h+h^{*}\right)\left[\lambda \frac{S_{n} I_{n}+I_{n}}{S_{n}+I_{n}}-\left(d_{2}+r\right) I_{n}\right]
\end{array}\right.
$$

where $\left|h^{*}\right| \ll 1$ which is a small perturbation.
Let $U_{n}=S_{n}-S^{*}$ and $V_{n}=I_{n}-I^{*}$, then we transform equilibrium $E_{2}\left(S^{*}, I^{*}\right)$ into the origin, we have

$$
\left\{\begin{array}{l}
U_{n+1}=U_{n}+\left(h+h^{*}\right)\left[A-\lambda \frac{\left(U_{n}+S^{*}\right)\left(V_{n}+I^{*}\right)}{U_{n}+V_{n}+I^{*}+I^{*}}-d_{1}\left(U_{n}+S^{*}\right)+r\left(V_{n}+I^{*}\right)\right]  \tag{10}\\
V_{n+1}=V_{n}+\left(h+h^{*}\right)\left[\lambda \frac{\left(U_{n}+S^{*}\right)\left(V_{n} I^{*}\right)}{U_{n}+V_{n}+S^{*}+I^{*}}-\left(d_{2}+r\right)\left(V_{n}+I^{*}\right)\right]
\end{array}\right.
$$

The characteristic equation associated with the linearization of model $(10)$ at $(0,0)$ is the following:

$$
w^{2}+P\left(h^{*}\right) w+Q\left(h^{*}\right)=0,
$$

where

$$
\begin{aligned}
P\left(h^{*}\right)= & -2-\left(h+h^{*}\right)\left[\left(d_{2}+r-\lambda\right)-d_{1}\right] \\
Q\left(h^{*}\right)= & 1+\left(h+h^{*}\right)\left[\left(d_{2}+r-\lambda\right)-d_{1}\right] \\
& +\left(h+h^{*}\right)^{2} \frac{\left(\lambda-d_{2}-r\right)\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]}{\lambda} .
\end{aligned}
$$

Correspondingly, when $h^{*}$ varies in a small neighborhood of $h^{*}=0$ the roots of the characteristic equation are

$$
w_{1,2}=\frac{-P\left(h^{*}\right) \pm \sqrt{P\left(h^{*}\right)^{2}-4 Q\left(h^{*}\right)}}{2}
$$

and we have

$$
\left|w_{1,2}\right|=\left(Q\left(h^{*}\right)\right)^{\frac{1}{2}}, \quad k=\left.\left(\left|w_{1,2}\right|_{h^{*}}\right)\right|_{h^{*}=0}=\frac{1}{2}\left(\lambda-d_{2}-r+d_{1}\right)>0 .
$$

Moreover, it is required that when $h^{*}=0, w_{1,2}^{m} \neq 1, m=1,2,3,4$, which is equivalent to $P(0) \neq-2,0,1,2$. Note $\left(A, d_{1}, d_{2}, r, h, \lambda\right) \in N$ and $\Delta<0$, then

$$
\left(\operatorname{tr} J\left(E_{2}\right)\right)^{2}=\left(2+h\left[\left(d_{2}+r-\lambda\right)-d_{1}\right]\right)^{2}<4 .
$$

Hence,

$$
P(0)=-2-h\left[\left(d_{2}+r-\lambda\right)-d_{1}\right] \neq \pm 2 .
$$

We only need to require that $P(0) \neq 0,1$, i.e.,

$$
\begin{equation*}
\frac{\lambda\left(\lambda-d_{2}-r+d_{1}\right)}{d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)} \neq \frac{j\left(\lambda-d_{2}-r\right)}{\lambda-d_{2}-r+d_{1}}, \quad j=2,3 . \tag{11}
\end{equation*}
$$

Therefore, the eigenvalues $w_{1,2}$ do not lie in the intersection of the unit circle with the coordinate axes when $h^{*}=0$ and (11) holds.

In the following, we study the normal form of model (10) when $h^{*}=0$. Expanding model (10) as a Taylor series at $U_{n}=0, V_{n}=0$ to third order, then it becomes the following model:

$$
\left\{\begin{align*}
U_{n+1}= & a_{11} U_{n}+a_{12} V_{n}+a_{13} U_{n}^{2}+a_{14} U_{n} V_{n}+a_{15} V_{n}^{2}  \tag{12}\\
& +c_{11} U_{n}{ }^{3}+c_{12} U_{n}^{2} V_{n}+c_{13} U_{n} V_{n}^{2}+c_{14} V_{n}^{3}+o\left(\left(\left|U_{n}\right|+\left|V_{n}\right|\right)^{3}\right) \\
V_{n+1}= & a_{21} U_{n}+a_{22} V_{n}+a_{23} U_{n}{ }^{2}+a_{24} U_{n} V_{n}+a_{25} V_{n}^{2} \\
& +c_{21} U_{n}{ }^{3}+c_{22} U_{n}^{2} V_{n}+c_{23} U_{n} V_{n}{ }^{2}+c_{24} V_{n}^{3}+o\left(\left(\left|U_{n}\right|+\left|V_{n}\right|\right)^{3}\right),
\end{align*}\right.
$$

where $a_{i j}(i=1,2 ; j=1,2,3,4,5)$ have the same form as in model (6), but in model (12) $h=h_{* * *}$ and

$$
\begin{aligned}
& c_{11}=-\frac{h\left(\lambda-d_{2}-r\right)^{2}\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]^{2}}{A^{2} \lambda^{3}}, \\
& c_{12}=\frac{h\left(\lambda-d_{2}-r\right)\left[3\left(d_{2}+r\right)-\lambda\right]\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]^{2}}{A^{2} \lambda^{3}}, \\
& c_{13}=\frac{h\left(d_{2}+r\right)\left[2 \lambda-3\left(d_{2}+r\right)\right]\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]^{2}}{A^{2} \lambda^{3}}, \\
& c_{14}=-\frac{h\left(d_{2}+r\right)^{2}\left[d_{1}\left(d_{2}+r\right)+d_{2}\left(\lambda-d_{2}-r\right)\right]^{2}}{A^{2} \lambda^{3}}, \\
& c_{2 i}=-c_{1 i}, \quad i=1,2,3,4 .
\end{aligned}
$$

Let

$$
\alpha=1-\frac{h\left(\lambda-d_{2}+d_{1}-r\right)}{2}, \quad \beta=\frac{\sqrt{4 \operatorname{det} J\left(E_{2}\right)-\left(\operatorname{tr} J\left(E_{2}\right)\right)^{2}}}{2}
$$

and

$$
T=\left(\begin{array}{cc}
0 & 1 \\
\beta & \alpha
\end{array}\right)
$$

then $T$ is invertible. Using translation

$$
\binom{U_{n}}{V_{n}}=T\binom{X_{n}}{Y_{n}}
$$

then model (10) becomes of the following form:

$$
\left\{\begin{array}{l}
X_{n+1}=\alpha X_{n}-\beta Y_{n}+\bar{F}\left(X_{n}, Y_{n}\right),  \tag{13}\\
Y_{n+1}=\beta X_{n}+\alpha Y_{n}+\bar{G}\left(X_{n}, Y_{n}\right),
\end{array}\right.
$$

where

$$
\begin{aligned}
\bar{F}\left(X_{n}, Y_{n}\right)= & -\frac{a_{13}(1+\alpha)}{\beta} Y_{n}{ }^{2}-\frac{a_{14}(1+\alpha)}{\beta} Y_{n}\left(\beta X_{n}+\alpha Y_{n}\right) \\
& -\frac{a_{15}(1+\alpha)}{\beta}\left(\beta X_{n}+\alpha Y_{n}\right)^{2}-\frac{c_{11}(1+\alpha)}{\beta} Y_{n}{ }^{3}
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{c_{12}(1+\alpha)}{\beta} Y_{n}^{2}\left(\beta X_{n}+\alpha Y_{n}\right)-\frac{c_{13}(1+\alpha)}{\beta} Y_{n}\left(\beta X_{n}+\alpha Y_{n}\right)^{2} \\
& -\frac{c_{14}(1+\alpha)}{\beta}\left(\beta X_{n}+\alpha Y_{n}\right)^{3}+o\left(\left(\left|X_{n}\right|+\left|Y_{n}\right|\right)^{3}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\bar{G}\left(X_{n}, Y_{n}\right)= & a_{13} Y_{n}^{2}+a_{14} Y_{n}\left(\beta X_{n}+\alpha Y_{n}\right)+a_{15}\left(\beta X_{n}+\alpha Y_{n}\right)^{2} \\
& +c_{11} Y_{n}^{3}+c_{12} Y_{n}^{2}\left(\beta X_{n}+\alpha Y_{n}\right)+c_{13} Y_{n}\left(\beta X_{n}+\alpha Y_{n}\right)^{2} \\
& +c_{14}\left(\beta X_{n}+\alpha Y_{n}\right)^{3}+o\left(\left(\left|X_{n}\right|+\left|Y_{n}\right|\right)^{3}\right) .
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
& \left.\bar{F}_{X_{n} X_{n}}\right|_{(0,0)}=-2 a_{15} \beta(1+\alpha), \\
& \left.\bar{F}_{X_{n} Y_{n}}\right|_{(0,0)}=-a_{14}(1+\alpha)-2 a_{15} \alpha(1+\alpha), \\
& \left.\bar{F}_{Y_{n} Y_{n}}\right|_{(0,0)}=-\frac{2 a_{13}(1+\alpha)}{\beta}-\frac{2 a_{14} \alpha(1+\alpha)}{\beta}-\frac{2 a_{15} \alpha^{2}(1+\alpha)}{\beta}, \\
& \left.\bar{F}_{X_{n} X_{n} X_{n}}\right|_{(0,0)}=-6 c_{14} \beta^{2}(1+\alpha), \\
& \left.\bar{F}_{X_{n} X_{n} Y_{n}}\right|_{(0,0)}=-2 c_{13} \beta(1+\alpha)-6 c_{14} \alpha \beta(1+\alpha), \\
& \left.\bar{F}_{X_{n} Y_{n} Y_{n}}\right|_{(0,0)}=-2 c_{12}(1+\alpha)-2 c_{13} \alpha(1+\alpha)-6 c_{14} \alpha^{2}(1+\alpha), \\
& \left.\bar{F}_{Y_{n} Y_{n} Y_{n}}\right|_{(0,0)}=-6 \frac{c_{11}(1+\alpha)}{\beta}-6 \frac{c_{12} \alpha(1+\alpha)}{\beta}-6 \frac{c_{13} \alpha^{2}(1+\alpha)}{\beta}-6 \frac{c_{14} \alpha^{3}(1+\alpha)}{\beta},
\end{aligned}
$$

and

$$
\begin{aligned}
& \left.\bar{G}_{X_{n} X_{n}}\right|_{(0,0)}=2 \beta^{2},\left.\quad \bar{G}_{X_{n} Y_{n}}\right|_{(0,0)}=a_{14} \beta+2 a_{15} \alpha \beta, \\
& \left.\bar{G}_{Y_{n} Y_{n}}\right|_{(0,0)}=2 a_{13}+2 a_{14} \alpha+2 a_{15} \alpha^{2},\left.\quad \bar{G}_{X_{n} X_{n} X_{n}}\right|_{(0,0)}=6 c_{14} \beta^{3}, \\
& \left.\bar{G}_{X_{n} X_{n} Y_{n}}\right|_{(0,0)}=2 c_{13} \beta^{2}+6 c_{14} \alpha \beta^{2}, \\
& \left.\bar{G}_{X_{n} Y_{n} Y_{n}}\right|_{(0,0)}=2 c_{12} \beta+4 c_{13} \alpha \beta+6 c_{14} \alpha^{2} \beta, \\
& \left.\bar{G}_{Y_{n} Y_{n} Y_{n}}\right|_{(0,0)}=6 c_{11}+6 c_{12} \alpha+6 c_{13} \alpha^{2}+6 c_{14} \alpha^{3} .
\end{aligned}
$$

In order for model (15) to undergo a Hopf bifurcation, we require that the following discriminatory quantity is not zero [27]:

$$
\begin{equation*}
a=-\operatorname{Re}\left[\frac{(1-2 \bar{w}) \bar{w}^{2}}{1-w} \xi_{11} \xi_{20}\right]-\frac{1}{2}\left\|\xi_{11}\right\|^{2}-\left\|\xi_{02}\right\|^{2}+\operatorname{Re}\left(\bar{w} \xi_{21}\right), \tag{14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \xi_{02}=\left.\frac{1}{8}\left[\bar{F}_{X_{n} X_{n}}-\bar{F}_{Y_{n} Y_{n}}+2 \bar{G}_{X_{n} Y_{n}}+i\left(\bar{G}_{X_{n} X_{n}}-\bar{G}_{Y_{n} Y_{n}}+2 \bar{F}_{X_{n} Y_{n}}\right)\right]\right|_{(0,0)} \\
& \xi_{11}=\left.\frac{1}{4}\left[\bar{F}_{X_{n} X_{n}}+\bar{F}_{Y_{n} Y_{n}}+i\left(\bar{G}_{X_{n} X_{n}}+\bar{G}_{Y_{n} Y_{n}}\right)\right]\right|_{(0,0)}
\end{aligned}
$$

$$
\begin{aligned}
\xi_{20}= & \left.\frac{1}{8}\left[\bar{F}_{X_{n} X_{n}}-\bar{F}_{Y_{n} Y_{n}}+2 \bar{G}_{X_{n} Y_{n}}+i\left(\bar{G}_{X_{n} X_{n}}-\bar{G}_{Y_{n} Y_{n}}-2 \bar{F}_{X_{n} Y_{n}}\right)\right]\right|_{(0,0)} \\
\xi_{21}= & \frac{1}{16}\left[\bar{F}_{X_{n} X_{n} X_{n}}+\bar{F}_{X_{n} Y_{n} Y_{n}}+\bar{G}_{X_{n} X_{n} Y_{n}}+\bar{G}_{Y_{n} Y_{n} Y_{n}}\right. \\
& \left.+i\left(\bar{G}_{X_{n} X_{n} X_{n}}+\bar{G}_{X_{n} Y_{n} Y_{n}}-\bar{F}_{X_{n} X_{n} Y_{n}}-\bar{F}_{Y_{n} Y_{n} Y_{n}}\right)\right]\left.\right|_{(0,0)} .
\end{aligned}
$$

Moreover,

$$
-\operatorname{Re}\left[\frac{(1-2 \bar{w}) \bar{w}^{2}}{1-w} \xi_{11} \xi_{20}\right]=\frac{1}{64(1-\alpha)}(\bar{B} \bar{D}-\bar{A} \bar{C})
$$

where

$$
\begin{aligned}
\bar{A}= & 2 \beta^{2}\left(1+\alpha-4 \alpha^{2}\right)+(1-\alpha)\left[4 \alpha\left(1-\alpha^{2}\right)+(1-2 \alpha)\left(2 \alpha^{2}-1\right)\right], \\
\bar{B}= & \beta\left[4 \alpha\left(1-\alpha^{2}\right)+(1-2 \alpha)\left(2 \alpha^{2}-1\right)\right]-2 \beta(1-\alpha)\left(1+\alpha-4 \alpha^{2}\right), \\
\bar{C}= & {\left[\left(\bar{F}_{X_{n} X_{n}}+\bar{F}_{Y_{n} Y_{n}}\right)\left(\bar{F}_{X_{n} X_{n}}-\bar{F}_{Y_{n} Y_{n}}+2 \bar{G}_{X_{n} Y_{n}}\right)\right.} \\
& \left.-\left(\bar{G}_{X_{n} X_{n}}+\bar{G}_{Y_{n} Y_{n}}\right)\left(\bar{G}_{X_{n} X_{n}}-\bar{G}_{Y_{n} Y_{n}}-2 \bar{F}_{X_{n} Y_{n}}\right)\right]\left.\right|_{(0,0)}, \\
\bar{D}= & {\left[\left(\bar{F}_{X_{n} X_{n}}+\bar{F}_{Y_{n} Y_{n}}\right)\left(\bar{G}_{X_{n} X_{n}}-\bar{G}_{Y_{n} Y_{n}}-2 \bar{F}_{X_{n} Y_{n}}\right)\right.} \\
& \left.+\left(\bar{G}_{X_{n} X_{n}}+\bar{G}_{Y_{n} Y_{n}}\right)\left(\bar{F}_{X_{n} X_{n}}-\bar{F}_{Y_{n} Y_{n}}-2 \bar{G}_{X_{n} Y_{n}}\right)\right]\left.\right|_{(0,0)} .
\end{aligned}
$$

Therefore, from the above analysis and Theorem 3.5.2 in [27] we have the following result.

Theorem 3.2 If condition (11) holds and $a \neq 0$, then model (9) undergoes a Hopf bifurcation at the equilibrium $E_{2}\left(S^{*}, I^{*}\right)$ when the parameter $h^{*}$ changes in the small neighborhood of the origin. Moreover, if $a<0$ (resp., $a>0$ ), then an attracting (resp., repelling) invariant closed curve bifurcates from $E_{2}$ for $h^{*}>0\left(\right.$ resp., $\left.h^{*}<0\right)$.

## 4 Numerical simulation

In this section, we give the bifurcation diagrams and phase portraits of model (2) to confirm the above theoretical analysis and show the new interesting complex dynamical behaviors by using numerical simulations.
The bifurcation diagrams are considered in the following two cases.
Case 1. We choose $A=8, d_{1}=0.08, d_{2}=0.1, r=0.1, \lambda=0.75,\left(S_{0}, I_{0}\right)=(2.8,2)$ and $h \in$ [3.6,5.2] in model (2).
By calculating, we find that model (2) has an unique endemic equilibrium $E_{2}$ (22.5352, 61.9728), $\Delta=0.01886>0, R_{0}=3.75>1, h_{*}=3.7583, \alpha_{1}=-0.5322$ and $\alpha_{2}=3.4182 \times$ $10^{-5}$. Obviously, we have $\left(A, d_{1}, d_{2}, r, h_{*}, \lambda\right) \in M_{1}$. Figures 1 and 2 show the correctness of Theorem 3.1.

From Figures 1 and 2 we see that the equilibrium $E_{2}(22.5352,61.9728)$ is stable for $h<$ 3.7583 and loses its stability when $h=3.7583$; when $h>3.7583$, there is a period-doubling bifurcation. Moreover, a chaotic set emerges with the increasing of $h$. The corresponding phase portraits for various values of $h$ are showed in Figure 3.

Case 2. We choose $A=6, d_{1}=0.15, d_{2}=0.42, r=0.12, \lambda=0.75,\left(S_{0}, I_{0}\right)=(5,2)$, and $h \in[7,9]$ in model (2).

Figure 1 The flip bifurcation $S$-h of model (2).


Figure 2 The flip bifurcation I-h of model (2).


By calculating, we see that model (2) has a unique endemic equilibrium $E_{2}$ (19.1489, 7.4468), $\Delta=-0.0599<0, R_{0} \approx 1.3158>1, h_{* * *}=7.5988$ and $a=-0.8523$. Obviously, we have $\left(A, d_{1}, d_{2}, r, h_{* * *}, \lambda\right) \in N$. Figure 4 shows the correctness of Theorem 3.2.

From Figure 4 we find that endemic equilibrium $E_{2}(19.1489,7.4468)$ of model (2) is stable for $h<7.5988$, and it loses its stability when $h=7.5988$; Moreover, when $7.5988<h<8$ then an invariant circle appears; when $h \approx 8.025$, there exist 16-period orbits; when $h \approx 8.08$, there exist 32-period orbits; when $h \in(8.1,8.26)$, there exist period-bifurcation and chaotic sets; when $h \approx 8.26$, there exist 7 -period orbits; when $h \in(8.3,8.323)$, there exist period-bifurcation and chaotic sets; when $h \approx 8.324$, there exist 3-period orbits; with the increasing of $h$, the period bifurcation and chaotic sets appear again. The above results can be seen from the phase portraits in Figure 5(A)-(L) corresponding to Figure 4.

Remark 1 For the discrete model (2), the 3-period orbits, 7-period orbits and complex dynamical behaviors are obtained in this paper which reveal far richer dynamical behaviors than the continuous epidemic model (1).

## 5 Chaos control

In this section, the feedback control method is used to stabilize chaotic orbits at an unstable endemic equilibrium of model (2).

Consider the following controlled form of model (2):

$$
\left\{\begin{array}{l}
S_{n+1}=S_{n}+h\left(A-\lambda \frac{S_{n} I_{n}}{S_{n}+I_{n}}-d_{1} S_{n}+r I_{n}\right)+X_{n}  \tag{15}\\
I_{n+1}=I_{n}+h\left[\lambda \frac{S_{n}}{S_{n}+I_{n}}-\left(d_{2}+r\right) I_{n}\right]
\end{array}\right.
$$



Figure 3 The phase portraits of model (2) for different values of $\boldsymbol{h}$ corresponding to Figure 1 and
Figure 2. Here (A) is for $h=3.7$, (B) is for $h=3.8$, (C) is for $h=4.6$, ( $\mathbf{D}$ ) is for $h=4.75$, ( $\mathbf{E}$ ) is for $h=4.9$ and $\mathbf{( F )}$ is for $h=5$.
with the following feedback control law as the control force:

$$
\begin{equation*}
X_{n}=-p_{1}\left(S_{n}-S^{*}\right)-p_{2}\left(I_{n}-I^{*}\right), \tag{16}
\end{equation*}
$$

where $p_{1,2}$ is the feedback gain, $\left(S^{*}, I^{*}\right)$ is endemic equilibrium of model (2).
The Jacobian matrix of model (15) at endemic equilibrium $E_{2}\left(S^{*}, I^{*}\right)$ is

$$
J\left(E_{2}\right)=\left(\begin{array}{cc}
a_{11}-p_{1} & a_{12}-p_{2} \\
a_{21} & a_{22}
\end{array}\right),
$$

where $a_{11}, a_{12}, a_{21}, a_{22}$ are given in model (6).


Figure 4 Hopf bifurcation of model (2). (A) Hopf bifurcation S-h. (B) Local amplification of (A) for $h \in[8,8.324]$. (C) Hopf bifurcation I-h. (D) Local amplification of (C) for $h \in[8,8.324]$.

The corresponding characteristic equation of matrix $J\left(E_{2}\right)$ is

$$
\begin{equation*}
\lambda^{2}-\left(a_{11}+a_{22}-p_{1}\right) \lambda+a_{22}\left(a_{11}-p_{1}\right)-a_{21}\left(a_{12}-p_{2}\right)=0 . \tag{17}
\end{equation*}
$$

Let $\lambda_{1,2}$ is the eigenvalue of (17), then

$$
\begin{equation*}
\lambda_{1}+\lambda_{2}=a_{11}+a_{22}-p_{1} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{1} \lambda_{2}=a_{22}\left(a_{11}-p_{1}\right)-a_{21}\left(a_{12}-p_{2}\right) \tag{19}
\end{equation*}
$$

The lines of marginal stability are determined by solving the equation $\lambda_{1}= \pm 1$ and $\lambda_{1} \lambda_{2}=1$. These conditions guarantee that the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ have modulus less than 1 .

Suppose $\lambda_{1} \lambda_{2}=1$; from (19) we have line $l_{1}$ as follows:

$$
\begin{equation*}
a_{22} p_{1}-a_{21} p_{2}=a_{11} a_{22}-a_{12} a_{21}-1 . \tag{20}
\end{equation*}
$$

Suppose $\lambda_{1}=1,-1$; from (18), (19) we have lines $l_{2}$ and $l_{3}$ as follows:

$$
\begin{equation*}
\left(1-a_{22}\right) p_{1}+a_{21} p_{2}=a_{11}+a_{22}-1-a_{22} a_{11}+a_{12} a_{21} \tag{21}
\end{equation*}
$$



Figure 5 The phase portraits of model (2) for different values of $h$ corresponding to Figure 4. Here (A) is for $h=7.58$, (B) is for $h=7.59$, (C) is for $h=7.6$, (D) is for $h=8$, ( $\mathbf{E}$ ) is for $h=8.025$, ( $\mathbf{F}$ ) is for $h=8.08$, (G) is for $h=8.2$, (H) is for $h=8.26$, ( $\mathbf{I}$ ) is for $h=8.324$, (J) is for $h=8.635$, ( $\mathbf{K}$ ) is for $h=8.7$, and (L) is for $h=8.715$.
and

$$
\begin{equation*}
\left(1+a_{22}\right) p_{1}-a_{21} p_{2}=a_{11}+a_{22}+1+a_{11} a_{22}-a_{12} a_{21} \tag{22}
\end{equation*}
$$

The stable eigenvalues lie within a triangular region by line $l_{1}, l_{2}$, and $l_{3}$, which can be seen from Figure 6.
Therefore, some numerical simulations can be made to control the unstable endemic equilibrium $E_{2}\left(S^{*}, I^{*}\right)$ by the state feedback method. The parameters are selected as $A=6, d_{1}=0.15, d_{2}=0.42, r=0.12, \lambda=0.75, h=8.2,\left(S_{0}, I_{0}\right)=(5,2)$ and the feedback gain $p_{1}=-0.1, p_{2}=-1.5$. A chaotic trajectory is stabilized at the endemic equilibrium (19.1489, 7.4468) (see Figure 7).


Figure 5 Continued

Remark 2 In $[16,28]$ the authors only obtained the chaotic sets. In this paper, the feedback control method is used to stabilize chaotic orbits at an unstable endemic equilibrium. As Chen and Sun in [29] pointed out the feedback control variables have an important role in dealing with the disease and no scholar has investigated the feedback control in epidemic models. They only discussed a continuous-time SI epidemic model with feedback controls. We use the feedback control method to stabilize the chaotic orbits in a discretetime SIS epidemic model. These results show that the feedback control may be a useful way to control the disease at an acceptable level in the population.

## 6 Conclusion

In this paper, we discuss the dynamical behaviors of model (2). The basic reproductive rate $R_{0}$ is obtained with the value $R_{0}=\frac{\lambda}{d_{2}+r}$. If $R_{0}<1$, model (2) only has a disease-free equilib-

Figure 6 The bounded region for the eigenvalues of the controlled model (15) in the ( $p_{1}, p_{2}$ ) plane for $A=6, d_{1}=0.15, d_{2}=0.42, r=0.12, \lambda=0.75$ and $\boldsymbol{h}=8.2$. The blue $\circ$ line is $\Lambda_{1}$. The red $*$ line is $l_{2}$ and the black . line is $/ 3$.



Figure 7 The time responses for the state $S, I$ of the controlled model (15) in the $(n, S),(n, I)$ plane.
rium $E_{1}\left(\frac{A}{d_{1}}, 0\right)$; if $R_{0}>1$, model (2) has an endemic equilibrium $E_{2}\left(S^{*}, I^{*}\right)$ besides $E_{1}\left(\frac{A}{d_{1}}, 0\right)$, and when for the parameter $h$ are chosen different values, model (2) appears to have many complex and interesting dynamical behaviors. That is, if the parameters $\left(A, d_{1}, d_{2}, r, h, \lambda\right)$ are in $M_{1}, M_{2}$ or $N$ and taking $h$ as the bifurcation parameter, there appear a flip bifurcation and a Hopf bifurcation for model (2), respectively. Moreover, model (2) displays very complex dynamical behaviors, such as invariant cycle, cascade period-doubling, 3-period orbits, 7-period orbits, and chaotic sets. In Section 5, the chaos control is obtained. However, we only control the chaotic orbits to the endemic equilibrium $E_{2}\left(S^{*}, I^{*}\right)$. For the epidemic disease, we hope that the infective individuals become extinct, that is, $\lim _{h \rightarrow+\infty} I_{n}=0$.

In the discrete process of the continuous models, there are two possible approaches: the Mickens scheme [3, 10, 11, 14] and the Euler scheme [9, 22-24]. As the authors of [3, 10, 11, 14] proved, the discrete epidemic models which are obtained by the Mickens scheme always have the same dynamical behaviors of the corresponding continuous models. The models [9, 22-24] obtained by the forward Euler scheme show complex dynamical behaviors, which are different from the continuous models. In our study, we only focus on the complex dynamical behaviors and chaos control of our discrete SIS epidemic model; we are not to discuss the advantages or disadvantages comparing the forward Euler scheme with the Mickens scheme. By the Mickens scheme, we will obtain another discrete model from model (1). Whether the discrete model has the same dynamical behaviors as the continuous model (1) we will study in our future study.

Finally, the results show that the susceptible and infective individuals can coexist in stable period-n orbits and cycle (see Figures 3 and 5). Moreover, we obtained the chaos control in model (2) which can help us to control the disease transmitting in a population. The above arguments indicate that our findings can give a better understanding of the complex dynamical behaviors of the disease and provide a useful way to control the disease, in spite of the lack of some real data for our model. In our future work, we expect to obtain some more results based on real data from known epidemic diseases to illustrate the validity of our theoretical results, such as how to predict the occurrence of diseases, in which way do bifurcations, chaos, and strange attractors impact on the dynamics of disease, and so on.
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