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Abstract
In this paper, by using the fractional power of operators and the theory of measure of
noncompactness, we discuss a class of fractional neutral evolution equations with
Riemann-Liouville fractional derivative. We establish sufficient conditions for the
existence of mild solutions for fractional neutral evolution equations in the cases C0
semigroup is compact or noncompact. We give an example to illustrate the
applications of the abstract results.
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1 Introduction
A strongmotivation for studying fractional differential equations comes from the fact that
fractional order derivatives and integrals have extensive applications in viscoelasticity, an-
alytical chemistry, electromagnetic, neuron modeling, and biological sciences, and the
theory of fractional calculus has attracted great interest from the mathematical science
research community. For more details of the theory and applications in this field, see the
monographs of Samako et al. [], Kilbas et al. [], Miller and Ross [], Podlubny [] and
the references therein.
Practical problems require definitions of fractional derivatives allowing the utilization of

physically interpretable initial conditions. Initial conditions for Caputo fractional deriva-
tives are expressed in terms of initial integer order derivatives. Heymans and Podlubny
[] demonstrated that it is possible to attribute physical meaning to initial conditions ex-
pressed in terms of Riemann-Liouville fractional derivatives or integrals on the field of
the viscoelasticity, and such initial conditions are more appropriate than physically inter-
pretable initial conditions.
Recently, fractional evolution equations with the Caputo fractional derivative with dif-

ference conditions were studied bymany authors (see, e.g., [–]), butmuch less is known
about the fractional evolution equations with Riemann-Liouville fractional derivative; see
[–].
In [], Zhou, Zhang and Shen researched the existence of solutions for a fractional

evolution equation with the Riemann-Liouville fractional derivative of the form

{
LDq

+x(t) = Ax(t) + (Fx)(t), t ∈ J ′ := (,a],  < q < ,
(I–q+ x)() + g(x) = x,

©2014 Liu and Lv; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.

http://www.advancesindifferenceequations.com/content/2014/1/83
mailto:yiliangliu100@126.com
http://creativecommons.org/licenses/by/2.0


Liu and Lv Advances in Difference Equations 2014, 2014:83 Page 2 of 16
http://www.advancesindifferenceequations.com/content/2014/1/83

where LDα
+ is the Riemann-Liouville fractional derivative of order q, I–q+ is the Riemann-

Liouville integral of order  – q, A is the infinitesimal generator of a C-semigroup
{T(t), t ≥ } on a Banach space X. F : C(J ′,X) → L(J ′,X) and g : C(J ′,X) → L(J ′,X) are
given functions satisfying some assumptions.
However, fractional neutral evolution equations with a Riemann-Liouville fractional

derivative have not been considered in the literature. Motivated by the above work, the
aim of this paper is to study the existence of solutions for fractional neutral evolution
equations with a Riemann-Liouville fractional derivative of the form{

LDq
+[x(t) – h(t,x(t))] = –Ax(t) + f (t,x(t)), t ∈ J ′ = (,b],  < q < ,

I–q+ [x(t) – h(t,x(t))]|t= = x ∈ X,
()

where LDq
+ is the Riemann-Liouville fractional derivative of order q with the lower limit

zero, I–q+ is the Riemann-Liouville integral of order –q. X is a Banach space, –A :D(A) ⊆
X → X is the infinitesimal generator of an analytic semigroup {T(t), t ≥ } on a Banach
space X. h and f are given functions satisfying some assumptions.
Neutral differential equations arise in many areas of applied mathematics and for this

reason these equations have receivedmuch attention in the last fewdecades. The literature
related to fractional neutral differential equations is very extensive; see for instance [–
, ]. The results we obtained in this paper are a generalization and continuation of the
recent results on this issue.
The rest of this paper is organized as follows. In Section , some notations and prepa-

ration results are given. In Section , by using the fractional power of operators and the
technique of using a measure of noncompactness, we give existence results for problem
() under both compactness and noncompactness conditions on the C semigroup. We
present an example to demonstrate our main results in Section . Finally, the manuscript
ends with our conclusions.

2 Preliminaries
In this section, we introduce the notations, definitions, and preliminary facts that will be
used in the remainder of this paper.
In this paper, we assume that X is a Banach space. Let C(J ,X) denote the Banach

space of all X-value continuous functions from J = [,b] into X with the norm ‖x‖C(J ,X) =
supt∈J ‖x(t)‖X . For measurable functions m : J → R, we define the norm ‖m‖Lp(J ,R) :=
(
∫
J |m(t)|p dt) p , ≤ p <∞. Lp(J ,R) (≤ p < ∞) is the Banach space of all Lebesguemeasur-

able functions from J into R with ‖m‖Lp(J ,R) < ∞. Let Lp(J ,X) denote the Banach space of
functions m : J → X which are Bochner integrable normed by ‖m‖Lp(J ,X). Let J ′ = (,b],
to define the mild solution of (), we also consider the Banach space C–q(J ,X) = {x ∈
C(J ′,X) : t–qx(t) ∈ C(J ,X)} with the norm ‖x‖C–q = supt∈J{t–q‖x(t)‖X}. It is easy to see
(C–q(J ,X),‖ · ‖C–q ) is a Banach space.
First, let us recall the following definitions and properties of the fractional calculus. For

more details, one can refer to [–].

Definition . The fractional integral of order q with the lower limit zero for a function
f is defined as

Iq+ f (t) =


�(q)

∫ t



f (s)
(t – s)–q

ds, t > ,q > , ()
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provided the right side is point-wise defined on [,∞), where �(·) is the gamma func-
tion.

Definition . The Riemann-Liouville derivative of order q with the lower limit zero for
a function f : [,∞)→R can be written as

LDq
+f (t) =


�(n – q)

(
d
dt

)n ∫ t



f (s)
(t – s)q–n+

ds, t > ,n –  < q < n. ()

Definition . The Caputo derivative of order q for a function f : [,∞) → R can be
written as

cDq
+ f (t) =

LDq

[
f (t) –

n–∑
k=

tk

k!
f (k)()

]
, t > ,n –  < q < n. ()

Remark .
(i) If f (t) ∈ Cn[,∞), then

cDq
+ f (t) =


�(n – q)

∫ t



f (n)(s)
(t – s)q+–n

ds = In–q+ f (n)(t), t > ,n –  < q < n.

(ii) The Caputo derivative of a constant is equal to zero.
(iii) If f is an abstract function with values in X , then integrals which appear in

Definitions . and . are taken in Bochner’s sense.

Throughout this paper, let –A be the infinitesimal generator of an analytic semigroup
{T(t)}t≥ of uniformly bounded linear operators on X; this means that there existsM ≥ ,
such that M := supt∈[,∞) ‖T(t)‖ < ∞. Let  ∈ ρ(A), where ρ(A) is the resolvent set of A.
Then for  < η ≤ , it is possible to define the fractional power Aη as a closed linear oper-
ator on its domain D(Aη). Moreover, the subspace D(Aη) is dense in X and the expression

‖x‖η =
∥∥Aηx

∥∥, x ∈D
(
Aη

)
,

defines a norm on D(Aη). We denote by Xη the Banach space D(Aη) normed with ‖x‖η .
For analytic semigroup {T(t)}t≥, the following property will be used:
(i) for any η ∈ (, ], there exists a positive constant Cη such that

∥∥AηT(t)
∥∥ ≤ Cη

tη
,  < t ≤ b.

For more details as regards the above preliminaries, we refer the reader to [, ].
Next, we recall some definitions and properties of measure of noncompactness. For

more details, we refer the reader to [, ] and the references therein.

Definition . Let X be a Banach space, P(X) denote the collection of all nonempty sub-
sets of X, and (A,≥) a partially ordered set. A map β : P(X) → A is called a measure of
noncompactness on X, MNC for short, if

β(co�) = β(�)

for every � ∈P(X), where co� is the closure of convex hull of �.
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Definition . A measure of noncompactness β is called
(a) monotone if �,� ∈P(X), � ⊆ � implies β(�) ≤ β(�);
(b) nonsingular if β({a} ∪ �) = β(�) for every a ∈ X , � ∈P(X);
(c) invariant with respect to the union with compact sets if β(K ∪ �) = β(�) for every

relatively compact set K ⊆ X and � ∈P(X);
(d) semi-additive if β(� ∪ �) =max(β(�),β(�)) for every �,� ∈P(X);
(e) regular if the condition β(�) =  is equivalent to the relative compactness of �.
One of the most important examples of the measure of noncompactness is the Kura-

towski measure of noncompactness α defined on each bounded subset B of X by

α(B) = inf{ε >  : B is covered by a finite number of sets with diameter ≤ ε}.

It is well known that the Kuratowskimeasure of noncompactness α enjoys the above prop-
erties (a)-(e) and other properties (see [–]). We have
(f ) α(B + B) ≤ α(B) + α(B), where B + B = {x + y : x ∈ B, y ∈ B};
(g) α(λB)≤ |λ|α(B) for any λ ∈ R.
For anyW ⊂ C(J ,X), we define

∫ t


W (s)ds =

{∫ t


u(s)ds : u ∈ W

}
, for t ∈ J = [,b],

whereW (s) = {u(s) ∈ X : u ∈W }.

Proposition . If W ⊂ C(J ,X) is bounded and equicontinuous, then coW ⊂ C(J ,X) is
also bounded and equicontinuous.

Proposition . [] If W ⊂ C(J ,X) is bounded and equicontinuous, then t �→ α(W (t)) is
continuous on J and

α(W ) =max
t∈J

α
(
W (t)

)
, α

(∫ t


W (s)ds

)
≤

∫ t


α
(
W (s)

)
ds, for t ∈ [,b].

Proposition . [] X is a Banach space, if B ⊂ X is bounded, then for each ε > , there
is a sequence {un}∞n= ⊂ B, such that

α(B)≤ α
({un}∞n=) + ε.

Proposition . [] Let {un}∞n= be a sequence of Bochner integrable functions from J
into X with ‖un(t)‖ ≤m(t) for almost all t ∈ J and every n≥ , where m ∈ L(J ,R+), then the
function ϕ(t) = α({un(t)}∞n=) belongs to L(J ,R+) and satisfies

α

(∫ t


un(s)ds : n ≥ 

)
≤ 

∫ t


ϕ(s)ds.

Lemma . Let B be a closed and convex subset of a Banach space X . Suppose F : B → B
is a continuous operator and F(B) is bounded. For each bounded subset B ⊂ B, set

F(B) = F(B), Fn(B) = F
(
co

(
Fn–(B)

))
, n = , , . . . .
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If there exist a constant  ≤ k <  and a positive integer n such that, for any bounded subset
B ⊂ B,

α
(
Fn (B)

) ≤ kα(B),

then there exists a nonempty, compact, and convex subset D̂ ⊂ B such that F : D̂ → D̂ and
α(F(D̂)) = .

According to Lemma . in [], we can obtain the results immediately.
The map F : B ⊆ X → X is said to be an α-contraction if there exists a positive constant

k <  such that α(F(B)) ≤ kα(B) for any bounded closed subset B ⊆ B.

Lemma . (Darbo-Sadovskii’s fixed point theorem) [] If B is a bounded closed convex
subset of a Banach space X, the continuous map F : B → B is an α-contraction, then the
map F has at least one fixed point in B.

On the basis of [, ], we give the following definition of a mild solution of system ().

Definition . By a mild solution of system (), we mean the function x ∈ C–q(J ,X)
which satisfies

x(t) = tq–Tq(t)x + h
(
t,x(t)

)
+

∫ t


(t – s)q–ATq(t – s)h

(
s,x(s)

)
ds

+
∫ t


(t – s)q–Tq(t – s)f

(
s,x(s)

)
ds, t ∈ (,b],

where

Tq(t) = q
∫ ∞


θMq(θ )T

(
tqθ

)
dθ ,

andMq is a probability density function which is defined by

Mq(θ ) =
∞∑
n=

(–θ )n–

(n – )!�( – qn)
,  < q < , θ ∈C.

Lemma . [] The operator Tq(t) has the following properties.
(i) For any fixed t ≥ , Tq(t) is linear and bounded operators, i.e., for any x ∈ X ,

∥∥Tq(t)x
∥∥ ≤ M

�(q)
‖x‖;

(ii) Tq(t) (t ≥ ) is strongly continuous, which means that, for ∀x ∈ X and  < t′ < t′′ ≤ b,
we have

∥∥Tq
(
t′′

)
x – Tq

(
t′
)
x
∥∥ →  as t′′ → t′;

(iii) for every t > , Tq(t) is a compact operator if T(t) is also compact.
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Lemma . [] For any β ∈ (, ), x ∈ D(Aβ ) and η ∈ (, ], we have

ATq(t)x = A–βTq(t)Aβx,  ≤ t ≤ b,

and

∥∥AηTq(t)
∥∥ ≤ qCη�( – η)

tqη�( + q( – η))
,  < t ≤ b.

3 Existence of mild solutions
Before stating and proving the main results, we introduce the following assumptions.
(H) T(t) is a compact operator for every t > .
(H) For almost all t ∈ J , the function f (t, ·) : X → X is continuous and for each z ∈ X,

the function f (· , z) : J → X is strongly measurable.
(H) There exist a function φ(t) ∈ L


p (J ,R+), p ∈ (,q), and a constant c >  such that

∥∥f (t,x(t))∥∥ ≤ φ(t) + ct–q
∥∥x(t)∥∥, ∀x ∈ C–q(J ,X), t ∈ J ,

and the operator G : → L

P (J ,X) is continuous, where

(Gx)(t) = f
(
t,x(t)

)
, ∀x ∈ , is any bounded set of C–q(J ,X).

(H) h : J ′ × X → X is a continuous function and there exist a constant β ∈ (, ) and
L >  such that h ∈ D(Aβ ) and for any z, y ∈ X, t ∈ J ′, the function Aβh(· , z) is strongly
measurable and Aβh satisfies

∥∥Aβh
(
t,x(t)

)
–Aβh

(
t, y(t)

)∥∥ ≤ Lt–q
∥∥x(t) – y(t)

∥∥, for all x, y ∈ C–q(J ,X), t ∈ J ′,

and the inequality

∥∥Aβh
(
t,x(t)

)∥∥ ≤ L
(
 + ‖x‖C–q

)
, ∀t ∈ J ′,x ∈ C–q(J ,X).

For brevity, let

M =
∥∥A–β

∥∥,
M = b–qML +

C–β�( + β)Lb–q+qβ

β�( + qβ)
+

Mcb
�( + q)

,

M =
M

�(q)
‖x‖ + b–qML +

C–β�( + β)Lb–q+qβ

β�( + qβ)
+

M
�(q)

(
 – p
q – p

b
)–p

‖φ‖
L

p (J ,X)

.

Define an operator F on C–q(J ,X) by

(Fx)(t) = tq–Tq(t)x + h
(
t,x(t)

)
+

∫ t


(t – s)q–ATq(t – s)h

(
s,x(s)

)
ds

+
∫ t


(t – s)q–Tq(t – s)f

(
s,x(s)

)
ds, t ∈ (,b].

http://www.advancesindifferenceequations.com/content/2014/1/83
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For any x ∈ C–q(J ,X), let

(Fx)(t) = (Fx)(t) + (Fx)(t),

where

(Fx)(t) = tq–Tq(t)x +
∫ t


(t – s)q–Tq(t – s)f

(
s,x(s)

)
ds, t ∈ (,b],

(Fx)(t) = h
(
t,x(t)

)
+

∫ t


(t – s)q–ATq(t – s)h

(
s,x(s)

)
ds, t ∈ (,b].

Assume thatM < , and let

Br =
{
x ∈ C–q(J ,X) : ‖x‖C–q ≤ r

}
, where r ≥ M

 –M
.

Lemma . If the assumptions (H)-(H) are satisfied and M < , then F(Br) is relatively
compact set in C–q(J ,X).

Proof Using (H)-(H) and Lemma ., one can easily prove that Fx ∈ C–q(J ,X) for any
x ∈ C–q(J ,X). Then F is well defined on C–q(J ,X). Let

� =
{
y ∈ C(J ,X) : y(t) = t–q(Fx)(t),x ∈ Br

}
.

For the sake of convenience, we divide the proof into several steps.
Step : For any y ∈ �, ‖y‖C(J ,X) ≤ r.
For any x ∈ Br and t ∈ J , taking into account the imposed assumptions, applying

Lemma . and the Hölder inequality, we obtain

t–q
∥∥(Fx)(t)∥∥ ≤ ∥∥Tq(t)x

∥∥ + t–q
∥∥∥∥∫ t


(t – s)q–Tq(t – s)f

(
s,x(s)

)
ds

∥∥∥∥
≤ M

�(q)
‖x‖ + Mt–q

�(q)

∫ t


(t – s)q–

[
φ(s) + cs–q

∥∥x(s)∥∥]
ds

≤ M
�(q)

‖x‖ + M
�(q)

(
 – p
q – p

b
)–p

‖φ‖
L

p (J ,X)

+
Mcbr

�(q + )
≤ r.

Hence, for any y ∈ �, ‖y‖C(J ,X) ≤ r.
Step : � ⊆ C(J ,X) is equicontinuous.
For any y ∈ �, let  = t < t ≤ b. Taking (H) into account, we get

∥∥y(t) – y()
∥∥

≤ ∥∥Tq(t)x – Tq()x
∥∥ +

∥∥∥∥t–q

∫ t


(t – s)q–Tq(t – s)f

(
s,x(s)

)
ds

∥∥∥∥
≤ ∥∥Tq(t)x – Tq()x

∥∥ +
M

�(q)

(
 – p
q – p

t
)–p

‖φ‖
L

p (J ,X)

+
Mcrt

�(q + )

→ , as t → +.
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For  < t < t ≤ b, selecting ε >  sufficiently small. Taking (H) and (H) into account, we
have

∥∥y(t) – y(t)
∥∥

≤ ∥∥Tq(t)x – Tq(t)x
∥∥ +

∥∥∥∥t–q

∫ t

t
(t – s)q–Tq(t – s)f

(
s,x(s)

)
ds

∥∥∥∥
+

∥∥∥∥∫ t



[
t–q (t – s)q– – t–q (t – s)q–

]
Tq(t – s)f

(
s,x(s)

)
ds

∥∥∥∥
+

∥∥∥∥t–q

∫ t


(t – s)q–

[
Tq(t – s) – Tq(t – s)

]
f
(
s,x(s)

)
ds

∥∥∥∥
≤ ∥∥Tq(t)x – Tq(t)x

∥∥ +
Mb–q

�(q)

∫ t

t
(t – s)q–

[
φ(s) + cr

]
ds

+
M

�(q)

∫ t



[
t–q (t – s)q– – t–q (t – s)q–

](
φ(s) + cr

)
ds

+
∥∥∥∥∫ t–ε


t–q (t – s)q–

[
Tq(t – s) – Tq(t – s)

]
f
(
s,x(s)

)
ds

∥∥∥∥
+

∥∥∥∥∫ t

t–ε

t–q (t – s)q–
[
Tq(t – s) – Tq(t – s)

]
f
(
s,x(s)

)
ds

∥∥∥∥
≤ I + I + I + I + I,

where

I =
∥∥Tq(t)x – Tq(t)x

∥∥,
I =

Mb–q

�(q)

∫ t

t
(t – s)q–

[
φ(s) + cr

]
ds,

I =
M

�(q)

∫ t



[
t–q (t – s)q– – t–q (t – s)q–

](
φ(s) + cr

)
ds,

I = sup
s∈[,t–ε]

∥∥Tq(t – s) – Tq(t – s)
∥∥[(

 – p
q – p

b
)–p

‖φ‖
L

p (J ,X)

+
bcr
q

]
,

I =
Mb–q

�(q)

∫ t

t–ε

(t – s)q–
[
φ(s) + cr

]
ds.

According to Lemma .(ii), it is easy to see that I →  as t → t. Applying the absolute
continuity of the Lebesgue integral, we see that I and I tend to zero independently of
x ∈ Br as t → t, ε → . Noting that

 <
[
t–q (t – s)q– – t–q (t – s)q–

](
φ(s) + cr

)
< t–q (t – s)q–

(
φ(s) + cr

)
,

and that
∫ t
 t–q (t – s)q–(φ(s) + cr)ds exists, by the Lebesgue dominated convergence the-

orem, we see that I tends to zero independently of x ∈ Br as t → t. Since (H) and
Lemma . imply the continuity of Tq(t) (t > ) in t in the uniform operator topology, it
is easy to see that I tends to zero independently of x ∈ Br as t → t. Thus, ‖y(t) – y(t)‖
tends to zero independently of x ∈ Br as t → t, which means that � is equicontinuous.

http://www.advancesindifferenceequations.com/content/2014/1/83
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Step : For any t ∈ [,b], �(t) = {y(t), y ∈ �} is relatively compact in X.
This is trivial for t = , since �() = { x

�(q) }. So it is only necessary to consider  < t ≤ b.
Let  < t ≤ b be fixed. For ∀ε ∈ (, t), ∀δ > , define

yε,δ(t) = q
∫ ∞

δ

θMq(θ )T
(
tqθ

)
x dθ

+ qt–q
∫ t–ε



∫ ∞

δ

(t – s)q–θMq(θ )T
(
(t – s)qθ

)
f
(
s,x(s)

)
dθ ds

≤ T
(
εqδ

){
q
∫ ∞

δ

θMq(θ )T
(
tqθ – εqδ

)
x dθ

+ qt–q
∫ t–ε



∫ ∞

δ

(t – s)q–θMq(θ )T
(
(t – s)qθ – εqδ

)
f
(
s,x(s)

)
dθ ds

}
.

Then from the compactness ofT(εqδ) (εqδ > ), we find that the set�ε,δ(t) = {yε,δ(t), y ∈ �}
is relatively compact in X for ∀ε ∈ (, t) and ∀δ > .
Moreover, we have

∥∥y(t) – yε,δ(t)
∥∥

≤
∥∥∥∥q∫ δ


θMq(θ )T

(
tqθ

)
x dθ

∥∥∥∥
+

∥∥∥∥qt–q ∫ t



∫ δ


(t – s)q–θMq(θ )T

(
(t – s)qθ

)
f
(
s,x(s)

)
dθ ds

∥∥∥∥
+

∥∥∥∥qt–q ∫ t

t–ε

∫ ∞

δ

(t – s)q–θMq(θ )T
(
(t – s)qθ

)
f
(
s,x(s)

)
dθ ds

∥∥∥∥
≤ qM‖x‖

∫ δ


θMq(θ )dθ + qMb–q

∫ t


(t – s)q–

[
φ(s) + cr

]
ds

∫ δ


θMq(θ )dθ

+ qMb–q
∫ t

t–ε

(t – s)q–
[
φ(s) + cr

]
ds

∫ ∞


θMq(θ )dθ

≤ qM‖x‖
∫ δ


θMq(θ )dθ + qMb–q

∫ t


(t – s)q–

[
φ(s) + cr

]
ds

∫ δ


θMq(θ )dθ

+
Mb–q

�(q)

∫ t

t–ε

(t – s)q–
[
φ(s) + cr

]
ds→ , as ε → , δ → .

Therefore, there are relatively compact sets arbitrarily close to the set �(t), t > . Hence
the set �(t), t >  is also relatively compact in X.
As a consequence of Step -Step , with the Arzola-Ascoli theorem, we can conclude

that � ⊆ C(J ,X) is a relatively compact set. Keeping in mind the relationship of � and
F(Br), one can easily prove that F(Br) is a relatively compact set in C–q(J ,X). The proof
is complete. �

3.1 The case that T(t) is compact
Theorem . Assume that hypotheses (H)-(H) hold and M < , then system () has at
least one mild solution.
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Proof Using (H)-(H), Lemma . and Lemma ., one can easily prove that Fx ∈
C–q(J ,X) for any x ∈ C–q(J ,X). Then F is well defined on C–q(J ,X). We will show that
F satisfies all conditions of Lemma .. The proof will be given in several steps.
For any x ∈ Br and t ∈ J , taking into account the imposed assumptions, applying

Lemma . and the Hölder inequality, we obtain

t–q
∥∥(Fx)(t)∥∥ ≤ ∥∥Tq(t)x

∥∥ +
∥∥t–qh(t,x(t))∥∥

+
∥∥∥∥t–q ∫ t


(t – s)q–ATq(t – s)h

(
s,x(s)

)
ds

∥∥∥∥
+

∥∥∥∥t–q ∫ t


(t – s)q–Tq(t – s)f

(
s,x(s)

)
ds

∥∥∥∥
≤ M

�(q)
‖x‖ +

∥∥t–qA–βAβh
(
t,x(t)

)∥∥
+

∥∥∥∥t–q ∫ t


(t – s)q–A–βTq(t – s)Aβh

(
s,x(s)

)
ds

∥∥∥∥
+
Mt–q

�(q)

∫ t


(t – s)q–

[
φ(s) + cs–q

∥∥x(s)∥∥]
ds

≤ M
�(q)

‖x‖ + b–qML( + r) +
C–β�( + β)Lb–q+qβ ( + r)

β�( + qβ)

+
M

�(q)

(
 – p
q – p

b
)–p

‖φ‖
L

p (J ,X)

+
Mcbr

�(q + )
≤ r.

Thus, F maps Br into Br .
Next, we will show that F is continuous in Br .
Let {xn} ∈ Br with xn → x in Br , we have

t–q
∥∥(Fxn)(t) – (Fx)(t)

∥∥
≤ t–q

∥∥h(t,xn(t)) – h
(
t,x(t)

)∥∥
+ t–q

∥∥∥∥∫ t


(t – s)q–ATq(t – s)

[
h
(
s,xn(s)

)
– h

(
s,x(s)

)]
ds

∥∥∥∥
+ t–q

∥∥∥∥∫ t


(t – s)q–Tq(t – s)

[
f
(
s,xn(s)

)
– f

(
s,x(s)

)]
ds

∥∥∥∥
≤ ∥∥t–qA–β

[
Aβh

(
t,xn(t)

)
–Aβh

(
t,x(t)

)]∥∥
+ t–q

∥∥∥∥∫ t


(t – s)q–A–βTq(t – s)

[
Aβh

(
s,xn(s)

)
–Aβh

(
s,x(s)

)]
ds

∥∥∥∥
+
Mt–q

�(q)

∫ t


(t – s)q–

∥∥f (s,xn(s)) – f
(
s,x(s)

)∥∥ds
≤ b–qML‖xn – x‖C–q +

b–q+qβC–β�( + β)L
β�( + qβ)

‖xn – x‖C–q

+
M

�(q)

(
 – p
q – p

b
)–p

‖Gxn –Gx‖
L

p (J ,X)

,
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which implies

‖Fxn – Fx‖C–q →  as n→ ∞.

This means that F is continuous in Br .
According to Lemma ., F(Br) is relatively compact in C–q(J ,X), then α(F(Br)) = .
For any x,x ∈ Br , we have

t–q
∥∥(Fx)(t) – (Fx)(t)

∥∥
≤ t–q

∥∥A–β
[
Aβh

(
t,x(t)

)
–Aβh

(
t,x(t)

)]∥∥
+ t–q

∥∥∥∥∫ t


(t – s)q–A–βTq(t – s)

[
Aβh

(
s,x(s)

)
–Aβh

(
s,x(s)

)]
ds

∥∥∥∥
≤ b–qML‖x – x‖C–q +

b–q+qβC–β�( + β)L
β�( + qβ)

‖x – x‖C–q ,

which implies that

‖Fx – Fx‖C–q ≤
[
b–qML +

b–q(–β)C–β�( + β)L
β�( + qβ)

]
‖x – x‖C–q .

Hence

α
(
F(Br)

) ≤
[
b–qML +

b–q(–β)C–β�( + β)L
β�( + qβ)

]
α(Br).

Therefore

α
(
F(Br)

) ≤ α
(
F(Br)

)
+ α

(
F(Br)

)
≤

[
b–qML +

b–q(–β)C–β�( + β)L
β�( + qβ)

]
α(Br).

Noting that M < , we find that the operator F is an α-contraction in Br . It follows from
Lemma . that F has at least one fixed point in Br . Then problem () has at least one
mild solution in Br . The proof is complete. �

3.2 The case that T(t) is not compact
For any x ∈ Br , set y(t) = t–qx(t), define F as follows:

(Fy)(t) = t–q(Fx)(t)

= Tq(t)x + t–q
∫ t


(t – s)q–Tq(t – s)f

(
s,x(s)

)
ds, t ∈ (,b],

and

(Fy)(t) =
x

�(q)
, t = .

If T(t) is noncompact, we will need the following assumptions.
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(H)′ T(t) (t > ) is continuous in the uniform operator topology for t > .
(H) There exists a constant L̂ >  such that for any bounded D ⊂ C–q(J ,X),

α
(
f
(
t,D(t)

)) ≤ L̂α
(
t–qD(t)

)
, for a.e. t ∈ J .

Theorem . If assumptions (H)′, (H)-(H) are satisfied and M < , then problem ()
has at least one mild solution.

Proof Define

B̃r =
{
h ∈ C(J ,X) : ‖h‖C(J ,X) ≤ r

}
.

For any x ∈ Br , y(t) = t–qx(t), it is easy to see that y ∈ B̃r . Let

� =
{
Fy : (Fy)(t) = t–q(Fx)(t),x ∈ Br

}
.

According to (H)′, Step  and Step  of Lemma ., we find that F(̃Br) ⊆ B̃r and F(̃Br)
is equicontinuous. Let B = coF(̃Br) then B ⊆ B̃r is a bounded, closed, and convex set.
According to Proposition ., B is also equicontinuous. Since

B = coF(̃Br) ⊆ B̃r ,

we have F(B) ⊆ B. Using a similar method as in the proof of Theorem ., we can easily
see that F : B→ B is continuous. For any bounded subset B ⊂ B, set

F 
 (B) =F(B), Fn

 (B) =F
(
co

(
Fn–(B)

))
, n = , , . . . .

We know from Propositions .-., for any ε > , that there is a sequence {un}∞n= ⊂ B,
such that

α
((
F 

B
)
(t)

) ≤ α
({
(Fun)(t)

}∞
n=

)
+ ε

= α
(
Tq(t)x + t–q

∫ t


(t – s)q–Tq(t – s)f

(
s,

{
xn(s)

}∞
n=

)
ds

)
+ ε

≤ Mb–q

�(q)

∫ t


(t – s)q–α

(
f
(
s,

{
xn(s)

}∞
n=

))
ds + ε

≤ Mb–qL̂
�(q)

∫ t


(t – s)q–α

(
s–q

{
xn(s)

}∞
n=

)
ds + ε

=
Mb–qL̂

�(q)

∫ t


(t – s)q–α

({
un(s)

}∞
n=

)
ds + ε

≤ ML̂b–qα(B)tq

�(q + )
+ ε.

Since ε >  is arbitrary, we have

α
((
F 

B
)
(t)

) ≤ ML̂b–qα(B)tq

�(q + )
.

http://www.advancesindifferenceequations.com/content/2014/1/83
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For any ε > , there is a sequence {yn}∞n= ⊂ co(F(B)), such that

α
((
F

 B
)
(t)

) ≤ α
({
(Fyn)(t)

}∞
n=

)
+ ε

= α
(
Tq(t)x + t–q

∫ t


(t – s)q–Tq(t – s)f

(
s,

{
xn(s)

}∞
n=

)
ds

)
+ ε

≤ Mb–q

�(q)

∫ t


(t – s)q–α

(
f
(
s,

{
xn(s)

}∞
n=

))
ds + ε

≤ Mb–qL̂
�(q)

∫ t


(t – s)q–α

(
s–q

{
xn(s)

}∞
n=

)
ds + ε

=
Mb–qL̂

�(q)

∫ t


(t – s)q–α

({
yn(s)

}∞
n=

)
ds + ε

≤ Mb–qL̂
�(q)

∫ t


(t – s)q–α

((
F 

B
)
(s)

)
ds + ε

≤ ML̂b–q

�(q)

∫ t


(t – s)q– × MLb–qsq

�(q + )
α(B)ds + ε

≤ (ML̂b–qtq)

�(q + )
α(B) + ε.

Since ε >  is arbitrary, we have

α
((
F

 B
)
(t)

) ≤ (ML̂b–qtq)

�(q + )
α(B).

It can be shown by mathematical induction that

α
((
Fn

 B
)
(t)

) ≤ (ML̂b–qtq)n

�(nq + )
α(B)

≤ (ML̂b)n

�(nq + )
α(B).

By using the well-known Stirling formula, we get

�( + nq) =
√
πnq

(
nq
e

)nq

e
θ

nq ,  < θ < .

Then

lim
n→∞

(ML̂b)n

�(nq + )
= lim

n→∞
(ML̂b)n

√
πnq( nqe )nqe

θ
nq

= .

Then there exists a γ ∈ (, ) such that

α
((
Fn

 B
)
(t)

) ≤ γα(B).

It can be shown that Fn
 B ⊆ B. Since B is bounded and equicontinuous, Fn

 B is also
bounded and equicontinuous. It follows from Proposition . that

α
(
Fn

 B
)
=max

t∈J
α
((
Fn

 B
)
(t)

) ≤ γα(B).
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Then, by Lemma ., there exists a D⊂ B ⊂ B̃r such that

α
(
F(D)

)
= .

Let

Q =
{
x ∈ C–q(J ,X) : x(t) = tq–y(t), y ∈ D

}
.

For any x ∈ Q, we have ‖x‖C–q = ‖y‖C(J ,X) ≤ r, which means that Q ⊆ Br . Since F(D) is
relatively compact, we can easily prove that F(Q) is relatively compact, that is

α
(
F(Q)

)
= .

On the other hand, for any x,x ∈Q, we have

t–q
∥∥(Fx)(t) – (Fx)(t)

∥∥
≤ t–q

∥∥A–β
[
Aβh

(
t,x(t)

)
–Aβh

(
t,x(t)

)]∥∥
+ t–q

∥∥∥∥∫ t


(t – s)q–A–βTq(t – s)

[
Aβh

(
s,x(s)

)
–Aβh

(
s,x(s)

)]
ds

∥∥∥∥
≤ b–qML‖x – x‖C–q +

b–q(–β)C–β�( + β)L
β�( + qβ)

‖x – x‖C–q ,

which implies that

‖Fx – Fx‖C–q ≤
[
b–qML +

b–q(–β)C–β�( + β)L
β�( + qβ)

]
‖x – x‖C–q .

Hence

α
(
F(Q)

) ≤
[
b–qML +

b–q(–β)C–β�( + β)L
β�( + qβ)

]
α(Q).

Therefore

α
(
F(Q)

) ≤ α
(
F(Q)

)
+ α

(
F(Q)

) ≤
[
b–qML +

b–q(–β)C–β�( + β)L
β�( + qβ)

]
α(Q).

Noting that M < , thus the operator F is an α-contraction in Q. It follows from
Lemma . that F has at least one fixed point in Q. Then problem () has at least one
mild solution in Q. The proof is complete. �

4 An example
Let X = L([,π ],R). As an application of our results, consider the following fractional
partial differential equations:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

LD


+[z(t,x) – sin(

∫ π

 b(t, y,x)[z(t, y) + ∂
∂y z(t, y)]dy)]

= ∂

∂x z(t,x) + f (t, z(t,x)), t ∈ (,b],x ∈ [,π ],
z(t, ) = z(t,π ) = , t ∈ (,b],

I


+z(t,x)|t= = z(x), x ∈ [,π ],

()

http://www.advancesindifferenceequations.com/content/2014/1/83


Liu and Lv Advances in Difference Equations 2014, 2014:83 Page 15 of 16
http://www.advancesindifferenceequations.com/content/2014/1/83

where LD


+ is the Riemann-Liouville fractional derivative of order 

 , b > , I


+ is a

Riemann-Liouville integral of order 
 . Define the operator A by Az = –z′′, with the do-

main

D(A) =
{
z(·) ∈ X : z, z′ are absolutely continuous, z′′ ∈ X, z(t, ) = z(t,π ) = 

}
.

Then –A generates a strongly continuous semigroup {T(t)}t≥ which is compact, analytic.
Moreover, A can be written as

Az =
∞∑
n=

n < z, en > en, z ∈D(A),

where en(x) =
√


π
sinnx, ≤ x ≤ π , n = , , . . . is an orthonormal basis of X. We have

T(t)z =
∞∑
n=

e–n
t < z, en > en, z ∈ X, and

∥∥T(t)∥∥ ≤ e–t ≤  =M, t ≥ .

For each z ∈ X,

A– 
 z =

∞∑
n=


n
< z, en > en;

in particular, ‖A– 
 ‖ = .

The operator A 
 is given by

A

 z =

∞∑
n=

n < z, en > en

on the space

D
(
A



)
=

{
z(·) ∈ X,

∞∑
n=

n < z, en > en ∈ X

}
.

Choose q = β = 
 , define

z(t,x) = z(t)(x), f
(
t, z(t,x)

)
= f

(
t, z(t)

)
(x),

h(t, z)(x) = sin

(∫ π


b(t, y,x)

[
z(t, y) +

∂

∂y
z(t, y)

]
dy

)
,

then system () can be written in the abstract form given by (). Assume that (H)-(H)
are satisfied andM < ; then by Theorem ., system () has at least one mild solution.

5 Conclusions
In this manuscript, by using the fractional power of operators and the theory of a mea-
sure of noncompactness, the existence of fractional neutral evolution equations with a
Riemann-Liouville fractional derivative were investigated. We give an example to illus-
trate the applications of the abstract results.
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