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1 Introduction
In this paper, we study the separated boundary value problem for impulsive qk-integro-
difference equation of the following form:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
D

qk x(t) = f (t,x(t), (Sqk x)(t)), t ∈ J := [,T], t �= tk ,
�x(tk) = Ik(x(tk)), k = , , . . . ,m,
Dqkx(t

+
k ) –Dqk–x(tk) = I∗k (x(tk)), k = , , . . . ,m,

x() +Dqx() = , x(T) +Dqmx(T) = ,

(.)

where  = t < t < t < · · · < tk < · · · < tm < tm+ = T , f : J ×R
 → R,

(Sqk x)(t) =
∫ t

tk
φ(t, s)x(s)dqk s, t ∈ (tk , tk+],k = , , , . . . ,m, (.)

φ : J × J → [,∞) is a continuous function, Ik , I∗k ∈ C(R,R), �x(tk) = x(t+k ) – x(tk) for k =
, , . . . ,m, x(t+k ) = limh→ x(tk + h) and  < qk <  for k = , , , . . . ,m.
The notions of qk-derivative and qk-integral on finite intervals were introduced in [].

For a fixed k ∈N∪ {} let Jk := [tk , tk+] ⊂R be an interval and  < qk <  be a constant. We
define qk-derivative of a function f : Jk → R at a point t ∈ Jk as follows.

Definition . Assume f : Jk → R is a continuous function and let t ∈ Jk . Then the ex-
pression

Dqk f (t) =
f (t) – f (qkt + ( – qk)tk)

( – qk)(t – tk)
, t �= tk , Dqk f (tk) = lim

t→tk
Dqk f (t) (.)

is called the qk-derivative of function f at t.
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We say that f is qk-differentiable on Jk provided Dqk f (t) exists for all t ∈ Jk . Note that if
tk =  and qk = q in (.), then Dqk f =Dqf , where Dq is the well-known q-derivative of the
function f (t) defined by

Dqf (t) =
f (t) – f (qt)
( – q)t

. (.)

In addition, we should define the higher qk-derivative of functions.

Definition . Let f : Jk → R be a continuous function, we call the second-order qk-
derivative D

qk f provided Dqk f is qk-differentiable on Jk with D
qk f = Dqk (Dqk f ) : Jk → R.

Similarly, we define higher order qk-derivative Dn
qk : Jk →R.

The qk-integral is defined as follows.

Definition . Assume f : Jk → R is a continuous function. Then the qk-integral is de-
fined by

∫ t

tk
f (s)dqk s = ( – qk)(t – tk)

∞∑
n=

qnk f
(
qnk t +

(
 – qnk

)
tk

)
(.)

for t ∈ Jk . Moreover, if a ∈ (tk , t) then the definite qk-integral is defined by

∫ t

a
f (s)dqk s =

∫ t

tk
f (s)dqk s –

∫ a

tk
f (s)dqk s

= ( – qk)(t – tk)
∞∑
n=

qnk f
(
qnk t +

(
 – qnk

)
tk

)

– ( – qk)(a – tk)
∞∑
n=

qnk f
(
qnka +

(
 – qnk

)
tk

)
.

Note that if tk =  and qk = q, then (.) reduces to q-integral of a function f (t), defined
by

∫ t
 f (s)dqs = ( – q)t

∑∞
n= qnf (qnt) for t ∈ [,∞).

For the basic properties of qk-derivative and qk-integral we refer to [].
The book by Kac and Cheung [] covers many of the fundamental aspects of the quan-

tum calculus. In recent years, the topic of q-calculus has attracted the attention of several
researchers and a variety of new results can be found in the papers [–] and the refer-
ences cited therein.
Impulsive differential equations serve as basicmodels to study the dynamics of processes

that are subject to sudden changes in their states. Recent development in this field has
been motivated by many applied problems, such as control theory, population dynamics
and medicine. For some recent works on the theory of impulsive differential equations,
we refer the interested reader to the monographs [–].
In this paper we prove an existence and uniqueness result for the impulsive bound-

ary value problem (.) by using Banach’s contraction mapping principle and three ex-
istence results by applying Schaefer’s, Krasnoselskii’s fixed point theorems and the Leray-
Schauder Nonlinear Alternative. The rest of this paper is organized as follows: In Sec-
tion  we present an auxiliary lemma which is used to convert the impulsive boundary
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value problem (.) into an equivalent integral equation. The main results are given in
Section , while examples illustrating the results are presented in Section .

2 An auxiliary lemma
Let J = [,T], J = [t, t], Jk = (tk , tk+] for k = , , . . . ,m. Let PC(J ,R) = {x : J → R : x(t) is
continuous everywhere except for some tk at which x(t+k ) and x(t–k ) exist and x(t–k ) = x(tk),
k = , , . . . ,m}. PC(J ,R) is a Banach space with the norm ‖x‖PC = sup{|x(t)|; t ∈ J}.
We now consider the following linear case:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
D

qk x(t) = h(t), t ∈ J , t �= tk ,
�x(tk) = Ik(x(tk)), k = , , . . . ,m,
Dqkx(t

+
k ) –Dqk–x(tk) = I∗k (x(tk)), k = , , . . . ,m,

x() +Dqx() = , x(T) +Dqmx(T) = ,

(.)

where h : J →R is a continuous function.

Lemma . The unique solution of problem (.) is given by

x(t) =
(
 – t
T

) m∑
k=

(∫ tk

tk–

∫ s

tk–
h(r)dqk–r dqk–s + Ik

(
x(tk)

))

+
(
 – t
T

) m∑
k=

(∫ tk

tk–
h(s)dqk–s + I∗k

(
x(tk)

))
(T – tk + )

+
(
 – t
T

)∫ T

tm

∫ s

tm
h(r)dqmr dqms +

(
 – t
T

)∫ T

tm
h(s)dqms

+
∑
<tk<t

(∫ tk

tk–

∫ s

tk–
h(r)dqk–r dqk–s + Ik

(
x(tk)

))

+
∑
<tk<t

(∫ tk

tk–
h(s)dqk–s + I∗k

(
x(tk)

))
(t – tk) +

∫ t

tk

∫ s

tk
h(r)dqk r dqk s, (.)

with
∑b

i=a(·) =  for a > b.

Proof Taking the q-integral for the first equation of (.), for t ∈ J, we have

Dqx(t) =Dqx() +
∫ t


h(s)dqs, (.)

which leads to

Dqx(t) =Dqx() +
∫ t


h(s)dqs. (.)

For t ∈ J we get by q-integrating (.),

x(t) = x() +Dqx()t +
∫ t



∫ s


h(r)dqr dqs

:= A + Bt +
∫ t



∫ s


h(r)dqr dqs, if A = x(),B =Dqx().

http://www.advancesindifferenceequations.com/content/2014/1/88
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In particular, for t = t, we obtain

x(t) = A + Bt +
∫ t



∫ s


h(r)dqr dqs. (.)

For t ∈ J = (t, t], q-integrating (.), we have

Dqx(t) =Dqx
(
t+

)
+

∫ t

t
h(s)dqs.

Using the third condition of (.) with (.), it follows that

Dqx(t) = B +
∫ t


h(s)dqs + I∗

(
x(t)

)
+

∫ t

t
h(s)dqs. (.)

Taking q-integral to (.) for t ∈ J, we obtain

x(t) = x
(
t+

)
+

[
B +

∫ t


h(s)dqs + I∗

(
x(t)

)]
(t – t)

+
∫ t

t

∫ s

t
h(r)dqr dqs. (.)

Applying the second equation of (.) with (.) and (.), we get

x(t) = A + Bt +
∫ t



∫ s


h(r)dqr dqs + I

(
x(t)

)

+
[
B +

∫ t


h(s)dqs + I∗

(
x(t)

)]
(t – t) +

∫ t

t

∫ s

t
h(r)dqr dqs

= A + Bt +
∫ t



∫ s


h(r)dqr dqs + I

(
x(t)

)

+
[∫ t


h(s)dqs + I∗

(
x(t)

)]
(t – t) +

∫ t

t

∫ s

t
h(r)dqr dqs.

Repeating the above process, for t ∈ Jk , we get

x(t) = A + Bt

+
∑
<tk<t

(∫ tk

tk–

∫ s

tk–
h(r)dqk–r dqk–s + Ik

(
x(tk)

))

+
∑
<tk<t

(∫ tk

tk–
h(s)dqk–s + I∗k

(
x(tk)

))
(t – tk)

+
∫ t

tk

∫ s

tk
h(r)dqk r dqk s. (.)

From the first boundary condition of (.) (i.e. x() +Dqx() = ) and (.), we have

A + B = . (.)

http://www.advancesindifferenceequations.com/content/2014/1/88
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Also, the second boundary condition of (.) (i.e. x(T) +Dqmx(T) = ) and (.), yields

A + B(T + ) +
m∑
k=

(∫ tk

tk–

∫ s

tk–
h(r)dqk–r dqk–s + Ik

(
x(tk)

))

+
m∑
k=

(∫ tk

tk–
h(s)dqk–s + I∗k

(
x(tk)

))
(T – tk + )

+
∫ T

tm

∫ s

tm
h(r)dqmr dqms +

∫ T

tm
h(s)dqms = . (.)

From (.) and (.), we have that

B = –

T

m∑
k=

(∫ tk

tk–

∫ s

tk–
h(r)dqk–r dqk–s + Ik

(
x(tk)

))

–

T

m∑
i=

(∫ tk

tk–
h(s)dqk–s + I∗k

(
x(tk)

))
(T – tk + )

–

T

∫ T

tm

∫ s

tm
h(r)dqmr dqms –


T

∫ T

tm
h(s)dqms,

which implies

A =

T

m∑
k=

(∫ tk

tk–

∫ s

tk–
h(r)dqk–r dqk–s + Ik

(
x(tk)

))

+

T

m∑
k=

(∫ tk

tk–
h(s)dqk–s + I∗k

(
x(tk)

))
(T – tk + )

+

T

∫ T

tm

∫ s

tm
h(r)dqmr dqms +


T

∫ T

tm
h(s)dqms.

Substituting constants A and B into (.), we obtain (.) as requested. �

3 Main results
In view of Lemma ., we define an operator A : PC(J ,R) → PC(J ,R) by

(Ax)(t) =
(
 – t
T

) m∑
k=

(∫ tk

tk–

∫ s

tk–
f
(
r,x(r), (Sqk–x)(r)

)
dqk–r dqk–s + Ik

(
x(tk)

))

+
(
 – t
T

) m∑
k=

(∫ tk

tk–
f
(
s,x(s), (Sqk–x)(s)

)
dqk–s + I∗k

(
x(tk)

))
(T – tk + )

+
(
 – t
T

)∫ T

tm

∫ s

tm
f
(
r,x(r), (Sqmx)(r)

)
dqmr dqms

+
(
 – t
T

)∫ T

tm
f
(
s,x(s), (Sqmx)(s)

)
dqms

+
∑
<tk<t

(∫ tk

tk–

∫ s

tk–
f
(
r,x(r), (Sqk–x)(r)

)
dqk–r dqk–s + Ik

(
x(tk)

))

http://www.advancesindifferenceequations.com/content/2014/1/88
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+
∑
<tk<t

(∫ tk

tk–
f
(
s,x(s), (Sqk–x)(s)

)
dqk–s + I∗k

(
x(tk)

))
(t – tk)

+
∫ t

tk

∫ s

tk
f
(
r,x(r), (Sqk x)(r)

)
dqk r dqk s. (.)

It should be noticed that problem (.) has solutions if and only if the operatorA has fixed
points.
Our first result is an existence and uniqueness result for the impulsive boundary value

problem (.) by using the Banach contraction mapping principle.
Let φ =max{φ(t, s) : (t, s) ∈ J × J}. Further, for convenience we set

ω =
 + T
T

m+∑
k=

[
L(tk – tk–)

 + qk–
+

φL(tk – tk–)

 + qk– + qk–

]

+
 + T
T

m+∑
k=

[
L(tk – tk–) +

φL(tk – tk–)

 + qk–

]

+
 + T
T

m∑
k=

(T – tk)
[
L(tk – tk–) +

φL(tk – tk–)

 + qk–

]

+
mL( + T)

T
+
mL( + T)

T
+
L( + T)

T

m∑
k=

(T – tk), (.)

and

λ =
M( + T)

T

m+∑
k=

(tk – tk–)

 + qk–
+
M( + T)

T

m+∑
k=

(tk – tk–)

+
M( + T)

T

m∑
k=

(T – tk)(tk – tk–) +
mM( + T)

T

+
mM( + T)

T
+
M( + T)

T

m∑
k=

(T – tk). (.)

Theorem . Assume that:

(H) The function f : J × R
 → R is continuous and there exist constants L,L >  such

that

∣∣f (t,x, (Sqk x)) – f
(
t, y, (Sqk y)

)∣∣ ≤ L|x – y| + L
(
Sqk |x – y|),

for each t ∈ J and x, y ∈R, k = , , , . . . ,m.
(H) The functions Ik , I∗k : R → R are continuous and there exist constants L,L >  such

that

∣∣Ik(x) – Ik(y)
∣∣ ≤ L|x – y| and

∣∣I∗k (x) – I∗k (y)
∣∣ ≤ L|x – y|,

for each x, y ∈R, k = , , . . . ,m.

http://www.advancesindifferenceequations.com/content/2014/1/88
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If

ω ≤ δ < , (.)

where ω is defined by (.), and δ > , then the boundary value problem (.) has a unique
solution on J .

Proof We transform the boundary value problem (.) into a fixed point problem, x =Ax,
where the operator A is defined by (.). By using the Banach contraction mapping prin-
ciple, we shall show thatA has a fixed point which is the unique solution of the boundary
value problem (.).
Let M, M, and M be nonnegative constants such that supt∈J |f (t, , )| = M,

sup{|Ik()| : k = , , . . . ,m} =M, and sup{|I∗k ()| : k = , , . . . ,m} =M. By choosing a con-
stant R as

R ≥ λ

 – ε
,

where δ ≤ ε <  and λ defined by (.), we will show that ABR ⊂ BR, where a ball BR is
defined by BR = {x ∈ PC(J ,R) : ‖x‖ ≤ R}. For x ∈ BR, we have

‖Ax‖

≤ sup
t∈J

{(
 – t
T

) m∑
k=

(∫ tk

tk–

∫ s

tk–
f
(
r,x(r), (Sqk–x)(r)

)
dqk–r dqk–s + Ik

(
x(tk)

))

+
(
 – t
T

) m∑
k=

(∫ tk

tk–
f
(
s,x(s), (Sqk–x)(s)

)
dqk–s + I∗k

(
x(tk)

))
(T – tk + )

+
(
 – t
T

)∫ T

tm

∫ s

tm
f
(
r,x(r), (Sqmx)(r)

)
dqmr dqms

+
(
 – t
T

)∫ T

tm
f
(
s,x(s), (Sqmx)(s)

)
dqms

+
∑
<tk<t

(∫ tk

tk–

∫ s

tk–
f
(
r,x(r), (Sqk–x)(r)

)
dqk–r dqk–s + Ik

(
x(tk)

))

+
∑
<tk<t

(∫ tk

tk–
f
(
s,x(s), (Sqk–x)(s)

)
dqk–s + I∗k

(
x(tk)

))
(t – tk)

+
∫ t

tk

∫ s

tk
f
(
r,x(r), (Sqk x)(r)

)
dqk r dqk s

}

≤
(
 + T
T

) m∑
k=

(∫ tk

tk–

∫ s

tk–

∣∣f (r,x(r), (Sqk–x)(r))∣∣dqk–r dqk–s + ∣∣Ik(x(tk))∣∣
)

+
(
 + T
T

) m∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
)
(T – tk + )

+
(
 + T
T

)∫ T

tm

∫ s

tm

∣∣f (r,x(r), (Sqmx)(r))∣∣dqmr dqms

http://www.advancesindifferenceequations.com/content/2014/1/88
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+
(
 + T
T

)∫ T

tm

∣∣f (s,x(s), (Sqmx)(s))∣∣dqms
+

m∑
k=

(∫ tk

tk–

∫ s

tk–

∣∣f (r,x(r), (Sqk–x)(r))∣∣dqk–r dqk–s + ∣∣Ik(x(tk))∣∣
)

+
m∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
)
(T – tk)

+
∫ T

tm

∫ s

tm

∣∣f (r,x(r), (Sqmx)(r))∣∣dqmr dqms
≤  + T

T

m+∑
k=

∫ tk

tk–

∫ s

tk–

(∣∣f (r,x(r), (Sqk–x)(r)) – f (r, , )
∣∣ + ∣∣f (r, , )∣∣)dqk–r dqk–s

+
 + T
T

m+∑
k=

∫ tk

tk–

(∣∣f (s,x(s), (Sqk–x)(s)) – f (s, , )
∣∣ + ∣∣f (s, , )∣∣)dqk–s

+
 + T
T

m∑
k=

(T – tk)
∫ tk

tk–

(∣∣f (s,x(s), (Sqk–x)(s)) – f (s, , )
∣∣ + ∣∣f (s, , )∣∣)dqk–s

+
 + T
T

m∑
k=

(∣∣Ik(x(tk)) – Ik()
∣∣ + ∣∣Ik()∣∣)

+
 + T
T

m∑
k=

(∣∣I∗k (x(tk)) – I∗k ()
∣∣ + ∣∣I∗k ()∣∣)

+
 + T
T

m∑
k=

(∣∣I∗k (x(tk)) – I∗k ()
∣∣ + ∣∣I∗k ()∣∣)(T – tk)

≤  + T
T

m+∑
k=

∫ tk

tk–

∫ s

tk–

(
LR + φLR

∫ r

tk–
dqk–u +M

)
dqk–r dqk–s

+
 + T
T

m+∑
k=

∫ tk

tk–

(
LR + φLR

∫ s

tk–
dqk–r +M

)
dqk–s

+
 + T
T

m∑
k=

(T – tk)
∫ tk

tk–

(
LR + φLR

∫ s

tk–
dqk–r +M

)
dqk–s

+
 + T
T

m∑
k=

(LR +M) +
 + T
T

m∑
k=

(LR +M)

+
 + T
T

m∑
k=

(LR +M)(T – tk)

≤  + T
T

m+∑
k=

[
LR(tk – tk–)

 + qk–
+

φLR(tk – tk–)

 + qk– + qk–
+
M(tk – tk–)

 + qk–

]

+
 + T
T

m+∑
k=

[
LR(tk – tk–) +

φLR(tk – tk–)

 + qk–
+M(tk – tk–)

]

+
 + T
T

m∑
k=

(T – tk)
[
LR(tk – tk–) +

φLR(tk – tk–)

 + qk–
+M(tk – tk–)

]

http://www.advancesindifferenceequations.com/content/2014/1/88
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+
 + T
T

m∑
k=

(LR +M) +
 + T
T

m∑
k=

(LR +M) +
 + T
T

m∑
k=

(LR +M)(T – tk)

= ωR + λ ≤ (δ +  – ε)R ≤ R,

which implies that ABR ⊂ BR.
For any x, y ∈ PC(J ,R) and for each t ∈ J , we have

∣∣Ax(t) –Ay(t)
∣∣

≤  + T
T

m+∑
k=

∫ tk

tk–

∫ s

tk–

(∣∣f (r,x(r), (Sqk–x)(r)) – f
(
r, y(r), (Sqk–y)(r)

)∣∣)dqk–r dqk–s

+
 + T
T

m+∑
k=

∫ tk

tk–

(∣∣f (s,x(s), (Sqk–x)(s)) – f
(
s, y(s), (Sqk–y)(s)

)∣∣)dqk–s

+
 + T
T

m∑
k=

(T – tk)
∫ tk

tk–

(∣∣f (s,x(s), (Sqk–x)(s)) – f
(
s,x(s), (Sqk–x)(s)

)∣∣)dqk–s

+
 + T
T

m∑
k=

(∣∣Ik(x(tk)) – Ik
(
y(tk)

)∣∣) +  + T
T

m∑
k=

(∣∣I∗k (x(tk)) – I∗k
(
y(tk)

)∣∣)

+
 + T
T

m∑
k=

(∣∣I∗k (x(tk)) – I∗k
(
y(tk)

)∣∣)(T – tk)

≤  + T
T

m+∑
k=

[
L(tk – tk–)

 + qk–
+

φL(tk – tk–)

 + qk– + qk–

]
‖x – y‖

+
 + T
T

m+∑
k=

[
L(tk – tk–) +

φL(tk – tk–)

 + qk–

]
‖x – y‖

+
 + T
T

m∑
k=

(T – tk)
[
L(tk – tk–) +

φL(tk – tk–)

 + qk–

]
‖x – y‖

+
m( + T)L

T
‖x – y‖ + m( + T)L

T
‖x – y‖ + ( + T)L‖x – y‖

T

m∑
k=

(T – tk)

= ω‖x – y‖,

which implies that ‖Ax – Ay‖ ≤ ω‖x – y‖. As ω < , A is a contraction. Therefore, by
the Banach contraction mapping principle, we find that A has a fixed point which is the
unique solution of problem (.). This completes the proof. �

The second existence result is based on Schaefer’s fixed point theorem.

Theorem . Assume that:

(H) f : J ×R
 → R is a continuous function and there exists a constant N >  such that

∣∣f (t,x, (Sqk x))∣∣ ≤N,

for each t ∈ J and all x ∈R, k = , , , . . . ,m.

http://www.advancesindifferenceequations.com/content/2014/1/88
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(H) The functions Ik , I∗k : R → R are continuous and there exist constants N,N >  such
that

∣∣Ik(x)∣∣ ≤N and
∣∣I∗k (x)∣∣ ≤N,

for all x ∈ R, k = , , . . . ,m.

Then the boundary value problem (.) has at least one solution on J .

Proof We will use Schaefer’s fixed point theorem to prove that A, defined by (.), has a
fixed point. We divide the proof into four steps.
Step : Continuity of A.
Let {xn} be a sequence such that xn → x in PC(J ,R). Since f is a continuous function on

J ×R
 and Ik , I∗k are continuous functions on R for k = , , . . . , we have

f
(
t,xn(t), (Sqk xn)(t)

) → f
(
t,x(t), (Sqkx)(t)

)
,

and Ik(xn(tk)) → Ik(x(tk)), I∗k (xn(tk)) → I∗k (x(tk)) for k = , , . . . , as n→ ∞.
Then, for each t ∈ J , we get

∣∣(Axn)(t) – (Ax)(t)
∣∣

=
(
 – t
T

) m∑
k=

(∫ tk

tk–

∫ s

tk–

∣∣f (r,xn(r), (Sqk–xn)(r))

– f
(
r,x(r), (Sqk–x)(r)

)∣∣dqk–r dqk–s + ∣∣Ik(xn(tk)) – Ik
(
x(tk)

)∣∣)

+
(
 – t
T

) m∑
k=

(∫ tk

tk–

∣∣f (s,xn(s), (Sqk–xn)(s)) – f
(
s,x(s), (Sqk–x)(s)

)∣∣dqk–s
+

∣∣I∗k (xn(tk)) – I∗k
(
x(tk)

)∣∣)(T – tk + )

+
(
 – t
T

)∫ T

tm

∫ s

tm

∣∣f (r,xn(r), (Sqmxn)(r)) – f
(
r,x(r), (Sqmx)(r)

)∣∣dqmr dqms
+

(
 – t
T

)∫ T

tm

∣∣f (s,xn(s), (Sqmxn)(s)) – f
(
s,x(s), (Sqmx)(s)

)∣∣dqms
+

∑
<tk<t

(∫ tk

tk–

∫ s

tk–

∣∣f (r,xn(r), (Sqk–xn)(r)) – f
(
r,x(r), (Sqk–x)(r)

)∣∣dqk–r dqk–s
+

∣∣Ik(xn(tk)) – Ik
(
x(tk)

)∣∣)

+
∑
<tk<t

(∫ tk

tk–

∣∣f (s,xn(s), (Sqk–xn)(s)) – f
(
s,x(s), (Sqk–x)(s)

)∣∣dqk–s
+

∣∣I∗k (xn(tk)) – I∗k
(
x(tk)

)∣∣)(t – tk)

+
∫ t

tk

∫ s

tk

∣∣f (r,xn(r), (Sqk xn)(r)) – f
(
r,x(r), (Sqkx)(r)

)∣∣dqk r dqk s,
which gives ‖Axn –Ax‖ →  as n→ ∞. This means that A is continuous.

http://www.advancesindifferenceequations.com/content/2014/1/88
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Step : Amaps bounded sets into bounded sets in PC(J ,R).
So, let us prove that for any r > , there exists a positive constant ρ such that for each

x ∈ Br = {x ∈ PC(J ,R) : ‖x‖ ≤ r}, we have ‖Ax‖ ≤ ρ . For any x ∈ Br , we have

∣∣(Ax)(t)
∣∣ ≤ | – t|

T

m∑
k=

(∫ tk

tk–

∫ s

tk–

∣∣f (r,x(r), (Sqk–x)(r))∣∣dqk–r dqk–s + ∣∣Ik(x(tk))∣∣
)

+
| – t|
T

m∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
)
(T – tk + )

+
| – t|
T

∫ T

tm

∫ s

tm

∣∣f (r,x(r), (Sqmx)(r))∣∣dqmr dqms
+

| – t|
T

∫ T

tm

∣∣f (s,x(s), (Sqmx)(s))∣∣dqms
+

m∑
k=

(∫ tk

tk–

∫ s

tk–

∣∣f (r,x(r), (Sqk–x)(r))∣∣dqk–r dqk–s + ∣∣Ik(x(tk))∣∣
)

+
m∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
)
(T – tk)

+
∫ T

tm

∫ s

tm

∣∣f (r,x(r), (Sqmx)(r))∣∣dqmr dqms
≤  + T

T

m+∑
k=

∫ tk

tk–

∫ s

tk–
N dqk–r dqk–s +

 + T
T

m+∑
k=

∫ tk

tk–
N dqk–s

+
 + T
T

m∑
k=

(T – tk)
∫ tk

tk–
N dqk–s +

 + T
T

m∑
k=

N

+
 + T
T

m∑
k=

N +
 + T
T

m∑
k=

N(T – tk)

≤  + T
T

m+∑
k=

[
N(tk – tk–)

 + qk–

]
+
 + T
T

m+∑
k=

[
N(tk – tk–)

]

+
 + T
T

m∑
k=

(T – tk)
[
N(tk – tk–)

]
+
m( + T)N

T

+
m( + T)N

T
+
( + T)N

T

m∑
k=

(T – tk)

:= ρ.

Hence, we deduce that ‖Ax‖ ≤ ρ .
Step :Amaps bounded sets into equicontinuous sets of PC(J ,R).
Let τ, τ ∈ Ji for some i ∈ {, , , . . . ,m}, τ < τ, Br be a bounded set of PC(J ,R) as in

Step , and let x ∈ Br . Then we have
∣∣(Ax)(τ) – (Ax)(τ)

∣∣
≤ |τ – τ|

T

m∑
k=

(∫ tk

tk–

∫ s

tk–

∣∣f (r,x(r), (Sqk–x)(r))∣∣dqk–r dqk–s + ∣∣Ik(x(tk))∣∣
)

http://www.advancesindifferenceequations.com/content/2014/1/88
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+
|τ – τ|

T

m∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
)
(T – tk + )

+
|τ – τ|

T

∫ T

tm

∫ s

tm

∣∣f (r,x(r), (Sqmx)(r))∣∣dqmr dqms
+

|τ – τ|
T

∫ T

tm

∣∣f (s,x(s), (Sqmx)(s))∣∣dqms
+ |τ – τ|

i∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
)

+
∣∣∣∣
∫ τ

ti

∫ s

ti

∣∣f (r,x(r), (Sqix)(r))∣∣dqir dqi s –
∫ τ

ti

∫ s

ti

∣∣f (r,x(r), (Sqix)(r))∣∣dqir dqi s
∣∣∣∣

≤ |τ – τ|
T

m∑
k=

[
N(tk – tk–)

 + qk–
+N

]

+
|τ – τ|

T

m∑
k=

[
N(tk – tk–) +N

]
(T – tk + ) +

|τ – τ|
T

[
N(T – tm)

 + qm

]

+
|τ – τ|

T
[
N(T – tm)

]
+ |τ – τ|

i∑
k=

[
N(tk – tk–) +N

]

+
|τ – τ|N

 + qi
(τ + τ + ti).

As τ → τ, the right-hand side of the above inequality (which is independent of x) tends
to zero. As a consequence of Steps  to , together with the Arzelá-Ascoli theorem, we
deduce that A : PC(J ,R) → PC(J ,R) is completely continuous.
Step :We show that the set

E =
{
x ∈ PC(J ,R) : x = θAx for some  < θ < 

}
is bounded.
Let x ∈ E. Then x(t) = θ (Ax)(t) for some  < θ < . Thus, for each t ∈ J , by using the

computations of Step , we have that

‖Ax‖ ≤ ρ.

This shows that the set E is bounded. As a consequence of Schaefer’s fixed point theo-
rem, we conclude thatA has a fixed point which is a solution of the impulsive qk-integro-
difference boundary value problem (.). �

The third existence result for the impulsive boundary value problem (.) is based on
Krasnoselskii’s fixed point theorem.

Lemma . (Krasnoselskii’s fixed point theorem) [] Let M be a closed, bounded, convex
and nonempty subset of a Banach space X. Let A, B be the operators such that
(a) Ax + By ∈M whenever x, y ∈M;
(b) A is a compact and continuous;

http://www.advancesindifferenceequations.com/content/2014/1/88
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(c) B is a contraction mapping.
Then there exists z ∈ M such that z = Az + Bz.

For convenience we put

� =
 + T
T

m+∑
k=

(tk – tk–)

 + qk–
+
 + T
T

m+∑
k=

(tk – tk–)

+
 + T
T

m∑
k=

(T – tk)(tk – tk–), (.)

and

λ =
m( + T)N

T
+
m( + T)N

T
+
( + T)N

T

m∑
k=

(T – tk). (.)

Theorem . Let f : J ×R →R be a continuous function. Assume that:

(A) |f (t,x, y)| ≤ μ(t), ∀(t,x, y) ∈ J ×R×R and μ ∈ C(J ,R+).
(A) There exist constants N,N >  such that |Ik(x)| ≤ N and |I∗k (x)| ≤ N, ∀x ∈ R, for

k = , , . . . ,m.
(A) There exist constants K,K >  such that |Ik(x)– Ik(y)| ≤ K|x–y| and |I∗k (x)– I∗k (y)| ≤

K|x – y|, ∀x, y ∈R, for k = , , . . . ,m.

If

m( + T)K

T
+
m( + T)K

T
+
( + T)K

T

m∑
k=

(T – tk) < , (.)

then boundary value problem (.) has at least one solution on J .

Proof We define supt∈J |μ(t)| = ‖μ‖ and choose a suitable constant ρ as

ρ ≥ ‖μ‖� + λ,

where � and λ are defined by (.) and (.), respectively. We define the operators � and
 on Bρ = {x ∈ PC(J ,R) : ‖x‖ ≤ ρ} as

(�x)(t) =
(
 – t
T

) m∑
k=

(∫ tk

tk–

∫ s

tk–
f
(
r,x(r), (Sqk–x)(r)

)
dqk–r dqk–s

)

+
(
 – t
T

) m∑
k=

(∫ tk

tk–
f
(
s,x(s), (Sqk–x)(s)

)
dqk–s

)
(T – tk + )

+
(
 – t
T

)∫ T

tm

∫ s

tm
f
(
r,x(r), (Sqmx)(r)

)
dqmr dqms

+
(
 – t
T

)∫ T

tm
f
(
s,x(s), (Sqmx)(s)

)
dqms

http://www.advancesindifferenceequations.com/content/2014/1/88
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+
∑
<tk<t

(∫ tk

tk–

∫ s

tk–
f
(
r,x(r), (Sqk–x)(r)

)
dqk–r dqk–s

)

+
∑
<tk<t

(∫ tk

tk–
f
(
s,x(s), (Sqk–x)(s)

)
dqk–s

)
(t – tk)

+
∫ t

tk

∫ s

tk
f
(
r,x(r), (Sqk x)(r)

)
dqk r dqk s

and

(x)(t) =
(
 – t
T

) m∑
k=

Ik
(
x(tk)

)
+

(
 – t
T

) m∑
k=

I∗k
(
x(tk)

)
(T – tk + )

+
∑
<tk<t

Ik
(
x(tk)

)
+

∑
<tk<t

I∗k
(
x(tk)

)
(t – tk).

For x, y ∈ Bρ , we have

‖�x +y‖ ≤ ‖μ‖
{
 + T
T

m+∑
k=

(tk – tk–)

 + qk–
+
 + T
T

m+∑
k=

(tk – tk–)

+
 + T
T

m∑
k=

(T – tk)(tk – tk–)

}

+
m( + T)N

T
+
m( + T)N

T
+
( + T)N

T

m∑
k=

(T – tk)

= ‖μ‖� + λ

≤ ρ.

Thus, �x +y ∈ Bρ .
For x, y ∈ PC(J ,R), from (A), we have

‖x –y‖ ≤  + T
T

m∑
k=

∣∣Ik(x(tk)) – Ik
(
y(tk)

)∣∣ +  + T
T

m∑
k=

∣∣I∗k (x(tk)) – I∗k
(
y(tk)

)∣∣

+
 + T
T

m∑
k=

∣∣I∗k (x(tk)) – I∗k
(
y(tk)

)∣∣(T – tk)

≤ m( + T)K‖x – y‖
T

+
m( + T)K‖x – y‖

T

+
( + T)K‖x – y‖

T

m∑
k=

(T – tk),

which implies, by (.), that  is a contraction mapping.
Continuity of f implies that the operator � is continuous. Also,� is uniformly bounded

on Bρ as

‖�x‖ ≤ ‖μ‖�.

Now we prove the compactness of the operator �.

http://www.advancesindifferenceequations.com/content/2014/1/88
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We define sup(t,x)∈J×Bρ
|f (t,x)| = f < ∞, τ, τ ∈ (ti, ti+) for some i ∈ {, , . . . ,m} with τ <

τ and consequently we get

∣∣(�x)(τ) – (�x)(τ)
∣∣

≤ |τ – τ|
T

m∑
k=

(∫ tk

tk–

∫ s

tk–

∣∣f (r,x(r), (Sqk–x)(r))∣∣dqk–r dqk–s
)

+
|τ – τ|

T

m∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s
)
(T – tk + )

+
|τ – τ|

T

∫ T

tm

∫ s

tm

∣∣f (r,x(r), (Sqmx)(r))∣∣dqmr dqms
+

|τ – τ|
T

∫ T

tm

∣∣f (s,x(s), (Sqmx)(s))∣∣dqms
+ |τ – τ|

i∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s
)

+
∣∣∣∣
∫ τ

ti

∫ s

ti

∣∣f (r,x(r), (Sqix)(r))∣∣dqir dqi s –
∫ τ

ti

∫ s

ti

∣∣f (r,x(r), (Sqix)(r))∣∣dqir dqi s
∣∣∣∣

≤ |τ – τ|f
T

m∑
k=

(tk – tk–)

 + qk–
+

|τ – τ|f
T

m∑
k=

(tk – tk–)(T – tk + )

+
|τ – τ|f

T
(T – tm)

 + qm
+

|τ – τ|f
T

(T – tm) + |τ – τ|f
i∑

k=

(tk – tk–)

+
|τ – τ|f
 + qi

(τ + τ + ti),

which is independent of x and tends to zero as τ – τ → . Thus, � is equicontinuous. So
� is relatively compact on Bρ . Hence, by the Arzelá-Ascoli theorem, � is compact on Bρ .
Thus all the assumptions of Lemma . are satisfied. So the boundary value problem (.)
has at least one solution on J . The proof is completed. �

Our final, fourth existence result is based on the Leray-Schauder Nonlinear Alternative.

Lemma . (Nonlinear alternative for single valued maps) [] Let E be a Banach space,
C a closed, convex subset of E,U an open subset of C and  ∈U . Suppose that F :U → C is
a continuous, compact (that is, F(U) is a relatively compact subset of C)map. Then either

(i) F has a fixed point in U , or
(ii) there is a u ∈ ∂U (the boundary of U in C) and θ ∈ (, ) with u = θF(u).

Theorem . Assume that:

(A) There exist a continuous nondecreasing functionψ : [,∞)→ (,∞) and a continuous
function p : J →R

+ such that

∣∣f (t,x, y)∣∣ ≤ p(t)ψ
(|x|) + |y| for each (t,x, y) ∈ J ×R×R.
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(A) There exist continuous nondecreasing functions ϕ,ϕ : [,∞) → (,∞) such that

∣∣Ik(x)∣∣ ≤ ϕ
(|x|) and

∣∣I∗k (x)∣∣ ≤ ϕ
(|x|),

for all x ∈R, k = , , . . . ,m.
(A) There exists a constantM∗ >  such that

M∗

pψ(M∗)Q + φM∗Q +Q
> ,

where p =max{p(t) : t ∈ J}, φ =max{φ(t, s) : (t, s) ∈ J × J} and

Q =
 + T
T

m+∑
k=

(tk – tk–)

 + qk–
+
 + T
T

m+∑
k=

(tk – tk–)

+
 + T
T

m∑
k=

(T – tk)(tk – tk–),

Q =
 + T
T

m+∑
k=

(tk – tk–)

 + qk– + qk–
+
 + T
T

m+∑
k=

(tk – tk–)

 + qk–

+
 + T
T

m∑
k=

(T – tk)
(tk – tk–)

 + qk–
,

Q =
m( + T)ϕ(M∗)

T
+
m( + T)ϕ(M∗)

T
+
( + T)ϕ(M∗)

T

m∑
k=

(T – tk).

Then the impulsive boundary value problem (.) has at least one solution on J .

Proof First we show thatAmaps bounded sets (balls) into bounded sets in PC(J ,R). For a
positive number ρ , let Bρ = {x ∈ PC(J ,R) : ‖x‖ ≤ ρ} be a bounded ball in PC(J ,R). Then
for t ∈ J we have

∣∣(Ax)(t)
∣∣

≤ | – t|
T

m∑
k=

(∫ tk

tk–

∫ s

tk–

∣∣f (r,x(r), (Sqk–x)(r))∣∣dqk–r dqk–s + ∣∣Ik(x(tk))∣∣
)

+
| – t|
T

m∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
)
(T – tk + )

+
| – t|
T

∫ T

tm

∫ s

tm

∣∣f (r,x(r), (Sqmx)(r))∣∣dqmr dqms
+

| – t|
T

∫ T

tm

∣∣f (s,x(s), (Sqmx)(s))∣∣dqms
+

m∑
k=

(∫ tk

tk–

∫ s

tk–

∣∣f (r,x(r), (Sqk–x)(r))∣∣dqk–r dqk–s + ∣∣Ik(x(tk))∣∣
)

+
m∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
)
(T – tk)
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+
∫ T

tm

∫ s

tm

∣∣f (r,x(r), (Sqmx)(r))∣∣dqmr dqms
≤  + T

T

m+∑
k=

∫ tk

tk–

∫ s

tk–

(
pψ

(‖x‖) + φ‖x‖
∫ r

tk–
dqk–u

)
dqk–r dqk–s

+
 + T
T

m+∑
k=

∫ tk

tk–

(
pψ

(‖x‖) + φ‖x‖
∫ s

tk–
dqk–r

)
dqk–s

+
 + T
T

m∑
k=

(T – tk)
∫ tk

tk–

(
pψ

(‖x‖) + φ‖x‖
∫ s

tk–
dqk–r

)
dqk–s

+
 + T
T

m∑
k=

ϕ
(‖x‖) +  + T

T

m∑
k=

ϕ
(‖x‖) +  + T

T

m∑
k=

ϕ
(‖x‖)(T – tk)

≤  + T
T

m+∑
k=

[
pψ(‖x‖)(tk – tk–)

 + qk–
+

φ‖x‖(tk – tk–)

 + qk– + qk–

]

+
 + T
T

m+∑
k=

[
pψ

(‖x‖)(tk – tk–) +
φ‖x‖(tk – tk–)

 + qk–

]

+
 + T
T

m∑
k=

(T – tk)
[
pψ

(‖x‖)(tk – tk–) +
φ‖x‖(tk – tk–)

 + qk–

]

+
m( + T)ϕ(‖x‖)

T
+
m( + T)ϕ(‖x‖)

T

+
( + T)ϕ(‖x‖)

T

m∑
k=

(T – tk)

≤  + T
T

m+∑
k=

[
pψ(ρ)(tk – tk–)

 + qk–
+

φρ(tk – tk–)

 + qk– + qk–

]

+
 + T
T

m+∑
k=

[
pψ(ρ)(tk – tk–) +

φρ(tk – tk–)

 + qk–

]

+
 + T
T

m∑
k=

(T – tk)
[
pψ(ρ)(tk – tk–) +

φρ(tk – tk–)

 + qk–

]

+
m( + T)ϕ(ρ)

T
+
m( + T)ϕ(ρ)

T
+
( + T)ϕ(ρ)

T

m∑
k=

(T – tk)

:= K .

Hence, we deduce that ‖Ax‖ ≤ K .
Next we show thatAmaps bounded sets into equicontinuous sets of PC(J ,R).
Let τ, τ ∈ Ji for some i ∈ {, , , . . . ,m}, τ < τ, Bρ be a bounded set of PC(J ,R) as in

the previous step, and let x ∈ Bρ . Then we have

∣∣(Ax)(τ) – (Ax)(τ)
∣∣

≤ |τ – τ|
T

m∑
k=

(∫ tk

tk–

∫ s

tk–

∣∣f (r,x(r), (Sqk–x)(r))∣∣dqk–r dqk–s + ∣∣Ik(x(tk))∣∣
)
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+
|τ – τ|

T

m∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
)
(T – tk + )

+
|τ – τ|

T

∫ T

tm

∫ s

tm

∣∣f (r,x(r), (Sqmx)(r))∣∣dqmr dqms
+

|τ – τ|
T

∫ T

tm

∣∣f (s,x(s), (Sqmx)(s))∣∣dqms
+ |τ – τ|

i∑
k=

(∫ tk

tk–

∣∣f (s,x(s), (Sqk–x)(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
)

+
∣∣∣∣
∫ τ

ti

∫ s

ti

∣∣f (r,x(r), (Sqix)(r))∣∣dqir dqi s –
∫ τ

ti

∫ s

ti

∣∣f (r,x(r), (Sqix)(r))∣∣dqir dqi s
∣∣∣∣

≤ |τ – τ|
T

m∑
k=

[
pψ(ρ)(tk – tk–)

 + qk–
+

φρ(tk – tk–)

 + qk– + qk–
+ ϕ(ρ)

]

+
|τ – τ|

T

m∑
k=

[
pψ(ρ)(tk – tk–) +

φρ(tk – tk–)

 + qk–
+ ϕ(ρ)

]
(T – tk + )

+
|τ – τ|

T

[
pψ(ρ)(T – tm)

 + qm
+

φρ(T – tm)

 + qm + qm

]

+
|τ – τ|

T

[
pψ(ρ)(T – tm) +

φρ(T – tm)

 + qm

]

+ |τ – τ|
i∑

k=

[
pψ(ρ)(tk – tk–) +

φρ(tk – tk–)

 + qk–
+ ϕ(ρ)

]

+
|τ – τ|pψ(ρ)

 + qi
(τ + τ + ti)

+
|τ – τ|φρ

 + qi + qi

(
τ 
 + ττ + τ 

 + (τ + τ)ti + ti
)
.

The right-hand side of the above inequality, which is independent of x, tends to zero as
τ → τ. From all above and by the Arzelá-Ascoli theoremA : PC(J ,R) → PC(J ,R) is com-
pletely continuous.
The result will follow from the Leray-Schauder nonlinear alternative (Lemma .) once

we have proved the boundedness of the set of all solutions to the equations x(t) = θ (Ax)(t)
for some  < θ < .
Let x be a solution. Thus, for each t ∈ J , we have

(Ax)(t)

= θ

(
 – t
T

) m∑
k=

(∫ tk

tk–

∫ s

tk–
f
(
r,x(r), (Sqk–x)(r)

)
dqk–r dqk–s + Ik

(
x(tk)

))

+ θ

(
 – t
T

) m∑
k=

(∫ tk

tk–
f
(
s,x(s), (Sqk–x)(s)

)
dqk–s + I∗k

(
x(tk)

))
(T – tk + )

+ θ

(
 – t
T

)∫ T

tm

∫ s

tm
f
(
r,x(r), (Sqmx)(r)

)
dqmr dqms
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+ θ

(
 – t
T

)∫ T

tm
f
(
s,x(s), (Sqmx)(s)

)
dqms

+ θ
∑
<tk<t

(∫ tk

tk–

∫ s

tk–
f
(
r,x(r), (Sqk–x)(r)

)
dqk–r dqk–s + Ik

(
x(tk)

))

+ θ
∑
<tk<t

(∫ tk

tk–
f
(
s,x(s), (Sqk–x)(s)

)
dqk–s + I∗k

(
x(tk)

))
(t – tk)

+ θ

∫ t

tk

∫ s

tk
f
(
r,x(r), (Sqk x)(r)

)
dqk r dqk s.

This implies by (A) and (A) that for each t ∈ J , we have

∣∣(Ax)(t)
∣∣ ≤ θ ( + T)

T

m+∑
k=

∫ tk

tk–

∫ s

tk–

(
p(t)ψ

(|x|) + |Sqk–x|
)
dqk–r dqk–s

+
θ ( + T)

T

m+∑
k=

∫ tk

tk–

(
p(t)ψ

(|x|) + |Sqk–x|
)
dqk–s

+
θ ( + T)

T

m∑
k=

(T – tk)
∫ tk

tk–

(
p(t)ψ

(|x|) + |Sqk–x|
)
dqk–s

+
θ ( + T)

T

m∑
k=

ϕ
(|x|) + θ ( + T)

T

m∑
k=

ϕ
(|x|)

+
θ ( + T)

T

m∑
k=

ϕ
(|x|)(T – tk)

≤  + T
T

m+∑
k=

∫ tk

tk–

∫ s

tk–

(
pψ

(‖x‖) + φ‖x‖
∫ r

tk–
dqk–u

)
dqk–r dqk–s

+
 + T
T

m+∑
k=

∫ tk

tk–

(
pψ

(‖x‖) + φ‖x‖
∫ s

tk–
dqk–r

)
dqk–s

+
 + T
T

m∑
k=

(T – tk)
∫ tk

tk–

(
pψ

(‖x‖) + φ‖x‖
∫ s

tk–
dqk–r

)
dqk–s

+
 + T
T

m∑
k=

ϕ
(‖x‖) +  + T

T

m∑
k=

ϕ
(‖x‖)

+
 + T
T

m∑
k=

ϕ
(‖x‖)(T – tk)

≤  + T
T

m+∑
k=

[
pψ(‖x‖)(tk – tk–)

 + qk–
+

φ‖x‖(tk – tk–)

 + qk– + qk–

]

+
 + T
T

m+∑
k=

[
pψ

(‖x‖)(tk – tk–) +
φ‖x‖(tk – tk–)

 + qk–

]

+
 + T
T

m∑
k=

(T – tk)
[
pψ

(‖x‖)(tk – tk–) +
φ‖x‖(tk – tk–)

 + qk–

]

http://www.advancesindifferenceequations.com/content/2014/1/88


Thaiprayoon et al. Advances in Difference Equations 2014, 2014:88 Page 20 of 23
http://www.advancesindifferenceequations.com/content/2014/1/88

+
m( + T)ϕ(‖x‖)

T
+
m( + T)ϕ(‖x‖)

T

+
( + T)ϕ(‖x‖)

T

m∑
k=

(T – tk)

= pψ
(‖x‖)

[
 + T
T

m+∑
k=

(tk – tk–)

 + qk–
+
 + T
T

m+∑
k=

(tk – tk–)

+
 + T
T

m∑
k=

(T – tk)(tk – tk–)

]

+ φ‖x‖
[
 + T
T

m+∑
k=

(tk – tk–)

 + qk– + qk–
+
 + T
T

m+∑
k=

(tk – tk–)

 + qk–

+
 + T
T

m∑
k=

(T – tk)
(tk – tk–)

 + qk–

]
+
m( + T)ϕ(‖x‖)

T

+
m( + T)ϕ(‖x‖)

T
+
( + T)ϕ(‖x‖)

T

m∑
k=

(T – tk)

= pψ
(‖x‖)Q + φ‖x‖Q +Q.

Consequently, we have

‖x‖
pψ(‖x‖)Q + φ‖x‖Q +Q

≤ .

In view of (A), there existsM∗ such that ‖x‖ �=M∗. Let us set

U =
{
x ∈ PC(J ,R) : ‖x‖ <M∗}.

Note that the operatorA :U → PC(J ,R) is continuous and completely continuous. From
the choice of U , there is no x ∈ ∂U such that x = θAx for some θ ∈ (, ). Consequently,
by the nonlinear alternative of Leray-Schauder type (Lemma .), we deduce thatA has a
fixed point x ∈U which is a solution of the problem (.). This completes the proof. �

4 Examples
In this section, we will give examples to illustrate our main results.

Example . Consider the following boundary value problem for the nonlinear second-
order impulsive qk-integro-difference equation:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

D
k+
k+

x(t) = t
et (t+)

|x(t)|
|x(t)|+ +

t


∫ t
tk

sinπ (t–s)
 x(s)dqk s, t ∈ J , t �= tk ,

�x(tk) = |x(tk )|
(k+)+|x(tk )| , k = , , . . . , ,

D k+
k+

x(t+k ) –D k
k+

x(tk) = |x(tk )|
(k+)+|x(tk )| , k = , , . . . , ,

x() +D 

x() = , x() +D 


x() = .

(.)

Here J = [, ], tk = k/, qk = (k + )/(k + ) for k = , , , . . . , , m = , T = , f (t,x,Sqk x) =
(t|x|)/(et(t +)(|x|+)) + (t/)

∫ t
tk
((sinπ (t – s))/)x(s)dqk s, Ik(x) = |x|/((k +) + |x|) and
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I∗k (x) = |x|/((k + ) + |x|). Since
∣∣f (t,x) – f (t, y)

∣∣ ≤ 


|x – y| + (/)
(
Sqk |x – y|),

∣∣Ik(x) – Ik(y)
∣∣ ≤ 


|x – y| and

∣∣I∗k (x) – I∗k (y)
∣∣ ≤ 


|x – y|,

(H) and (H) are satisfied with L = (/), L = (/), L = (/), L = (/). We can
show that

ω ≈ . < .

Hence, by Theorem ., boundary value problem (.) has a unique solution on [, ].

Example . Consider the following boundary value problem for the nonlinear second-
order impulsive qk-integro-difference equation:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

D
k+
k+

x(t) = t
(+x) +

t sin t
t| ∫ t

tk
cos π (t–s)

 x(s)dqk s|+
, t ∈ J , t �= tk ,

�x(tk) = k sinπ t
k+t|x(tk )| , k = , , . . . , ,

D k+
k+

x(t+k ) –D k+
k+

x(tk) = k cos t
k+|x(tk )| sin t , k = , , . . . , ,

x() +D 

x() = , x() +D 


x() = .

(.)

Here J = [, ], tk = k/, qk = (k+)/(k+) for k = , , , . . . , ,m = ,T = , f (t,x,Sqk x) =
((t)/(+x))+(t sin t)/(t| ∫ t

tk
((cos π (t–s))/)x(s)dqk s|+), Ik(x) = (k sinπ t)/(k+t|x(tk)|)

and I∗k (x) = (k cos t)/(k + |x(tk)| sin t). We can show that

∣∣f (t,x, (Sqk x))∣∣ =
∣∣∣∣ t

( + x)
+

t sin t
t| ∫ t

tk
cos π (t–s)

 x(s)dqk s| + 

∣∣∣∣ ≤  =N,

∣∣Ik(x)∣∣ =
∣∣∣∣ k sinπ t
k + t|x(tk)|

∣∣∣∣ ≤  =N, and
∣∣I∗k (x)∣∣ =

∣∣∣∣ k cos t
k + |x(tk)| sin t

∣∣∣∣ ≤  =N.

Hence, by Theorem ., boundary value problem (.) has at least one solution on [, ].

Example . Consider the following nonlinear second-order impulsive qk-difference
equation with separated boundary condition:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

D
k+
k+

x(t) = t sinπ t
(t+)

|x|
|x|+ +

cos π t


| ∫ t
tk

et–s
t+et–s x(s)dqk s|

, t ∈ J , t �= tk ,

�x(tk) = |x(tk )|
(k+)+|x(tk )| , k = , , . . . , ,

D k+
k+

x(t+k ) –D k
k–

x(tk) = |x(tk )|
(k+)+|x(tk )| , k = , , . . . , ,

x() +D 

x() = , x() +D 


x() = ,

(.)

where J = [, ], tk = k/, qk = (k + )/(k + ) for k = , , , . . . , , m = , T = ,
f (t,x) = (t sinπ t/(t + ))(|x|/(|x| + )) + (cos(π t/))/(| ∫ t

tk
(et–s/(t + et–s))x(s)dqk s|), Ik(x) =

|x(tk)|/((k + ) + |x(tk)|) and I∗k (x) = |x(tk)|/((k + ) + |x(tk)|). Since
∣∣Ik(x) – Ik(y)

∣∣ ≤ (/)|x – y| and
∣∣I∗k (x) – I∗k (y)

∣∣ ≤ (/)|x – y|,
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(A) is satisfied with L = (/), L = (/). It is easy to verify that |f (t,x)| ≤ μ(t) ≡
(t sinπ t)/(t + ) + e–t cos(π t/), Ik(x) ≤ N = , and I∗k (x) ≤ N =  for all t ∈ [, ], x ∈ R,
k = , . . . ,m. Thus (A) and (A) are satisfied. We can show that

m( + T)K

T
+
m( + T)K

T
+
( + T)K

T

m∑
k=

(T – tk)≈ . < .

Hence, by Theorem ., boundary value problem (.) has at least one solution on [, ].

Example . Consider the following nonlinear second-order impulsive qk-difference
equation with separated boundary condition:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

D
k+
k+

x(t) = x
x+et+ +

+sinπ t
et+ – cos t

∫ t
tk

(t–s) sin t
et–s+ x(s)dqk s, t ∈ J , t �= tk ,

�x(tk) = sinπx(tk )
π (k+) , k = , , . . . , ,

Dk+
k+

x(t+k ) –Dk+
k+

x(tk) = x(tk ) cos kt
(k+) , k = , , . . . , ,

x() +D 

x() = , x() +D 


x() = .

(.)

Here J = [, ], tk = k/, qk = (k + )/(k + ) for k = , , , . . . , , m = , T = , f (t,x) =
(x/(x + et + )) + ( + sinπ t)/(et + ) – cos t

∫ t
tk
((t – s) sin t/(et–s + ))x(s)dqk s, Ik(x) =

(sinπx)/(π (k + )), and I∗k (x) = (x cos kt)/((k + )). Clearly,

∣∣f (t,x)∣∣ = ∣∣∣∣ x
x + et + 

+
 + sinπ t
et + 

– cos t
∫ t

tk

(t – s) sin t
et–s + 

x(s)dqk s
∣∣∣∣

≤
(


et + 

) |x + |


+
∣∣∣∣
∫ t

tk

(t – s) sin t
et–s + 

x(s)dqk s
∣∣∣∣,

∣∣Ik(x)∣∣ =
∣∣∣∣ sinπx
π (k + )

∣∣∣∣ ≤ |x|


and
∣∣I∗k (x)∣∣ =

∣∣∣∣ x cos kt(k + )

∣∣∣∣ ≤ |x|


.

Choosing p(t) = 
et+ , ψ(|x|) = |x+|

 , ϕ(|u|) = |x|
 , and ϕ(|x|) = |x|

 , we obtain

M∗

.M∗ + .
> 

which implies that M∗ > .. Hence, by Theorem ., boundary value problem
(.) has at least one solution on [, ].
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