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#### Abstract

This paper is concerned with a delayed Lotka-Volterra system on time scales. By using the theory of exponential dichotomy on time scales and fixed point theory based on monotone operator, some simple conditions are obtained for the existence and uniqueness of positive almost periodic solution of the system. Further, by means of the theory of calculus on time scales and Lyapunov functional, the global attractivity of the almost periodic solution is also investigated. The main results in this paper improve and extend the previously known results. Finally, some examples are given to illustrate the feasibility and effectiveness of the main result.
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## 1 Introduction

Let

$$
f^{-}=\inf _{s \in \mathbb{T}} f(s), \quad f^{+}=\sup _{s \in \mathbb{T}} f(s), \quad m(f)=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f(s) \mathrm{d} s,
$$

where $f$ is a continuous bounded function defined on $\mathbb{T}, \mathbb{T}$ is a time scale.
The Lotka-Volterra type system with delay is very important in the models of multispecies population dynamics and has interesting applications in epidemiology, physics, chemistry, economics, biological science, and other areas (see [1-3]). The assumption of almost periodicity is a way of incorporating the time dependent variability of the environment, especially when the various components of the environment are periodic with not necessarily commensurate periods. Therefore, in recent years, more and more researchers have been studying the almost periodic solutions of the Lotka-Volterra system with delay [4-7].
In $[4,5]$, the authors considered the following Lotka-Volterra system with time delays:

$$
\begin{equation*}
x_{i}^{\prime}(t)=x_{i}(t)\left[r_{i}(t)-a_{i i}(t) x_{i}(t)-\sum_{j=1, j \neq i}^{n} a_{i j}(t) x_{j}\left(t-\tau_{i j}(t)\right)\right], \quad i=1,2, \ldots, n, \tag{1.1}
\end{equation*}
$$

where all the coefficients of system (1.1) are positive continuous almost periodic functions. In [4], with the help of a variable substitution and by applying Schauder's fixed point theorem, sufficient conditions for the existence of positive almost periodic solutions are obtained.

Theorem 1.1 ([4]) Assume that
$\left(\mathrm{N}_{1}\right) r_{i}^{-}>0, a_{i j}^{-}>0, i, j=1,2, \ldots, n$;
$\left(\mathrm{N}_{2}\right) m\left[r_{i}(t)-\sum_{j=1, j \neq i}^{n} a_{i j}(t) G_{j}(t)\right]>0$, where

$$
G_{j}(t)=\left[\int_{-\infty}^{t} e^{-\int_{s}^{t} r_{j}(u) \mathrm{d} u} a_{j j}(s) \mathrm{d} s\right]^{-1}, \quad i, j=1,2, \ldots, n .
$$

Then system (1.1) has at least one positive almost periodic solution.

In [5, 6], the authors studied the following Lotka-Volterra type system with continuously distributed delays:

$$
\begin{equation*}
x_{i}^{\prime}(t)=x_{i}(t)\left[r_{i}(t)-a_{i i}(t) x_{i}(t)-\sum_{j=1, j \neq i}^{n} a_{i j}(t) x_{j}\left(t-\tau_{i j}(t)\right)-\sum_{j=1}^{n} \int_{-\infty}^{t} k_{i j}(t, \theta) x_{j}(\theta) \mathrm{d} \theta\right], \tag{1.2}
\end{equation*}
$$

where all the coefficients of system (1.2) are positive almost periodic functions. Applying Schauder's fixed point theorem, the theory of the comparison theorem and the Lyapunov functional, the following theorem can be obtained.

Theorem $1.2([5,6])$ Assume that $\left(\mathrm{N}_{1}\right)$ and the following conditions hold:
$\left(\mathrm{T}_{1}\right) \sup _{t \in \mathbb{R}} \tau_{i j}^{\prime}(t)<1, i, j=1,2, \ldots, n$;
$\left(\mathrm{T}_{2}\right) \inf _{t \in \mathbb{R}}\left[r_{i}(t)-\sum_{j=1, j \neq i}^{n} a_{i j}(t) M_{j}-\sum_{j=1}^{n} M_{j} \int_{-\infty}^{t} k_{i j}(t, \theta) \mathrm{d} \theta\right]>0$, where $M_{j}=\sup _{t \in \mathbb{R}} \frac{r_{j}(t)}{a_{j j}(t)}$, $i, j=1,2, \ldots, n ;$
$\left(\mathrm{T}_{3}\right)$ There exists a constant $\rho>0$ such that

$$
\min _{1 \leq i \leq n} \inf _{t \in \mathbb{R}}\left[a_{i i}(t)-\sum_{j=1, j \neq i}^{n} \frac{a_{j i}\left(v_{j i}^{-1}(t)\right)}{1-\tau_{j i}^{\prime}\left(v_{j i}^{-1}(t)\right)}-\sum_{j=1}^{n} \int_{0}^{\infty} k_{j i}(t+\theta, t) \mathrm{d} \theta\right]>\rho,
$$

where $v_{j i}^{-1}(t)$ is the inverse function of $t-\tau_{i j}(t)$.
Then system (1.2) has a unique positive almost periodic solution which is globally attractive.

The aim of this paper is to use the fixed point theory based on monotone operator and the Lyapunov functional to investigate the positive almost periodic solution of LotkaVolterra type systems (1.1)-(1.2). The following useful results on systems (1.1)-(1.2) are obtained without condition $\left(\mathrm{N}_{2}\right)$ of Theorem 1.1 and condition $\left(\mathrm{T}_{2}\right)$ of Theorem 1.2.

Theorem 1.3 Assume that $\left(\mathrm{N}_{1}\right)$ holds, then system (1.1) has a unique positive almost periodic solution.

Theorem 1.4 Assume that $\left(\mathrm{N}_{1}\right),\left(\mathrm{T}_{1}\right)$, and $\left(\mathrm{T}_{3}\right)$ of Theorem 1.2 hold, then system (1.2) has a unique positive almost periodic solution which is globally attractive.

Many authors have argued that the discrete time models governed by difference equations are reflecting the reality in a better way than the continuous ones when the populations have nonoverlapping generations. Discrete time models can also provide efficient computational models of continuous models for numerical simulations (see [7-9]). For
example, in [7], Li et al. studied an almost periodic solution of the following discrete LotkaVolterra system with delays:

$$
\left\{\begin{array}{l}
x_{1}(n+1)=x_{1}(n) \exp \left\{r_{1}(n)\left[1-\frac{x_{1}(n)}{K_{1}}-\mu_{2}(n) x_{2}\left(n-\tau_{1}\right)\right]\right\},  \tag{1.3}\\
x_{2}(n+1)=x_{2}(n) \exp \left\{r_{2}(n)\left[1-\frac{x_{2}(n)}{K_{2}}-\mu_{1}(n) x_{1}\left(n-\tau_{2}\right)\right]\right\} .
\end{array}\right.
$$

By means of the theory of comparison theorem and an almost periodic functional hull theory, the authors obtained the result that system (1.3) is persistent and has a unique positive almost periodic solution, which is globally attractive.
The study of dynamic equations on time scales goes back to its founder Stefan Hilger [10] and is a new area of still fairly theoretical exploration in mathematics. Motivating the subject is the notion that dynamic equations on time scales can build bridges between continuous and discrete equations. Further, the study of time scales has led to several important applications, for example, in the study of insect population models, neural networks, heat transfer, and epidemic models. Recently the topic on the almost periodic solutions of dynamic systems on time scales has been intensively investigated in many papers.
Motivated by the above statement, in this paper we will study the following LotkaVolterra system with delays on time scales:

$$
\begin{align*}
x_{i}^{\Delta}(t)= & x_{i}(t)\left[r_{i}(t)-a_{i i}(t) x_{i}(t)-\sum_{j=1, j \neq i}^{n} a_{i j}(t) x_{j}^{\sigma}\left(t-\tau_{i j}(t)\right)\right. \\
& \left.-\sum_{j=1}^{n} \int_{-\infty}^{t} k_{i j}(t, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right], \tag{1.4}
\end{align*}
$$

where $t \in \mathbb{T}$ is a periodic time scale, $0 \in \mathbb{T} ; r_{i}(t)>0, a_{i j}(t)>0$ and $\tau_{i j}(t)>0$ are all almost periodic functions, $k_{i j}(t, s)>0, \sup \left\{\int_{-\infty}^{t} k_{i j}(t, \theta) \Delta \theta, t \in \mathbb{T}\right\}<\infty, i, j=1,2, \ldots, n$. From the point of view of biology, we focus our discussion on the existence, uniqueness and stability of positive almost periodic solution of system (1.4) by using the theory of exponential dichotomy on time scales, fixed point theory based on monotone operator and Lyapunov functional.
The remainder of this paper is organized in the following way. In Section 2, we will introduce some necessary notations, definitions and lemmas which will be used to gain novel results. In Section 3, some conditions are derived ensuring the existence and uniqueness of positive almost periodic solution of system (1.4) by using the theory of exponential dichotomy on time scales and fixed point theorem of monotone operator. In Section 4, we establish sufficient conditions for the global attractivity of a unique almost periodic solution of system (1.1) and system (1.4) without delays by means of Lyapunov functional. The main result in Section 4 is illustrated by giving some examples in Section 5.

## 2 Preliminaries

Now, let us state the following definitions and lemmas, which will be useful in proving our main result.

Definition 2.1 ([11]) A time scale $\mathbb{T}$ is an arbitrary nonempty closed subset of the real set $\mathbb{R}$ with the topology and ordering inherited from $\mathbb{R}$. The forward jump operators $\sigma: \mathbb{T} \rightarrow \mathbb{T}$
and the graininess $\mu: \mathbb{T} \rightarrow \mathbb{R}^{+}$are defined, respectively, by

$$
\sigma(t):=\inf \{s \in \mathbb{T}: s>t\}, \quad \mu(t):=\sigma(t)-t
$$

The point $t \in \mathbb{T}$ is called left-dense, left-scattered, right-dense or right-scattered if $\rho(t)=t$, $\rho(t)<t, \sigma(t)=t$ or $\sigma(t)>t$, respectively. Points that are right-dense and left-dense at the same time are called dense.

Definition 2.2 ([11]) A function $p: \mathbb{T} \rightarrow \mathbb{R}$ is said to be regressive provided $1+\mu(t) p(t) \neq 0$ for all $t \in \mathbb{T}^{k}$. The set of all regressive rd-continuous functions $f: \mathbb{T} \rightarrow \mathbb{R}$ is denoted by $\mathcal{R}$. Let $p \in \mathcal{R}$. The exponential function is defined by

$$
e_{p}(t, s)=\exp \left(\int_{s}^{t} \xi_{\mu(\tau)}(p(\tau)) \Delta \tau\right)
$$

where $\xi_{h(z)}$ is the so-called cylinder transformation:

$$
\xi_{h}(z)=\frac{1}{h} \log (1+z h), \quad h>0
$$

where $\log$ is the principal logarithm function. For $h=0, \xi_{0}(z)=z$. The inverse transformation of the cylinder transformation $\xi_{h}$ is given by

$$
\xi_{h}^{-1}(z)=\frac{1}{h}\left(e^{z h}-1\right), \quad h>0 .
$$

When $h=0, \xi_{0}^{-1}(z)=z$.

Throughout this paper, we always make the following assumption for system (1.4):
$\left(\mathrm{H}_{1}\right) r_{i} \in \mathcal{R}, r_{i}^{-}>0$ and $\sum_{i=1}^{n}\left(a_{i j}^{-}+k_{i j}^{-}\right)>0$, where $k_{i j}^{-}:=\inf _{s \in \mathbb{R}} \int_{-\infty}^{s} k_{i j}(s, \theta) \Delta \theta, i, j=1,2, \ldots, n$.
Lemma 2.1 ([11]) Let $p, q \in \mathcal{R}$. Then
(i) $e_{0}(t, s) \equiv 1$ and $e_{p}(t, t) \equiv 1$;
(ii) $\frac{1}{e_{p}(t, s)}=e_{\ominus p}(t, s)$, where $\ominus p(t)=-\frac{p(t)}{1+\mu(t) p(t)}$;
(iii) $e_{p}(t, s) e_{p}(s, r)=e_{p}(t, r)$;
(iv) $e_{p}^{\Delta}(\cdot, s)=p e_{p}(\cdot, s)$.

Definition 2.3 ([11]) For $f: \mathbb{T} \rightarrow \mathbb{R}$ and $t \in \mathbb{T}^{k}$, the delta derivative of $f$ at $t$, denoted by $f^{\Delta}(t)$, is the number (provided it exists) with the property that given any $\epsilon>0$, there is a neighborhood $U \subset \mathbb{T}$ of $t$ such that

$$
\left|f(\sigma(t))-f(s)-f^{\Delta}(t)[\sigma(t)-s]\right| \leq \epsilon|\sigma(t)-s|, \quad \forall s \in U
$$

Lemma 2.2 ([11]) Letf, $g$ be $\Delta$-differentiable functions on $\mathbb{T}^{k}$. Then
(i) $\left(k_{1} f+k_{2} g\right)^{\Delta}=k_{1} f^{\Delta}+k_{2} g^{\Delta}$ for any constants $k_{1}, k_{2}$;
(ii) $(f g)^{\Delta}(t)=f^{\Delta}(t) g(t)+f(\sigma(t)) g^{\Delta}(t)=f(t) g^{\Delta}(t)+f^{\Delta}(t) g(\sigma(t))$.

Lemma 2.3 ([11]) Assume that $g: \mathbb{R} \rightarrow \mathbb{R}$ is continuous, $g: \mathbb{T} \rightarrow \mathbb{R}$ is $\Delta$-differentiable on $\mathbb{T}^{\kappa}$, and $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuously differentiable. Then there exists $c$ in the real interval
$[t, \sigma(t)]$ with

$$
[f(g(t))]^{\Delta}=f^{\prime}(g(c)) g^{\Delta}(t)
$$

Lemma 2.4 ([11]) Assume that $p(t) \geq 0$ for $t \geq 0$. Then $e_{p}(t, s) \geq 1$.

Lemma 2.5 ([11]) Suppose that $p \in \mathcal{R}^{+}$. Then
(i) $e_{p}(t, s)>0$ for all $t, s \in \mathbb{T}$;
(ii) if $p(t) \leq q(t)$ for all $t \geq s, t, s \in \mathbb{T}$, then $e_{p}(t, s) \leq e_{q}(t, s)$ for all $t \geq s$.

Lemma 2.6 ([11]) Suppose that $p \in \mathcal{R}$ and $a, b, c \in \mathbb{T}$, then

$$
\left[e_{p}(c, \cdot)\right]^{\Delta}=-p\left[e_{p}(c, \cdot)\right]^{\sigma}, \quad \int_{a}^{b} p(t) e_{p}(c, \sigma(t)) \Delta t=e_{p}(c, a)-e_{p}(c, b)
$$

Definition 2.4 ([12]) A time scale $\mathbb{T}$ is called a periodic time scale if

$$
\Pi:=\{\tau \in \mathbb{R}: t+\tau \in \mathbb{T}, \forall t \in \mathbb{T}\} \neq\{0\}
$$

Definition 2.5 ([13]) Let $\mathbb{T}$ be a periodic time scale. A function $x: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is called almost periodic on $\mathbb{T}$, if for any $\epsilon>0$, the set

$$
E(\epsilon, x)=\{\tau \in \Pi:|x(t+\tau)-x(t)|<\epsilon, \forall t \in \mathbb{T}\}
$$

is relatively dense in $\mathbb{T}$; that is, there exists a constant $l=l(\epsilon)>0$, for any interval with length $l(\epsilon)$, there exists a number $\tau=\tau(\epsilon)$ in this interval such that

$$
\|x(t+\tau)-x(t)\|<\epsilon, \quad \forall t \in \mathbb{T}
$$

The set $E(\epsilon, x)$ is called the $\epsilon$-translation set of $x, \tau$ is called the $\epsilon$-translation number of $x$, and $l(\epsilon)$ is called the inclusion of $E(\epsilon, x)$.

Definition 2.6 ([14]) Let $y \in C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ and $P(t)$ be a $n \times n$ continuous matrix defined on $\mathbb{T}$. The linear system

$$
y^{\Delta}(t)=P(t) y(t), \quad t \in \mathbb{T}
$$

is said to be an exponential dichotomy on $\mathbb{T}$ if there exist constants $k, \lambda>0$, and a projection $S$ and the fundamental matrix $Y(t)$ satisfying

$$
\begin{aligned}
& \left\|Y(t) S Y^{-1}(s)\right\| \leq k e_{\ominus \lambda}(t, s), \quad \forall t \geq s \\
& \left\|Y(t)(I-S) Y^{-1}(s)\right\| \leq k e_{\ominus \lambda}(s, t), \quad \forall t \leq s, t, s \in \mathbb{T} .
\end{aligned}
$$

Lemma 2.7 ([13]) If the linear system $y^{\Delta}(t)=P(t) y(t)$ has an exponential dichotomy, then the almost periodic system

$$
y^{\Delta}(t)=P(t) y(t)+g(t), \quad t \in \mathbb{T}
$$

has a unique almost periodic solution $y(t)$ which can be expressed as follows:

$$
y(t)=\int_{-\infty}^{t} Y(t) S Y^{-1}(\sigma(s)) g(s) \Delta s-\int_{t}^{\infty} Y(t)(I-S) Y^{-1}(\sigma(s)) g(s) \Delta s
$$

Lemma 2.8 ([14]) If $P(t)=\left(a_{i j}(t)\right)_{n \times n}$ is a uniformly bounded $r$ d-continuous matrix-valued function on $\mathbb{T}$, and there is a $\delta>0$ such that

$$
\left|a_{i i}(t)\right|-\sum_{j \neq i}\left|a_{i j}(t)\right|-\frac{1}{2} \mu(t)\left[\sum_{j \neq i}\left|a_{i j}(t)\right|\right]^{2}-\delta^{2} \mu(t) \geq 2 \delta, \quad t \in \mathbb{T}, i=1,2, \ldots, n,
$$

then $y^{\Delta}(t)=P(t) y(t)$ admits an exponential dichotomy on $\mathbb{T}$.
Lemma 2.9 ([10]) Suppose that $r: \mathbb{T} \rightarrow \mathbb{R}$ is regressive. Let $t_{0} \in \mathbb{T}$ and $y_{0} \in \mathbb{R}$. The unique solution of the initial value problem

$$
y^{\Delta}(t)=r(t) y(t)+g(t), \quad y\left(t_{0}\right)=y_{0}
$$

is given by

$$
y(t)=e_{r}\left(t, t_{0}\right) y_{0}+\int_{t_{0}}^{t} e_{r}(t, \sigma(s)) g(s) \Delta s
$$

Similar to the proofs of Lemmas 2.7-2.9 which can be found in [13, 15-17], respectively, we have:

Lemma 2.10 Assume that $\left(\mathrm{H}_{1}\right)$ holds, then system (1.4) has a unique almost periodic solution $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}$ which can be expressed as follows:

$$
\begin{aligned}
x_{i}(t)= & \int_{t}^{+\infty} e_{r_{i}}(t, \sigma(s)) x_{i}(s)\left[a_{i i}(t) x_{i}(s)\right. \\
& \left.+\sum_{j=1, j \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s,
\end{aligned}
$$

where $i=1,2, \ldots, n$.

In order to obtain the existence and uniqueness of positive almost periodic solution of system (1.4), we first make the following preparations:
Let $E$ be a Banach space and $K$ be a cone in $E$. The semi-order induced by the cone $K$ is denoted by ' $\leq$ '. That is, $x \leq y$ if and only if $y-x \in K . x<y$ if $x \leq y$ and $x \neq y . x \gg y$ if $x-y \in \hat{K}$, where $\hat{K}$ is the interior of the cone $K$. A cone $K$ is called minihedral if for any pair $\{x, y\}, x, y \in E$, bounded above in order for there to exist a least upper bound $\sup \{x, y\}$. A cone $K$ is called normal if there exists a constant $N>0$ such that $x \leq y, x, y \in K$ implies $\|x\|_{E} \leq N\|y\|_{E}$.

Definition 2.7 ([18]) $\Phi: K \rightarrow K$ is said to be strongly superlinear, if for $\forall x>0$ and $t \in$ $(0,1)$, one has $\Phi(t x) \ll t \Phi x$.

The following two lemmas cited from $[19,20]$ are useful for the proof of our main results in this section.

Lemma 2.11 ([21]) Let E be a real Banach space with an order cone K satisfying
(a) $K$ has a nonempty interior,
(b) $K$ is normal and minihedral.

Assume that there are two points in $E, x_{*} \ll x^{*}$, and a monotone increasing compact continuous operator $\Phi:\left[x_{*}, x^{*}\right] \rightarrow E$. If

$$
\Phi x_{*} \ll x_{*}, \quad x^{*} \ll \Phi x^{*},
$$

then $\Phi$ has a fixed point $x \in\left[x_{*}, x^{*}\right]$. Here $\left[x_{*}, x^{*}\right]$ denotes the order interval $\left\{x \in E: x_{*} \leq\right.$ $\left.x \leq x^{*}\right\}$.

Lemma 2.12 ([22]) If $\Phi: K \rightarrow K$ is strongly superlinear and increasing, then $\Phi$ has at most one positive fixed point.

Consider the Banach space $E=A P\left(\mathbb{T}, \mathbb{R}^{n}\right)$ with the norm $\|x\|=\max _{1 \leq i \leq n}\left\{\left|x_{i}\right|_{0}\right\},\left|x_{i}\right|_{0}=$ $\sup _{t \in \mathbb{T}}\left|x_{i}(t)\right|$. Define the cone $K$ in $E$ by

$$
K=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in E: x_{i} \geq 0, i=1,2, \ldots, n\right\} .
$$

It is not difficult to verify that $K$ is normal, minihedral and has a nonempty interior.
Let the map $\Phi$ be defined by

$$
\begin{equation*}
(\Phi x)(t)=\left(\left(\Phi_{1} x\right)(t),\left(\Phi_{2} x\right)(t), \ldots,\left(\Phi_{n} x\right)(t)\right)^{T} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
\left(\Phi_{i} x\right)(t)= & \int_{t}^{+\infty} e_{r_{i}}(t, \sigma(s)) x_{i}(s)\left[a_{i i}(t) x_{i}(s)\right. \\
& \left.+\sum_{j=1, j \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s,
\end{aligned}
$$

where $x \in K, t \in \mathbb{T}, i=1,2, \ldots, n$.
Let

$$
k_{i j}^{+}:=\sup _{s \in \mathbb{T}} \int_{-\infty}^{s} k_{i j}(s, \theta) \Delta \theta, \quad k_{i j}^{-}:=\inf _{s \in \mathbb{T}} \int_{-\infty}^{s} k_{i j}(s, \theta) \Delta \theta .
$$

By $\left(\mathrm{H}_{1}\right)$, one could choose some positive constants in $K, \underline{x}_{i}<\bar{x}_{i}$ satisfying

$$
\sum_{j=1}^{n}\left[a_{i j}^{+}+k_{i j}^{+}\right] \underline{x}_{j}<r_{i}^{-}, \quad \sum_{j=1}^{n}\left[a_{i j}^{-}+k_{i j}^{-}\right] \bar{x}_{j}>r_{i}^{+}, \quad i=1,2, \ldots, n .
$$

Lemma 2.13 $\Phi: D \rightarrow E$ is monotone increasing, where $D=\left[x_{*}, x^{*}\right], x_{*}=\left(\underline{x}_{1}, \underline{x}_{2}, \ldots, \underline{x}_{n}\right)^{T}$, $x^{*}=\left(\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{n}\right)^{T}$.

Proof For $\forall x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}, y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{T} \in D, x \leq y$, i.e.,

$$
y-x \in K \quad \Rightarrow \quad x_{i} \leq y_{i}, \quad i=1,2, \ldots, n .
$$

So

$$
\begin{aligned}
& \left(\Phi_{i} x\right)(t)-\left(\Phi_{i} y\right)(t) \\
& =\int_{t}^{\infty} e_{r_{i}}(t, \sigma(s)) x_{i}(s)\left[a_{i i}(t) x_{i}(s)\right. \\
& \left.\quad+\sum_{j=1, j \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s \\
& \quad-\int_{t}^{\infty} e_{r_{i}}(t, \sigma(s)) y_{i}(s)\left[a_{i i}(t) y_{i}(s)\right. \\
& \left.\quad+\sum_{j=1, j \neq i}^{n} a_{i j}(s) y_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) y_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s \\
& \leq 0,
\end{aligned}
$$

that is, $\left(\Phi_{i} x\right) \leq\left(\Phi_{i} y\right), i=1,2, \ldots, n$, which implies that $\Phi y-\Phi x \in K$. Then $\Phi x \leq \Phi y$. This completes the proof.

Lemma 2.14 $\Phi: D \rightarrow E$ is complete continuous.

Proof First, we show that $\Phi$ maps bounded sets into bounded sets. For $\forall x \in D$, we have

$$
\begin{aligned}
\left|\Phi_{i} x\right|_{0} & \leq \sum_{j=1}^{n}\left[a_{i j}^{+}+k_{i j}^{+}\right]\left|x_{i}\right|_{0}\left|x_{j}\right|_{0} \sup _{t \in \mathbb{T}} \int_{t}^{\infty} e_{r_{i}^{-}}(t, \sigma(s)) \Delta s \\
& =\frac{1}{r_{i}^{-}} \sum_{j=1}^{n}\left[a_{i j}^{+}+k_{i j}^{+}\right]\left|x_{i}\right|_{0}\left|x_{j}\right|_{0} \sup _{t \in \mathbb{T}} \int_{t}^{\infty}\left[-e_{r_{i}^{-}}(t, \sigma(s))\right]^{\Delta} \Delta s \\
& =\frac{1}{r_{i}^{-}} \sum_{j=1}^{n}\left[a_{i j}^{+}+k_{i j}^{+}\right]\left|x_{i}\right|_{0}\left|x_{j}\right|_{0} \sup _{t \in \mathbb{T}} e_{r_{i}^{-}}(t, \sigma(t)) \\
& \leq \frac{1}{r_{i}^{-}} \sum_{j=1}^{n}\left[a_{i j}^{+}+k_{i j}^{+}\right] \bar{x}_{i} \bar{x}_{j}, \quad i=1,2, \ldots, n .
\end{aligned}
$$

That is, $\Phi D$ is uniformly bounded. In addition, for $\forall t_{1}, t_{2} \in \mathbb{T}$ and $t_{1} \leq t_{2}$, notice that

$$
\begin{aligned}
& \left|\left(\Phi_{i} x\right)\left(t_{1}\right)-\left(\Phi_{i} x\right)\left(t_{2}\right)\right| \\
& \quad=\mid \int_{t_{1}}^{\infty} e_{r_{i}}\left(t_{1}, \sigma(s)\right) x_{i}(s)\left[a_{i i}(s) x_{i}(s)\right. \\
& \left.\quad+\sum_{j=1, j \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s
\end{aligned}
$$

$$
\begin{aligned}
& -\int_{t_{2}}^{\infty} e_{r_{i}}\left(t_{1}, \sigma(s)\right) x_{i}(s)\left[a_{i i}(s) x_{i}(s)\right. \\
& \left.+\sum_{j=1, j, \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s \\
& +\int_{t_{2}}^{\infty} e_{r_{i}}\left(t_{1}, \sigma(s)\right) x_{i}(s)\left[a_{i i}(s) x_{i}(s)\right. \\
& \left.+\sum_{j=1, j, \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s \\
& -\int_{t_{2}}^{\infty} e_{r_{i}}\left(t_{2}, \sigma(s)\right) x_{i}(s)\left[a_{i i}(s) x_{i}(s)\right. \\
& \left.+\sum_{j=1, j, \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s \mid \\
& \leq \mid \int_{t_{1}}^{t_{2}} e_{r_{i}}\left(t_{1}, \sigma(s)\right) x_{i}(s)\left[a_{i i}(s) x_{i}(s)\right. \\
& \left.+\sum_{j=1, j \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s \mid \\
& \\
& +\mid \int_{t_{2}}^{\infty}\left[e_{r_{i}}\left(t_{2}, \sigma(s)\right)-e_{r_{i}}\left(t_{1}, \sigma(s)\right)\right] x_{i}(s)\left[a_{i i}(s) x_{i}(s)\right. \\
& \\
& \left.+\sum_{j=1, j \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s \mid \\
& \left.\leq \sum_{j=1}^{n}\left[a_{i j}^{+}+k_{i j}^{+}\right] \bar{x}_{i} \bar{x}_{j}\left|t_{2}-t_{1}\right|+\frac{1}{r_{i}^{\sigma}} \sum_{j=1}^{n}\left[a_{i j}^{+}+k_{i j}^{+}\right] \bar{x}_{i} \bar{x}_{j} \right\rvert\, 1-e_{r_{i}\left(t t_{1}, t_{2}\right) \mid \rightarrow 0, \quad \text { as } t_{1} \rightarrow t_{2},}
\end{aligned}
$$

where $i=1,2, \ldots, n$. So $\Phi x$ is equicontinuous for any $x \in D=\left[x_{*}, x^{*}\right]$. Using the ArzelaAscoli theorem on time scales [23], $\Phi D$ is relatively compact. The Lebesgue's dominated convergence theorem on time scales [24] yields then that $\Phi$ is continuous. Hence, $\Phi$ is complete continuous. The proof of this lemma is complete.

## 3 Almost periodic solutions

In this section, we will utilize Lemmas 2.11 and 2.12 given in the previous section to establish some sufficient criteria for the existence and uniqueness of positive (almost) periodic solutions of system (1.4).

Theorem 3.1 Assume that $\left(\mathrm{H}_{1}\right)$ holds, then system (1.4) has a unique positive almost periodic solution.

Proof Now, we will use Lemma 2.11 to prove the existence of positive almost periodic solutions of system (1.4). By Lemmas 2.13 and 2.14, we know that $\Phi$ is a monotone increasing complete continuous operator on $D=\left[x_{*}, x^{*}\right]$. It remains to prove that

$$
\Phi x_{*} \ll x_{*}, \quad x^{*} \ll \Phi x^{*} .
$$

On the one hand, by the definition of $x_{*}$ it follows that

$$
\begin{aligned}
\Phi_{i} x_{*} & =\int_{t}^{\infty} e_{r_{i}}(t, \sigma(s)) \underline{x}_{i} \sum_{j=1}^{n}\left[a_{i j}(s)+\int_{-\infty}^{s} k_{i j}(s, \theta) \Delta \theta\right] \underline{x}_{j} \Delta s \\
& \leq \underline{x}_{i} \sum_{j=1}^{n}\left[a_{i j}^{+}+k_{i j}^{+}\right] \underline{x}_{j} \int_{t}^{\infty} e_{r_{i}}(t, \sigma(s)) \Delta s \\
& \leq \frac{1}{r_{i}^{-}} \underline{x}_{i} \sum_{j=1}^{n}\left[a_{i j}^{+}+k_{i j}^{+}\right]_{j} \\
& <\underline{x}_{i}, \quad i=1,2, \ldots, n
\end{aligned}
$$

which implies that

$$
\Phi x_{*}=\left(\Phi_{1} x_{*}, \Phi_{2} x_{*}, \ldots, \Phi_{n} x_{*}\right)^{T}<\left(\underline{x}_{1}, \underline{x}_{2}, \ldots, \underline{x}_{n}\right)^{T}=x_{*} \quad \Rightarrow \quad \Phi x_{*} \ll x_{*} .
$$

On the other hand, one has from the definition of $x^{*}$ that

$$
\begin{aligned}
\Phi_{i} x^{*} & =\int_{t}^{\infty} e_{r_{i}}(t, \sigma(s)) \bar{x}_{i} \sum_{j=1}^{n}\left[a_{i j}(s)+\int_{-\infty}^{s} k_{i j}(s, \theta) \Delta \theta\right] \bar{x}_{j} \Delta s \\
& \geq \bar{x}_{i} \sum_{j=1}^{n}\left[a_{i j}^{-}+k_{i j}^{-}\right] \bar{x}_{j} \int_{t}^{\infty} e_{r_{i}}(t, \sigma(s)) \Delta s \\
& \geq \frac{1}{r_{i}^{+}} \bar{x}_{i} \sum_{j=1}^{n}\left[a_{i j}^{-}+k_{i j}^{-}\right] \bar{x}_{j} \\
& >\bar{x}_{i}, \quad i=1,2, \ldots, n
\end{aligned}
$$

which implies that

$$
\Phi x^{*}=\left(\Phi_{1} x^{*}, \Phi_{2} x^{*}, \ldots, \Phi_{n} x^{*}\right)^{T}>\left(\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{n}\right)^{T}=x^{*} \quad \Rightarrow \quad \Phi x^{*} \gg x^{*} .
$$

Next, we prove the uniqueness of the positive almost periodic solution of system (1.4), using Lemma 2.12. For $x>0$ and $\lambda \in(0,1)$, it follows that

$$
\begin{aligned}
\Phi_{i}(\lambda x)= & \lambda^{2} \int_{t}^{\infty} e_{r_{i}}(t, \sigma(s)) x_{i}(t)\left[a_{i i}(t) x_{i}(s)\right. \\
& \left.+\sum_{j=1, j \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s \\
< & \lambda \int_{t}^{\infty} e_{r_{i}}(t, \sigma(s)) x_{i}(t)\left[a_{i i}(t) x_{i}(s)\right. \\
& \left.+\sum_{j=1, j \neq i}^{n} a_{i j}(s) x_{j}^{\sigma}\left(s-\tau_{i j}(s)\right)+\sum_{j=1}^{n} \int_{-\infty}^{s} k_{i j}(s, \theta) x_{j}^{\sigma}(\theta) \Delta \theta\right] \Delta s \\
= & \lambda \Phi_{i} x, \quad i=1,2, \ldots, n,
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& \Phi(\lambda x)=\left(\Phi_{1}(\lambda x), \Phi_{2}(\lambda x), \ldots, \Phi_{n}(\lambda x)\right)^{T}<\lambda\left(\Phi_{1} x, \Phi_{2} x, \ldots, \Phi_{n} x\right)^{T}=\lambda \Phi x \\
& \quad \Rightarrow \quad \Phi(\lambda x) \ll \lambda \Phi x .
\end{aligned}
$$

Therefore, $\Phi$ is strongly superlinear. By Lemma 2.12, system (1.4) has at most one positive almost periodic solution. As a whole, system (1.4) has a unique positive almost periodic solution. This completes the proof.

Remark 3.1 When $k_{i j} \equiv 0(i, j=1,2, \ldots, n)$ in system (1.4) with $\mathbb{T}=\mathbb{R}$, then Theorem 1.1 is obtained. So the work of this paper improves and extends the main result in [4].

From Theorem 3.1, we can easily obtain the following.

Theorem 3.2 Assume that $\left(\mathrm{H}_{1}\right)$ holds. Suppose further that all the coefficients of system (1.4) are nonnegative $\omega$-periodic functions, then system (1.4) has a unique positive $\omega$-periodic solution.

## 4 Global attractivity

In this section, we will construct suitable Lyapunov functional to study the global attractivity of system (1.4).
Now, we consider system (1.1) on time scales:

$$
\begin{equation*}
x_{i}^{\Delta}(t)=x_{i}(t)\left[r_{i}(t)-a_{i i}(t) x_{i}(t)-\sum_{j=1, j \neq i}^{n} a_{i j}(t) x_{j}^{\sigma}(t)\right], \quad i=1,2, \ldots, n . \tag{4.1}
\end{equation*}
$$

Theorem 4.1 Assume that $\left(\mathrm{H}_{1}\right)$ and $\sum_{j=1, j \neq i}^{n} a_{i j}^{-}>0$ hold, $i=1,2, \ldots, n$, suppose further that there exists a constant $\gamma>0$ such that

$$
\min _{1 \leq i \leq n} \inf _{t \in \mathbb{R}}\left[a_{i i}(t)-\sum_{j=1, j \neq i}^{n} a_{j i}(t)\right]>\gamma,
$$

then system (4.1) has a unique positive almost periodic solution, which is globally attractive.

Proof By Theorem 3.1, system (4.1) has a unique positive almost periodic solution. It remains to prove the global attractivity of system (4.1).
There must exist a $\Delta$-differentiable function $\lambda$ defined on $\mathbb{T}^{\kappa}$ such that $\lambda(0)=0$ and $\lambda(t) \equiv 1$ for $t \in[1, \infty]_{\mathbb{T}}$. Define

$$
p_{f}(t)=\xi_{\mu(t)}^{-1}\left((\lambda(t) f(t))^{\Delta}\right)= \begin{cases}\frac{\exp \left\{\mu(t)(\lambda(t) f(t))^{\Delta}\right\}-1}{\mu(t)}, & \text { if } \mu(t)>0 ;  \tag{4.2}\\ (\lambda(t) f(t))^{\Delta}, & \text { if } \mu(t)=0,\end{cases}
$$

where $t \in[1, \infty]_{\mathbb{T}}, f$ is a $\Delta$-differentiable function on $\mathbb{T}^{k}$. Let $x_{i}(t)=e_{p_{y_{i}}}(t, 0), i=1,2, \ldots, n$. Notice that

$$
\begin{aligned}
x_{i}(t) & =e_{p_{y_{i}}}(t, 0) \\
& =\exp \left\{\int_{0}^{t} \xi_{\mu(s)}\left(p_{y_{i}}(s)\right) \Delta s\right\}
\end{aligned}
$$

$$
\begin{align*}
& =\exp \left\{\int_{0}^{t} \xi_{\mu(s)}\left(\xi_{\mu(s)}^{-1}\left(\left(\lambda(s) y_{i}(s)\right)^{\Delta}\right)\right) \Delta s\right\} \\
& =\exp \left\{\int_{0}^{t}\left(\lambda(s) y_{i}(s)\right)^{\Delta} \Delta s\right\} \\
& =\exp \left\{y_{i}(t)\right\} \tag{4.3}
\end{align*}
$$

and $e_{p_{y_{i}}}^{\Delta}(t, 0)=p_{y_{i}}(t) e_{p_{y_{i}}}(t, 0), t \in[1, \infty]_{\mathbb{T}}, i=1,2, \ldots, n$. Then system (4.1) is transformed into

$$
\begin{equation*}
p_{y_{i}}(t)=r_{i}(t)-a_{i i}(t) \exp \left\{y_{i}(t)\right\}-\sum_{j=1, j \neq i}^{n} a_{i j}(t) \exp \left\{y_{j}^{\sigma}(t)\right\} . \tag{4.4}
\end{equation*}
$$

It is obvious that the global attractivity of system (4.1) is equivalent to that of system (4.4). So in the following, we shall prove that system (4.4) is global attractivity. Suppose that $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{T}$ and $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right)^{T}$ are any positive solutions of system (4.4). So $y$ and $z$ satisfy (4.4) and

$$
\begin{equation*}
p_{z_{i}}(t)=r_{i}(t)-a_{i i}(t) \exp \left\{z_{i}(t)\right\}-\sum_{j=1, j \neq i}^{n} a_{i j}(t) \exp \left\{z_{j}^{\sigma}(t)\right\}, \tag{4.5}
\end{equation*}
$$

respectively, where $i=1,2, \ldots, n, t \in[1, \infty]_{\mathbb{T}}$.
In view of (4.2), using the mean value theorem of differential calculus on time scales leads to

$$
p_{y_{i}}(t)-p_{z_{i}}(t)= \begin{cases}e^{\delta_{i}(t)}\left[y_{i}(t)-z_{i}(t)\right]^{\Delta}, & \text { if } \mu(t)>0  \tag{4.6}\\ {\left[y_{i}(t)-z_{i}(t)\right]^{\Delta},} & \text { if } \mu(t)=0\end{cases}
$$

where $\delta_{i}(t)$ lies between $\mu(t) y_{i}^{\Delta}(t)$ and $\mu(t) z_{i}^{\Delta}(t), t \in[1, \infty]_{\mathbb{T}}(\lambda(t) \equiv 1), i=1,2, \ldots, n$.
By the definition of almost periodic time scale $\mathbb{T}, \mu$ is bounded on $\mathbb{T}$. By Lemma 2.3 in [17], there exists a large point $t_{0} \in[1, \infty]_{\mathbb{T}}$ such that the species $x_{i}(t)$ of system (4.1) is bounded for $t \in\left[t_{0}, \infty\right]_{\mathbb{T}}$, and then $x_{i}^{\Delta}(t)$ is bounded for $t \in\left[t_{0}, \infty\right]_{\mathbb{T}}, i=1,2, \ldots, n$. In view of (4.3), $y_{i}(t)$ is bounded for $t \in\left[t_{0}, \infty\right]_{\mathbb{T}}, i=1,2, \ldots, n$. By Lemma 2.3, ones obtain from (4.3) that

$$
x_{i}^{\Delta}(t)=e^{y(c)} y_{i}^{\Delta}(t), \quad c \in[t, \sigma(t)], t \in\left[t_{0}, \infty\right]_{\mathbb{T}},
$$

which implies that $y_{i}^{\Delta}$ is bounded for $t \in\left[t_{0}, \infty\right]_{\mathbb{T}}$, similarly, $z_{i}$ and $z_{i}^{\Delta}$ is also bounded for $t \in\left[t_{0}, \infty\right]_{\mathbb{T}}, i=1,2, \ldots, n$.
By the boundedness of $\mu, y_{i}^{\Delta}, z_{i}^{\Delta}$, the mean value theorem of differential calculus on time scales and the definition of $\delta_{i}$, there are two positive constants $m$ and $M$ such that

$$
\begin{aligned}
& \frac{1}{M}\left|e^{y_{i}(t)}-e^{z_{i}(t)}\right| \leq\left|y_{i}(t)-z_{i}(t)\right| \leq \frac{1}{m}\left|e^{y_{i}(t)}-e^{z_{i}(t)}\right|, \\
& m<e^{-\delta_{i}(t)}<M, \quad \forall t \in\left[t_{0}, \infty\right]_{\mathbb{T}}, i=1,2, \ldots, n .
\end{aligned}
$$

Define a Lyapunov functional as follows:

$$
V(t)=\left\{\begin{array}{ll}
e_{-\eta}\left(t, t_{0}\right) \sum_{i=1}^{n}\left|y_{i}(t)-z_{i}(t)\right|, & \text { if } \mu(t)>0 ;  \tag{4.7}\\
\sum_{i=1}^{n}\left|y_{i}(t)-z_{i}(t)\right|, & \text { if } \mu(t)=0
\end{array}\right\} \quad \text { for } t \in\left[t_{0}, \infty\right]_{\mathbb{T}},
$$

where $\eta$ is a positive constant. Obviously, there must exist a constant $N>0$ such that $V(t)<N$ for $t \in\left[t_{0}, \infty\right]_{\mathbb{T}}$.

Next, we will present two cases to prove the global attractivity of system (4.1).
Case I. If $\mu(t)>0$, set $\eta>\max \{n M A, \gamma\}$ and $1-\eta \mu(t)<0$, where $A=\max _{1 \leq i, j \leq n} a_{i j}^{+}, t \in$ $\left[t_{0}, \infty\right]_{\mathbb{T}}$. It follows from (4.4)-(4.6) that

$$
\begin{aligned}
{\left[y_{i}(t)-z_{i}(t)\right]^{\Delta} } & =e^{-\delta_{i}(t)}\left[p_{y_{i}}(t)-p_{z_{i}}(t)\right] \\
& =e^{-\delta_{i}(t)}\left(-a_{i i}(t)\left[e^{y_{i}(t)}-e^{z_{i}(t)}\right]+\sum_{j=1, j \neq i}^{n} a_{i j}(t)\left[e^{y_{j}^{\sigma}(t)}-e^{z_{j}^{\sigma}(t)}\right]\right) \\
& \leq e^{-\delta_{i}(t)}\left(-a_{i i}(t)\left[e^{y_{i}(t)}-e^{z_{i}(t)}\right]+\sum_{j=1, j \neq i}^{n} a_{i j}(t)\left|e^{y_{j}^{\sigma}(t)}-e^{z_{j}^{\sigma}(t)}\right|\right),
\end{aligned}
$$

where $t \in\left[t_{0}, \infty\right]_{\mathbb{T}}, i=1,2, \ldots, n$.
Calculating the upper right derivatives of $V$ along the solution of system (4.4), it follows from (4.7) that

$$
\begin{aligned}
D^{+} V(t)= & e_{-\eta}\left(t, t_{0}\right) \sum_{i=1}^{n} \operatorname{sgn}\left[y_{i}(t)-z_{i}(t)\right]\left[y_{i}^{\Delta}(t)-z_{i}^{\Delta}(t)\right] \\
& -\eta e_{-\eta}\left(t, t_{0}\right) \sum_{i=1}^{n}\left|y_{i}^{\sigma}(t)-z_{i}^{\sigma}(t)\right| \\
\leq & e_{-\eta}\left(t, t_{0}\right) \sum_{i=1}^{n} e^{-\delta_{i}(t)}\left[-a_{i i}(t)\left|e^{y_{i}(t)}-e^{z_{i}(t)}\right|+\sum_{j=1, j \neq i}^{n} a_{i j}(t)\left|e^{y_{j}^{\sigma}(t)}-e^{z_{j}^{\sigma}(t)}\right|\right] \\
& -\eta e_{-\eta}\left(t, t_{0}\right)\left|y_{i}^{\sigma}(t)-z_{i}^{\sigma}(t)\right|-\eta e_{-\eta}\left(t, t_{0}\right) \sum_{j=1, j \neq i}^{n}\left|y_{j}^{\sigma}(t)-z_{j}^{\sigma}(t)\right| \\
\leq & -m e_{-\eta}\left(t, t_{0}\right) \sum_{i=1}^{n} a_{i i}(t)\left|e^{y_{i}(t)}-e^{z_{i}(t)}\right| \\
& -(\eta-M A n) e_{-\eta}\left(t, t_{0}\right) \sum_{j=1, j \neq i}^{n}\left|y_{j}^{\sigma}(t)-z_{j}^{\sigma}(t)\right| \\
\leq & -m e_{-\eta}\left(t, t_{0}\right) \sum_{i=1}^{n} a_{i i}(t)\left|y_{i}(t)-z_{i}(t)\right| \\
\leq & -\gamma V(t),
\end{aligned}
$$

which implies from the comparison theorem that

$$
V(t) \leq e_{-\gamma}\left(t, t_{0}\right) V\left(t_{0}\right)<N e_{-\gamma}\left(t, t_{0}\right),
$$

that is,

$$
e_{-\eta}\left(t, t_{0}\right) \sum_{i=1}^{n}\left|y_{i}(t)-z_{i}(t)\right| \leq e_{-\gamma}\left(t, t_{0}\right) V\left(t_{0}\right)<N e_{-\gamma}\left(t, t_{0}\right),
$$

then

$$
\begin{equation*}
\sum_{i=1}^{n}\left|y_{i}(t)-z_{i}(t)\right| \leq e_{(-\gamma) \ominus(-\eta)}\left(t, t_{0}\right) V\left(t_{0}\right)<N e_{(-\gamma) \ominus(-\eta)}\left(t, t_{0}\right), \quad t \in\left[t_{0}, \infty\right]_{\mathbb{T}} \tag{4.8}
\end{equation*}
$$

Since $1-\eta \mu(t)<0$ and $\eta>\gamma$, then $(-\gamma) \ominus(-\eta)<0$. So it follows from (4.8) that

$$
\lim _{t \rightarrow \infty}\left|y_{i}(t)-z_{i}(t)\right|=0, \quad i=1,2, \ldots, n
$$

Case II. If $\mu(t)=0$, then $\sigma(t)=t$ for $t \in\left[t_{0}, \infty\right]_{\mathbb{T}}$. It follows from (4.4)-(4.6) that

$$
\left[y_{i}(t)-z_{i}(t)\right]^{\Delta}=\left[p_{y_{i}}(t)-p_{z_{i}}(t)\right] \leq-a_{i i}(t)\left[e^{y_{i}(t)}-e^{z_{i}(t)}\right]+\sum_{j=1, j \neq i}^{n} a_{i j}(t)\left|e^{y_{j}(t)}-e^{z_{j}(t)}\right|,
$$

where $t \in\left[t_{0}, \infty\right]_{\mathbb{T}}, i=1,2, \ldots, n$.
Calculating the upper right derivatives of $V$ along the solution of system (4.4), it follows from (4.7) that

$$
\begin{align*}
D^{+} V(t) & \leq \sum_{i=1}^{n}\left[-a_{i i}(t)\left|e^{y_{i}(t)}-e^{z_{i}(t)}\right|+\sum_{j=1, j \neq i}^{n} a_{i j}(t)\left|e^{y_{j}(t)}-e^{z_{j}(t)}\right|\right] \\
& =-\sum_{i=1}^{n}\left[a_{i i}(t)-\sum_{j=1, j \neq i}^{n} a_{j i}(t)\right]\left|e^{y_{i}(t)}-e^{z_{i}(t)}\right| \\
& \leq-m \gamma \sum_{i=1}^{n}\left|y_{i}(t)-z_{i}(t)\right|, \quad t \in\left[t_{0}, \infty\right]_{\mathbb{T}} . \tag{4.9}
\end{align*}
$$

Therefore, $V$ is non-increasing. Integrating (4.9) from $t_{0}$ to $+\infty$ leads to

$$
\lim _{t \rightarrow+\infty} V(t)+m \gamma \sum_{i=1}^{n} \int_{t_{0}}^{+\infty}\left|y_{i}(s)-z_{i}(s)\right| \Delta s \leq V\left(t_{0}\right)<+\infty .
$$

So

$$
\sum_{i=1}^{n} \int_{t_{0}}^{\infty}\left|y_{i}(s)-z_{i}(s)\right| \Delta s<+\infty
$$

which implies that

$$
\sum_{i=1}^{n} \lim _{s \rightarrow+\infty}\left|y_{i}(s)-z_{i}(s)\right|=0
$$

that is,

$$
\lim _{s \rightarrow+\infty}\left|y_{i}(s)-z_{i}(s)\right|=0, \quad i=1,2, \ldots, n
$$

Thus, system (4.1) is globally attractive. This completes the proof.

When $\mathbb{T}=\mathbb{R}$, system (1.4) changes to system (1.2). Then we have:

Theorem 4.2 Assume that $\left(\mathrm{H}_{1}\right)$ holds, suppose further that $\left(\tau_{i j}^{\prime}\right)^{+}:=\sup _{t \in \mathbb{R}} \tau_{i j}^{\prime}(t)<1$ and there exists a constant $\rho>0$ such that

$$
\min _{1 \leq i \leq n} \inf _{t \in \mathbb{R}}\left[a_{i i}(t)-\sum_{j=1, j \neq i}^{n} \frac{a_{j i}\left(v_{j i}^{-1}(t)\right)}{1-\tau_{j i}^{\prime}\left(v_{j i}^{-1}(t)\right)}-\sum_{j=1}^{n} \int_{0}^{\infty} k_{j i}(t+\theta, t) \mathrm{d} \theta\right]>\rho,
$$

where $v_{j i}^{-1}(t)$ is the inverse function of $t-\tau_{i j}(t)$. Then system (1.2) has a unique positive almost periodic solution, which is globally attractive.

Proof By Theorem 3.1, system (1.2) has a unique positive almost periodic solution. It remains to prove the global attractivity of system (1.2).
Suppose that $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}$ and $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{T}$ are any positive solutions of system (1.2).

Define a Lyapunov functional as follows:

$$
V(t)=\sum_{i=1}^{n}\left[V_{i 1}(t)+V_{i 2}(t)+V_{i 3}(t)\right],
$$

where

$$
\begin{aligned}
& V_{i 1}(t)=\left|\ln x_{i}(t)-\ln y_{i}(t)\right|, \\
& V_{i 2}(t)=\sum_{j=1, j \neq i}^{n} \int_{t-\tau_{i j}(t)}^{t} \frac{a_{i j}\left(v_{i j}^{-1}(s)\right)}{1-\tau_{i j}^{\prime}\left(v_{i j}^{-1}(s)\right)}\left|x_{j}(s)-y_{j}(s)\right| \mathrm{d} s, \\
& V_{i 3}(t)=\sum_{j=1}^{n} \int_{0}^{\infty} \int_{t-\theta}^{t} k_{i j}(s+\theta, s)\left|x_{j}(s)-y_{j}(s)\right| \mathrm{d} s \mathrm{~d} \theta, \quad t \in \mathbb{R}, i=1,2, \ldots, n .
\end{aligned}
$$

Calculating the upper right derivatives of $V$ along the solution of system (1.2), it follows that

$$
\begin{align*}
D^{+} V_{i 1}(t)= & \operatorname{sgn}\left[x_{i}(t)-y_{i}(t)\right]\left[\frac{x_{i}^{\prime}(t)}{x_{i}(t)}-\frac{y_{i}^{\prime}(t)}{y_{i}(t)}\right] \\
\leq & -a_{i i}(t)\left|x_{i}(t)-y_{i}(t)\right|+\sum_{j=1, j \neq i}^{n} a_{i j}(t)\left|x_{j}\left(t-\tau_{i j}(t)\right)-y_{j}\left(t-\tau_{i j}(t)\right)\right| \\
& +\sum_{j=1}^{n} \int_{-\infty}^{t} k_{i j}(t, \theta)\left|x_{j}(\theta)-y_{j}(\theta)\right| \mathrm{d} \theta,  \tag{4.10}\\
D^{+} V_{i 2}(t) \leq & \sum_{j=1, j \neq i}^{n} \frac{a_{i j}\left(v_{i j}^{-1}(t)\right)}{1-\tau_{i j}^{\prime}\left(v_{i j}^{-1}(t)\right)}\left|x_{j}(t)-y_{j}(t)\right| \\
& -\sum_{j=1, j \neq i}^{n} a_{i j}(t)\left|x_{j}\left(t-\tau_{i j}(t)\right)-y_{j}\left(t-\tau_{i j}(t)\right)\right|,  \tag{4.11}\\
D^{+} V_{i 3}(t)= & \sum_{j=1}^{n} \int_{0}^{\infty} k_{i j}(t+\theta, t)\left|x_{j}(t)-y_{j}(t)\right| \mathrm{d} \theta \\
& -\sum_{j=1}^{n} \int_{-\infty}^{t} k_{i j}(t, \theta)\left|x_{j}(\theta)-y_{j}(\theta)\right| \mathrm{d} \theta, \quad t \in \mathbb{R}, i=1,2, \ldots, n . \tag{4.12}
\end{align*}
$$

Together with (4.10)-(4.12), we get

$$
\begin{aligned}
D^{+} V(t) & =\sum_{i=1}^{n}\left[D^{+} V_{i 1}(t)+D^{+} V_{i 2}(t)+D^{+} V_{i 3}(t)\right] \\
& \leq-\sum_{i=1}^{n}\left[a_{i i}(t)-\sum_{j=1, j \neq i}^{n} \frac{a_{j i}\left(v_{j i}^{-1}(t)\right)}{1-\tau_{j i}^{\prime}\left(v_{j i}^{-1}(t)\right)}-\sum_{j=1}^{n} \int_{0}^{\infty} k_{j i}(t+\theta, t) \mathrm{d} \theta\right]\left|x_{i}(t)-y_{i}(t)\right| \\
& \leq-\rho \sum_{i=1}^{n}\left|x_{i}(t)-y_{i}(t)\right| .
\end{aligned}
$$

Similar to the argument as that in Theorem 4.1, one has

$$
\lim _{s \rightarrow+\infty}\left|x_{i}(s)-y_{i}(s)\right|=0, \quad i=1,2, \ldots, n
$$

Thus, system (1.2) is globally attractive. This completes the proof.

Remark 4.1 From Theorem 4.2, system (1.2) admits a unique globally attractive positive almost periodic solution without condition $\left(\mathrm{T}_{2}\right)$ of Theorem 1.2. Therefore, the main result in this paper improves and extends the work in $[5,6]$.

From Theorems 4.1 and 4.2, we can easily obtain the following.

Theorem 4.3 Assume that all conditions of Theorem 4.1 hold. Suppose further that all the coefficients of system (4.1) are nonnegative $\omega$-periodic functions, then system (4.1) has a unique positive $\omega$-periodic solution, which is globally attractive.

Corollary 4.1 Assume that all conditions of Theorem 4.2 hold. Suppose further that all the coefficients of system (1.2) are nonnegative $\omega$-periodic functions, then system (1.2) has a unique positive $\omega$-periodic solution, which is globally attractive.

## 5 Applications of main theorems to global attractive almost periodic solutions

Example 5.1 Consider the following two species Lotka-Volterra system:

$$
\left\{\begin{array}{l}
x^{\Delta}(t)=x(t)\left[1-a_{1}(t) x(t)-a_{12}(t) y^{\sigma}(t)\right],  \tag{5.1}\\
y^{\Delta}(t)=y(t)\left[1-a_{2}(t) y(t)-a_{21}(t) x^{\sigma}(t)\right],
\end{array}\right.
$$

where

$$
\binom{a_{1}(t)}{a_{2}(t)}=\binom{2+0.01 \sin (\sqrt{2} t)}{3+0.01 \cos (\sqrt{13} t)}, \quad\binom{a_{12}(t)}{a_{21}(t)}=\binom{6+0.01|\sin (\sqrt{7} t)|}{6+0.01|\sin (t)|},
$$

$\forall t \in \mathbb{T}=\{n q: n \in \mathbb{Z}\}, q>0$. Then system (5.1) has a unique positive almost periodic solution.

Proof Obviously, $r_{1}^{-}=r_{2}^{-}=1>0$ and $a_{12}^{-}=a_{21}^{-}=6$, which imply that $\left(\mathrm{H}_{1}\right)$ of Theorem 3.1 holds. By Theorem 3.1, system (5.1) has a unique positive almost periodic solution.

Remark 5.1 When $\mathbb{T}=\mathbb{R}$, it is impossible to obtain the existence of positive almost periodic solution of system (5.1) by Theorem 1.1 in Section 1.

Proof In view of Theorem 1.1 in Section 1 and system (5.1), one has

$$
G_{1}(t)=\left[\int_{-\infty}^{t} e^{-(t-s)} a_{1}(s) \mathrm{d} s\right]^{-1} \geq \frac{1}{3},
$$

which implies that

$$
m\left[r_{1}(t)-\sum_{j=1, j \neq i}^{2} a_{1 j}(t) G_{1}(t)\right] \leq 1-\frac{1}{3} \times 6=-1<0 .
$$

So $\left(\mathrm{N}_{2}\right)$ of Theorem 1.1 is invalid. This completes the proof.

Example 5.2 Consider the following two species Lotka-Volterra system:

$$
\left\{\begin{align*}
x^{\Delta}(t)= & x(t)\left[10^{-3}-a_{1}(t) x(t)-a_{12}(t) y^{\sigma}\left(t-0.1 \sin ^{2}(\sqrt{2} t)\right)\right.  \tag{5.2}\\
& \left.-\int_{-\infty}^{t} e^{-t+\theta} y^{\sigma}(\theta) \Delta \theta\right], \\
y^{\Delta}(t)= & y(t)\left[1-a_{2}(t) y(t)-a_{21}(t) x^{\sigma}\left(t-0.1 \cos ^{2}(\sqrt{3} t)\right)\right. \\
& \left.-\int_{-\infty}^{t} e^{-2 t+2 \theta} x^{\sigma}(\theta) \Delta \theta\right]
\end{align*}\right.
$$

where

$$
\binom{a_{1}(t)}{a_{2}(t)}=\binom{2+0.01 \sin (\sqrt{2} t)}{3+0.01 \cos (\sqrt{13} t)}, \quad\binom{a_{12}(t)}{a_{21}(t)}=\binom{0.01+0.01|\sin (\sqrt{7} t)|}{0.01+0.01|\sin (t)|}, \quad \forall t \in \mathbb{T} .
$$

Then one finds that system (5.2) has a unique positive almost periodic solution. If $\mathbb{T}=\mathbb{R}$, the almost periodic solution of system (5.2) is even globally attractive.

Proof Similar to the argument in Example 5.1, all of the conditions in Theorem 3.1 are satisfied. By Theorem 3.1, system (5.2) has a unique positive almost periodic solution.

If $\mathbb{T}=\mathbb{R}$, by an easy calculation,

$$
\left(\tau_{12}^{\prime}\right)^{+}=\left(\tau_{21}^{\prime}\right)^{+}=0.14, \quad \int_{0}^{\infty} k_{12}(t+\theta, t) \mathrm{d} \theta=\int_{0}^{\infty} k_{21}(t+\theta, t) \mathrm{d} \theta=1
$$

which imply that all of the conditions in Theorem 4.2 hold. By Theorem 4.2, system (5.2) has a unique positive almost periodic solution, which is globally attractive. This completes the proof.

Remark 5.2 When $\mathbb{T}=\mathbb{R}$, it is impossible to obtain the existence, uniqueness and global attractivity of positive almost periodic solution of system (5.2) by Theorem 1.2 in Section 1.

Proof In view of Theorem 1.2 in Section 1 and system (5.2), one has

$$
M_{2}=\sup _{t \in \mathbb{R}} \frac{r_{2}(t)}{a_{2}(t)} \geq \frac{1}{4}
$$

which implies that

$$
\inf _{t \in \mathbb{R}}\left[r_{1}(t)-a_{12}(t) M_{2}\right] \leq 0.001-0.01 \times \frac{1}{4}<0 .
$$

So $\left(\mathrm{T}_{2}\right)$ of Theorem 1.2 is invalid. This completes the proof.

## 6 Conclusion

In this paper, some sufficient conditions are established for the existence, uniqueness and global attractivity of positive almost periodic solution for a delayed Lotka-Volterra system on time scales by using the theory of exponential dichotomy on time scales, fixed point theory based on monotone operator and Lyapunov functional. The main results obtained in this paper are completely new even in case of the time scale $\mathbb{T}=\mathbb{R}$ or $\mathbb{Z}$. The work of this paper improves the previously known results. It is important to notice that the approach used in this paper can be extended to other types of biological models of first order [8, 9, 19, 20]. Future work will include biological dynamic systems based on impulsive differential equations $[25,26]$.
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