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#### Abstract

By means of the fixed point theory for a strict set contraction operator, this paper investigates the existence, nonexistence, and multiplicity of positive solutions for a nonlinear higher order boundary value problem with four point fractional integral boundary conditions in Banach spaces. In addition, an example is worked out to illustrate the main results. MSC: 34B10; 39A10; 34B18; 45G10
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## 1 Introduction

Let $(E,\|\cdot\|)$ be a real Banach space and $P \subset E$ be a cone of $E$. The goal of this paper is to study the existence, nonexistence, and multiplicity of positive solutions for the following higher order boundary value problem with fractional integral boundary conditions:

$$
\begin{align*}
{ }^{c} D^{\alpha} x(t)= & \lambda_{1} a(t) f\left(t, x, x^{\prime}, \ldots, x^{(n-2)}\right) \\
& \quad+\lambda_{2} b(t) g\left(t, x, x^{\prime}, \ldots, x^{(n-2)}, T x, S x\right), \quad t \in(0,1),  \tag{1.1}\\
x^{(i)}(0)= & \theta, \quad 0 \leq i \leq n-3, \\
x^{(n-2)}(0)+ & x^{(n-1)}(0)=I^{\delta} x^{(n-2)}(\eta),  \tag{1.2}\\
x^{(n-2)}(1)+ & x^{(n-1)}(1)+I^{\delta} x^{(n-2)}(\mu)=\theta,
\end{align*}
$$

where $\theta$ is the zero element of $E, \lambda_{1}, \lambda_{2}$ are positive parameters, $n-1<\alpha<n(n \in \mathbb{N}$ and $n \geq 3$ ), ${ }^{c} D^{\alpha}$ is the Caputo fractional derivative of order $\alpha, \delta \geq 3, I^{\delta}$ is the Riemann-Liouville fractional integral of order $\delta, 1 / 4<\mu \leq \eta<3 / 4, f \in \mathcal{C}\left(J \times P^{n-1}, P\right), g \in \mathcal{C}\left(J \times P^{n+1}, P\right)(J=$ $[0,1])$, the coefficients $a, b \in \mathcal{C}\left((0,1), \mathbb{R}^{+}\right)$may be singular at $t=0$ or $t=1$. Here,

$$
\begin{equation*}
T x(t)=\int_{0}^{t} K(t, s) x(s) d s, \quad S x(t)=\int_{0}^{1} H(t, s) x(s) d s, \tag{1.3}
\end{equation*}
$$

in which $K \in C\left[D, \mathbb{R}^{+}\right], D=\{(t, s) \in J \times J: t \geq s\}, H \in C\left[J \times J, \mathbb{R}^{+}\right]$.

[^0]Recently, there has been much attention on the fractional differential equations because of their applications in a variety of different areas of sciences including physics, chemistry, engineering etc. Thus, intensive study has been done to investigate the positive solutions for the nonlinear boundary value problems of fractional differential equations. For instance, in [1], Zhao et al. studied the following problem:

$$
\begin{aligned}
& D^{q} y(t)+r(t) f\left(y_{t}\right)=0, \quad \forall t \in(0,1), q \in(n-1, n], \\
& y^{(i)}(0)=\theta, \quad 0 \leq i \leq n-3, \\
& \alpha y^{(n-2)}(t)-\beta y^{(n-1)}(t)=\eta(t), \quad t \in[-\tau, 0], \\
& \gamma y^{(n-2)}(t)+\delta y^{(n-1)}(t)=\xi(t), \quad t \in[1,1+a] .
\end{aligned}
$$

Existence results of at least one or two positive solutions are established to the fractional functional differential equation by constructing a special cone and using the Krasnoselskii fixed point theorem.
In [2], Zhang considered the following boundary value problem for a fractional differential equation:

$$
\begin{aligned}
& D^{\alpha} u(t)+q(t) f\left(u, u^{\prime}, \ldots, u^{(n-2)}\right)=0, \quad t \in(0,1), \alpha \in(n-1, n], \\
& u(0)=u^{\prime}(0)=\cdots=u^{(n-2)}(0)=u^{(n-2)}(1)=0 .
\end{aligned}
$$

The author obtained the existence of positive solutions by using the fixed point theorem for mixed monotone operator. For more details and examples, we refer the reader to [3-10] and the references therein.
On the other hand, the existence results of positive solutions for integer order differential equations have been studied extensively by several researchers (see [11-16] and the references therein), but, as far as we know, only a few papers consider the BVP for higher order fractional differential equations in Banach spaces. (See [7, 17] and the references therein.) So, the aim of this paper is to fill this gap.
In this paper, we obtain the existence, multiplicity, and nonexistence of positive solutions for the BVP (1.1), (1.2) in Banach spaces. The argument is based upon the Kuratowski measure of noncompactness and fixed point theorem for strict set contraction operator. To our knowledge, the existence results, especially obtained for higher order fractional boundary value problems jointly with fractional integral boundary conditions are rarely seen when the nonlinear term takes values in an abstract space.
Let the real Banach space $E$ endowed with the norm $\|x\|$ be a partially ordered by a cone $P$ of $E$, i.e., $x \leq y$ if and only if $y-x \in P$. Recall that $P$ is said to be normal if there exists a constant $N>0$ such that $\theta \leq x \leq y$ implies $\|x\| \leq N\|y\|$. ( $N$ is called the normal constant of $P$.) In the present paper, we always assume that $P$ is normal in $E$ and without loss of generality, we suppose that the normal constant $N=1$.

The basic space using in this paper is $C[J, E]$. Clearly, $C[J, E]$ is a Banach space with the supremum norm $\|x\|_{c}=\sup \|x(t)\|$ and $Q=\{x \in C[J, E]: x(t) \geq \theta, t \in J\}$ is a cone of the Banach space $C[J, E]$.

A function $x \in C[J, E]$ whose $\alpha$ derivative exists on $J$ is called a solution of (1.1), (1.2) if $x$ obeys (1.1), (1.2). $x$ is a positive solution of (1.1), (1.2) if, in addition, $x(t) \geq \theta$ for $t \in(0,1)$ and $x(t) \not \equiv \theta$.

For convenience of the reader, we first state some basic definitions and lemmas which can be found in [4, 5, 18-21].

Definition $1.1([4,5])$ The Riemann-Liouville fractional integral of order $\alpha \in \mathbb{R}^{+}$for a continuous function $h:(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
I^{\alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} h(s) d s \tag{1.4}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the Euler Gamma function, provided that the integral exists.

Definition $1.2([4,5])$ If $h \in C^{n}[0,1]$, then the Caputo fractional derivative of order $\alpha$ is defined by

$$
\begin{equation*}
{ }^{c} D^{\alpha} h(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} h^{(n)}(s) d s=I^{n-\alpha} h^{(n)}(t) \tag{1.5}
\end{equation*}
$$

where $n-1<\alpha<n, n=[\alpha]+1$ and $[\alpha]$ denotes the integer part of the real number $\alpha$.

Remark 1.1 ([4,5]) If $\alpha=n \in \mathbb{N}_{0}$, then the Caputo derivative coincides with a conventional $n$th order derivative of the function $h(t)$.

Lemma $1.1([4,5])$ If $\alpha>\beta>0$, then for $h(t) \in L(0,1)$, the equality

$$
\left({ }^{c} D^{\beta} I^{\alpha} h\right)(t)=I^{\alpha-\beta} h(t)
$$

is verified almost everywhere on $[0,1]$.

Lemma $1.2([4,5])$ Let $n=[\alpha]+1$ for $\alpha \notin \mathbb{N}$ and $n=\alpha$ for $\alpha \in \mathbb{N}$. If $y(t) \in C^{n}[0,1]$, then

$$
\left(I^{\alpha} D^{\alpha} y\right)(t)=y(t)-\sum_{i=0}^{n-1} \frac{y^{(i)}(0)}{i!} t^{i}
$$

Lemma $1.3([4,5])$ Let $\alpha>0$ and $n=[\alpha]+1$ for $\alpha \notin \mathbb{N}$ and $n=\alpha$ for $\alpha \in \mathbb{N}$. If $h(t) \in C[0,1]$, then the homogeneous fractional differential equation

$$
{ }^{c} D^{\alpha} h(t)=0
$$

has a solution

$$
h(t)=c_{1}+c_{2} t+c_{3} t^{2}+\cdots+c_{n} t^{n-1}
$$

where $c_{i} \in \mathbb{R}(i=1,2, \ldots, n)$.

Definition 1.3 ( $[18,19])$ Let $E$ be a real Banach space and $S$ be a bounded subset of $E$. Let $\alpha(S)=\inf \left\{\delta>0: S=\bigcup_{i=1}^{m} S_{i}\right.$ with $\left.\operatorname{diam}\left(S_{i}\right) \leq \delta, i=1,2, \ldots, m\right\}$. Then $\alpha(S)$ is called the Kuratowski measure of noncompactness.

In this paper, we use $\alpha(\cdot)$ and $\alpha_{C}(\cdot)$ to denote the Kuratowski measure of noncompactness of a bounded set in $E$ and $C[J, E]$, respectively. For details of the definition and the properties of the measure of noncompactness, we refer the reader to [18-21] and the references therein.

Lemma 1.4 ([18]) If $H \subset C[I, E]$ is bounded and equicontinuous, then $\alpha(H(t))$ is continuous on I and

$$
\alpha_{C}(H)=\max _{t \in I} \alpha(H(t)), \quad \alpha\left(\left\{\int_{I} x(t) d t: x \in H\right\}\right) \leq \int_{I} \alpha(H(t)) d t
$$

where $I=[a, b], H(t)=\{x(t): x \in H\}, t \in I$.

Definition 1.4 ([19]) Let $P$ be a cone of real Banach space $E$. If $P^{*}=\left\{\psi \in E^{*}: \psi(x) \geq\right.$ $0, \forall x \in P\}$ then $P^{*}$ is called a dual cone of cone $P$.

Throughout this paper, for any $y_{1}, y_{2}, \ldots, y_{n+1} \in P$ and $\psi \in P^{*}$ with $\|\psi\|=1$, we define

$$
\begin{aligned}
& f^{\beta}=\lim _{\sum_{i=1}^{n-1}\left\|y_{i}\right\| \rightarrow \beta} \sup \max _{t \in J} \frac{\left\|f\left(t, y_{1}, y_{2}, \ldots, y_{n-1}\right)\right\|}{\sum_{i=1}^{n-1}\left\|y_{i}\right\|}, \\
& g^{\beta}=\lim _{\sum_{i=1}^{n+1}\left\|y_{i}\right\| \rightarrow \beta} \sup \max _{t \in J} \frac{\left\|g\left(t, y_{1}, y_{2}, \ldots, y_{n+1}\right)\right\|}{\sum_{i=1}^{n+1}\left\|y_{i}\right\|}, \\
& (\psi f)_{\beta}=\lim _{\sum_{i=1}^{n-1}\left\|y_{i}\right\| \rightarrow \beta} \inf \min _{t \in J} \frac{\psi\left(f\left(t, y_{1}, y_{2}, \ldots, y_{n-1}\right)\right)}{\sum_{i=1}^{n-1}\left\|y_{i}\right\|}, \\
& (\psi g)_{\beta}=\lim _{\sum_{i=1}^{n+1}\left\|y_{i}\right\| \rightarrow \beta} \inf \min _{t \in J} \frac{\psi\left(g\left(t, y_{1}, y_{2}, \ldots, y_{n+1}\right)\right)}{\sum_{i=1}^{n+1}\left\|y_{i}\right\|},
\end{aligned}
$$

where $\beta$ is 0 or $\infty$.

Lemma 1.5 [19] Let $K$ be a cone in a Banach space $E$ and $K_{r, R}=\{x \in K: r \leq\|x\| \leq R\}$, $R>r>0$. Assume that $A: K_{r, R} \rightarrow K$ is a strict set contraction such that one of the following two conditions hold:
(i) $\|A x\| \geq\|x\|, \forall x \in K,\|x\|=r ;\|A x\| \leq\|x\|, \forall x \in K,\|x\|=R$.
(ii) $\|A x\| \leq\|x\|, \forall x \in K,\|x\|=r ;\|A x\| \geq\|x\|, \forall x \in K,\|x\|=R$.

Then $A$ has a fixed point $x \in K_{r, R}$ such that $r \leq\|x\| \leq R$.

## 2 Several lemmas

It is convenient to list the following assumptions which are to be used throughout the paper:
(H1) $f \in C\left(J \times P^{n-1}, P\right), g \in C\left(J \times P^{n+1}, P\right)$ and for any $r>0, f\left(t, u_{1}, u_{2}, \ldots, u_{n-1}\right)$, $g\left(t, u_{1}, u_{2}, \ldots, u_{n+1}\right)$ are uniformly continuous on $J \times P_{r}^{n-1}$ and $J \times P_{r}^{n-1} \times P_{k^{*} r} \times P_{h^{*} r}$, respectively. Here, $k^{*}, h^{*}, P_{r}$ are defined by

$$
\begin{align*}
& k^{*}=\sup _{t \in[0,1]} \int_{0}^{1} K(t, s) d s, \quad h^{*}=\sup _{t \in[0,1]} \int_{0}^{1} H(t, s) d s,  \tag{2.1}\\
& P_{r}=\{u \in P:\|u\| \leq r\} .
\end{align*}
$$

(H2) $a, b \in C((0,1),[0, \infty))$ may be singular at $t=0$ or $t=1, a(t), b(t)$ do not vanish identically on any subinterval of $(0,1)$ with

$$
\int_{0}^{1}(a(s)+b(s)) m(s) d s<+\infty
$$

where $m(s)$ will be given in (2.30).
(H3) There exist nonnegative functions $L_{j}(\cdot), M_{k} \in L[0,1](j=1,2, \ldots, n-1 ; k=1,2, \ldots$, $n+1)$ such that

$$
\begin{aligned}
& \alpha\left(f\left(t, D_{1}, D_{2}, \ldots, D_{n-1}\right)\right) \leq \sum_{j=1}^{n-1} L_{j}(t) \alpha\left(D_{j}\right), \\
& \alpha\left(g\left(t, D_{1}, D_{2}, \ldots, D_{n+1}\right)\right) \leq \sum_{k=1}^{n+1} M_{k}(t) \alpha\left(D_{k}\right), \quad \forall t \in J .
\end{aligned}
$$

Here $D_{i} \subset P(i=1,2, \ldots, n+1)$ are bounded and

$$
\rho \int_{0}^{1} m(s)\left(\lambda_{1} a(s) L(s)+\lambda_{2} b(s) M(s)\right) d s<1,
$$

where

$$
\begin{align*}
& L(s)=\sum_{j=1}^{n-2} \frac{L_{j}(s)}{(n-2-j)!}+L_{n-1}(s),  \tag{2.2}\\
& M(s)=\sum_{k=1}^{n-2} \frac{M_{k}(s)}{(n-2-k)!}+M_{n-1}(s)+\frac{k^{*}}{(n-3)!} M_{n}(s)+\frac{h^{*}}{(n-3)!} M_{n+1}(s), \tag{2.3}
\end{align*}
$$

and $k^{*}$ and $h^{*}$ are given by (2.1).
In order to obtain the existence and nonexistence of positive solutions, we will consider the following auxiliary problem:

$$
\begin{align*}
&{ }^{c} D^{\alpha-n+2} y(t)= \lambda_{1} a(t) f\left(t, I^{n-2} y, \ldots, I^{1} y, y\right) \\
&+\lambda_{2} b(t) g\left(t, I^{n-2} y, \ldots, I^{1} y, y, T\left(I^{n-2} y\right), S\left(I^{n-2} y\right)\right), \quad t \in(0,1),  \tag{2.4}\\
& y(0)+y^{\prime}(0)= I^{\delta} y(\eta),  \tag{2.5}\\
& y(1)+y^{\prime}(1)+I^{\delta} y(\mu)=\theta,
\end{align*}
$$

where

$$
I^{j}(y)(t)=\frac{1}{\Gamma(j)} \int_{0}^{t}(t-s)^{j-1} y(s) d s \quad(j=1,2, \ldots, n-2)
$$

Lemma 2.1 The higher order fractional boundary value problem (1.1), (1.2) has a solution if and only if the nonlinear fractional boundary value problem (2.4), (2.5) has a solution.

Proof Let $x$ be a solution of the higher order fractional boundary value problem (1.1), (1.2) and $y(t)={ }^{c} D^{n-2} x(t)$. Then from the boundary value conditions (1.2) and the definition of
the Caputo fractional derivative, we obtain

$$
\begin{aligned}
& y(t)=D^{n-2} x(t)=x^{(n-2)}(t), \\
& I^{1} y(t)=I^{1} x^{(n-2)}(t)=\frac{1}{\Gamma(1)} \int_{0}^{t} x^{(n-2)}(s) d s=x^{(n-3)}(t), \\
& I^{2} y(t)=I^{2} x^{(n-2)}(t)=\frac{1}{\Gamma(2)} \int_{0}^{t}(t-s) x^{(n-2)}(s) d s=x^{(n-4)}(t), \\
& \vdots \\
& I^{n-2} y(t)=I^{n-2} x^{(n-2)}(t)=\frac{1}{\Gamma(n-2)} \int_{0}^{t}(t-s)^{n-3} x^{(n-2)}(s) d s=x(t), \\
& { }^{c} D^{\alpha-n+2} y(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} y^{\prime \prime}(s) d s \\
& \quad=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} x^{(n)}(s) d s \\
& \quad={ }^{c} D^{\alpha} x(t),
\end{aligned}
$$

which imply that

$$
\begin{aligned}
& y(0)+y^{\prime}(0)=I^{\delta} y(\eta), \\
& y(1)+y^{\prime}(1)+I^{\delta} y(\mu)=\theta .
\end{aligned}
$$

Hence, $y(t)=x^{(n-2)}(t)$ is a solution of the fractional boundary value problem (2.4), (2.5).
Conversely, if $y$ is a solution of the fractional boundary value problem (2.4), (2.5), and letting $x(t)=I^{n-2} y(t)$, then it follows from the definition of the Caputo fractional derivative and the boundary value conditions (2.5) that

$$
\begin{aligned}
& x^{\prime}(t)=D^{1} I^{n-2} y(t)={ }^{c} D^{1} I^{1} I^{n-3} y(t)=I^{n-3} y(t) \\
& x^{\prime \prime}(t)=D^{2} x(t)={ }^{c} D^{2} I^{n-2} y(t)={ }^{c} D^{2} I^{2} I^{n-4} y(t)=I^{n-4} y(t), \\
& \vdots \\
& x^{(n-2)}(t)=D^{n-2} x(t)={ }^{c} D^{n-2} I^{n-2} y(t)=y(t), \\
& { }^{c} D^{\alpha} x(t)=I^{n-\alpha}\left(x^{(n)}\right)(t)=I^{n-\alpha}\left(I^{n-2} y\right)^{(n)}(t)=I^{n-\alpha}\left(y^{\prime \prime}\right)(t)={ }^{c} D^{\alpha-n+2} y(t)
\end{aligned}
$$

which indicate that

$$
\begin{aligned}
& x^{(i)}(0)=\theta, \quad 0 \leq i \leq n-3, \\
& x^{(n-2)}(0)+x^{(n-1)}(0)=I^{\delta} x^{(n-2)}(\eta), \\
& x^{(n-2)}(1)+x^{(n-1)}(1)+I^{\delta} x^{(n-2)}(\mu)=\theta .
\end{aligned}
$$

Finally, $x(t)=I^{n-2} y(t)$ is a solution of the higher order fractional boundary value problem (1.1), (1.2). Therefore, the proof of Lemma 2.1 is completed.

Lemma 2.2 For any $h \in \mathcal{C}[(0,1), E]$ with $\int_{0}^{1}(1-s)^{\alpha-n} h(s) d s<+\infty$, the following fractional boundary value problem:

$$
\begin{align*}
& { }^{c} D^{\alpha-n+2} y(t)=h(t), \quad t \in(0,1),  \tag{2.6}\\
& y(0)+y^{\prime}(0)=\theta,  \tag{2.7}\\
& y(1)+y^{\prime}(1)=\theta
\end{align*}
$$

has a unique solution

$$
\begin{equation*}
y(t)=\int_{0}^{1} G(t, s) h(s) d s \tag{2.8}
\end{equation*}
$$

where

$$
G(t, s)= \begin{cases}\frac{(1-s)^{\alpha-n+1}(1-t)+(t-s)^{\alpha-n+1}}{\Gamma(\alpha-n+2)}+\frac{(1-S)^{\alpha-n}(1-t)}{\Gamma(\alpha-n+1)}, & s \leq t ;  \tag{2.9}\\ \frac{(1-s)^{\alpha-n+1}(1-t)}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}(1-t)}{\Gamma(\alpha-n+1)}, & t \leq s .\end{cases}
$$

Proof Let $y(t)$ be a solution of the boundary value problem (2.6), (2.7). Applying the operator $I^{\alpha-n+2}$ to both sides of (2.6), by Lemma 1.2, we reduce (2.6) to an equivalent integral equation

$$
\begin{equation*}
y(t)=I^{\alpha-n+2} h(t)+c_{1}+c_{2} t . \tag{2.10}
\end{equation*}
$$

Thus, differentiating (2.10), we have

$$
\begin{equation*}
y^{\prime}(t)=I^{\alpha-n+1} h(t)+c_{2} . \tag{2.11}
\end{equation*}
$$

By the boundary conditions of (2.7), we get

$$
\begin{align*}
& c_{1}=I^{\alpha-n+2} h(1)+I^{\alpha-n+1} h(1), \\
& c_{2}=-I^{\alpha-n+2} h(1)-I^{\alpha-n+1} h(1) . \tag{2.12}
\end{align*}
$$

Substituting these values into (2.10), we obtain

$$
\begin{aligned}
y(t)= & \frac{1}{\Gamma(\alpha-n+2)} \int_{0}^{t}(t-s)^{\alpha-n+1} h(s) d s+(1-t)\left[I^{\alpha-n+2} h(1)+I^{\alpha-n+1} h(1)\right] \\
= & \frac{1}{\Gamma(\alpha-n+2)} \int_{0}^{t}(t-s)^{\alpha-n+1} h(s) d s \\
& +\frac{1-t}{\Gamma(\alpha-n+2)} \int_{0}^{1}(1-s)^{\alpha-n+1} h(s) d s+\frac{1-t}{\Gamma(\alpha-n+1)} \int_{0}^{1}(1-s)^{\alpha-n} h(s) d s \\
= & \int_{0}^{1} G(t, s) h(s) d s .
\end{aligned}
$$

Therefore, the proof of Lemma 2.2 is completed.

Lemma 2.3 For any $h \in \mathcal{C}[(0,1), E]$ with $\int_{0}^{1}(1-s)^{\alpha-n} h(s) d s<+\infty$, the following fractional boundary value problem:

$$
\begin{align*}
& { }^{c} D^{\alpha-n+2} y(t)=h(t), \quad t \in(0,1)  \tag{2.13}\\
& y(0)+y^{\prime}(0)=I^{\delta} y(\eta)  \tag{2.14}\\
& y(1)+y^{\prime}(1)+I^{\delta} y(\mu)=\theta
\end{align*}
$$

has a unique solution

$$
\begin{equation*}
y(t)=\int_{0}^{1} H(t, s) h(s) d s \tag{2.15}
\end{equation*}
$$

where

$$
\begin{align*}
& H(t, s)= G(t, s)+\frac{1}{\psi}\left[2\left(1+\frac{\mu^{\delta+1}}{\Gamma(\delta+2)}\right)-t\left(1+\frac{\mu^{\delta}}{\Gamma(\delta+1)}\right)\right] I^{\delta} G(\eta, s) \\
&+\frac{1}{\psi}\left[1-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}-t\left(1-\frac{\eta^{\delta}}{\Gamma(\delta+1)}\right)\right] I^{\delta} G(\mu, s), \quad t, s \in[0,1]  \tag{2.16}\\
& \psi=2\left(1-\frac{\eta^{\delta}}{\Gamma(\delta+1)}\right)\left(1+\frac{\mu^{\delta+1}}{\Gamma(\delta+2)}\right)-\left(1+\frac{\mu^{\delta}}{\Gamma(\delta+1)}\right)\left(1-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}\right) . \tag{2.17}
\end{align*}
$$

Here, $I^{\delta} G(\eta, s)$ and $I^{\delta} G(\mu, s)$ denote the Riemann-Liouville integral of $G(t, s)$ with respect to $t=\eta$ and $t=\mu$, respectively.

Proof Let

$$
\begin{equation*}
u(t)=\int_{0}^{1} G(t, s) h(s) d s \tag{2.18}
\end{equation*}
$$

Then by Lemma 2.2, $u(t)$ verifies

$$
\begin{align*}
& { }^{c} D^{\alpha-n+2} u(t)=h(t), \quad t \in(0,1),  \tag{2.19}\\
& u(0)+u^{\prime}(0)=\theta  \tag{2.20}\\
& u(1)+u^{\prime}(1)=\theta
\end{align*}
$$

Suppose that $y(t)$ is a solution of the boundary value problem (2.13), (2.14), and let

$$
\begin{equation*}
z(t)=y(t)-u(t), \quad t \in[0,1], \tag{2.21}
\end{equation*}
$$

then $z(t)$ satisfies the following fractional boundary value problem:

$$
\begin{align*}
& { }^{c} D^{\alpha-n+2} z(t)=\theta, \quad t \in(0,1),  \tag{2.22}\\
& z(0)+z^{\prime}(0)=I^{\delta} z(\eta)+I^{\delta} u(\eta), \\
& z(1)+z^{\prime}(1)+I^{\delta} z(\mu)+I^{\delta} u(\mu)=\theta . \tag{2.23}
\end{align*}
$$

Thus, we deduce from Lemma 1.3 that

$$
\begin{equation*}
z(t)=c_{0}+c_{1} t, \quad t \in[0,1], c_{0}, c_{1} \in \mathbb{R} . \tag{2.24}
\end{equation*}
$$

Replacing $z(t)$ into (2.23), we get

$$
\begin{align*}
& c_{0}=\frac{1}{\psi}\left[2 I^{\delta} u(\eta)\left(1+\frac{\mu^{\delta+1}}{\Gamma(\delta+2)}\right)+I^{\delta} u(\mu)\left(1-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}\right)\right],  \tag{2.25}\\
& c_{1}=-\frac{1}{\psi}\left[I^{\delta} u(\mu)\left(1-\frac{\eta^{\delta}}{\Gamma(\delta+1)}\right)+I^{\delta} u(\eta)\left(1+\frac{\mu^{\delta}}{\Gamma(\delta+1)}\right)\right],
\end{align*}
$$

where

$$
\begin{equation*}
\psi=2\left(1-\frac{\eta^{\delta}}{\Gamma(\delta+1)}\right)\left(1+\frac{\mu^{\delta+1}}{\Gamma(\delta+2)}\right)-\left(1+\frac{\mu^{\delta}}{\Gamma(\delta+1)}\right)\left(1-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}\right) \tag{2.26}
\end{equation*}
$$

Finally, replacing (2.25) into (2.24), we have

$$
\begin{align*}
z(t)= & \frac{1}{\psi}\left[2\left(1+\frac{\mu^{\delta+1}}{\Gamma(\delta+2)}\right)-t\left(1+\frac{\mu^{\delta}}{\Gamma(\delta+1)}\right)\right] I^{\delta} u(\eta) \\
& +\frac{1}{\psi}\left[1-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}-t\left(1-\frac{\eta^{\delta}}{\Gamma(\delta+1)}\right)\right] I^{\delta} u(\mu) . \tag{2.27}
\end{align*}
$$

It follows from (2.21) and (2.27) that the integral equation (2.15) is satisfied. Therefore, the proof of Lemma 2.3 is completed.

Remark 2.1 Note that $\psi>0$ for $\frac{1}{4}<\mu \leq \eta<\frac{3}{4}$ and $\delta \geq 3$, since we have

$$
\begin{aligned}
\psi & =2\left(1+\frac{\eta^{\delta}}{\Gamma(\delta+1)}\right)\left(1+\frac{\mu^{\delta+1}}{\Gamma(\delta+2)}\right)-\frac{4 \eta^{\delta}}{\Gamma(\delta+1)}\left(1+\frac{\mu^{\delta+1}}{\Gamma(\delta+2)}\right) \\
& -\left(1+\frac{\mu^{\delta}}{\Gamma(\delta+1)}\right)\left(1-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}\right) \\
& \geq\left(1+\frac{\eta^{\delta}}{\Gamma(\delta+1)}\right)\left(1+\frac{2 \mu^{\delta+1}}{\Gamma(\delta+2)}+\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}\right)-\frac{4 \eta^{\delta}}{\Gamma(\delta+1)}\left(1+\frac{\mu^{\delta+1}}{\Gamma(\delta+2)}\right) \\
& =1-\frac{3 \eta^{\delta}}{\Gamma(\delta+1)}-\frac{2 \eta^{\delta} \mu^{\delta+1}}{\Gamma(\delta+1) \Gamma(\delta+2)}+\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}+\frac{2 \eta^{2 \delta+1}}{\Gamma(\delta+1) \Gamma(\delta+2)}+\frac{2 \mu^{\delta+1}}{\Gamma(\delta+2)} \\
& \geq 1-\frac{3 \eta^{\delta}}{\Gamma(\delta+1)}+\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}+\frac{2 \mu^{\delta+1}}{\Gamma(\delta+2)} \\
& >\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}+\frac{2 \mu^{\delta+1}}{\Gamma(\delta+2)} \\
& >0
\end{aligned}
$$

Lemma 2.4 Let $n-1<\alpha<n$. Then $G(t, s)$ given by the expression (2.9) has the following properties:
(i) $G(t, s) \in \mathcal{C}([0,1] \times[0,1)), G(t, s)>0, t, s \in(0,1)$.
(ii) There exists a positive function $\varphi \in \mathcal{C}(0,1)$ such that

$$
\begin{equation*}
G(t, s) \leq m(s), \quad t \in[0,1], s \in(0,1) \tag{2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
G(t, s) \geq \varphi(s) m(s), \quad t \in\left[\frac{1}{4}, \frac{3}{4}\right], s \in(0,1) \tag{2.29}
\end{equation*}
$$

where

$$
\begin{equation*}
m(s)=\frac{2(1-s)^{\alpha-n+1}}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}}{\Gamma(\alpha-n+1)}, \quad s \in[0,1) \tag{2.30}
\end{equation*}
$$

Proof From the definition of $G(t, s)$, it is easy to see that (i) holds. Now, we will prove the inequalities of the Green's function $G(t, s)$.

Let us define the functions $G_{1}(t, s)$ and $G_{2}(t, s)$ as follows:

$$
\begin{aligned}
& G_{1}(t, s)=\frac{(1-s)^{\alpha-n+1}(1-t)+(t-s)^{\alpha-n+1}}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}(1-t)}{\Gamma(\alpha-n+1)}, \quad s \leq t \\
& G_{2}(t, s)=\frac{(1-s)^{\alpha-n+1}(1-t)}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}(1-t)}{\Gamma(\alpha-n+1)}, \quad t \leq s
\end{aligned}
$$

then $G_{2}(t, s)$ is a nonincreasing function with respect to $t$. Thus, we get

$$
\begin{align*}
\max _{t \in[0,1]} G_{1}(t, s) & \leq \frac{2(1-s)^{\alpha-n+1}}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}}{\Gamma(\alpha-n+1)}  \tag{2.31}\\
\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} G_{1}(t, s) & \geq \frac{1}{4}\left[\frac{(1-s)^{\alpha-n+1}}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}}{\Gamma(\alpha-n+1)}\right] \tag{2.32}
\end{align*}
$$

and

$$
\begin{align*}
\max _{t \in[0,1]} G_{2}(t, s) & \leq \frac{(1-s)^{\alpha-n+1}}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}}{\Gamma(\alpha-n+1)} \\
& <\frac{2(1-s)^{\alpha-n+1}}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}}{\Gamma(\alpha-n+1)}  \tag{2.33}\\
\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} G_{2}(t, s) & \geq \frac{1}{4}\left[\frac{(1-s)^{\alpha-n+1}}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}}{\Gamma(\alpha-n+1)}\right] . \tag{2.34}
\end{align*}
$$

It follows from (2.31)-(2.34) that

$$
\max _{t \in[0,1]} G(t, s) \leq m(s)=\frac{2(1-s)^{\alpha-n+1}}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}}{\Gamma(\alpha-n+1)}
$$

and

$$
\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} G(t, s) \geq \frac{1}{4}\left[\frac{(1-s)^{\alpha-n+1}}{\Gamma(\alpha-n+2)}+\frac{(1-s)^{\alpha-n}}{\Gamma(\alpha-n+1)}\right] .
$$

Hence, if we take

$$
\begin{equation*}
\varphi(s)=\frac{(1-s)^{\alpha-n+1}+(\alpha-n+1)(1-s)^{\alpha-n}}{8(1-s)^{\alpha-n+1}+4(\alpha-n+1)(1-s)^{\alpha-n}}, \tag{2.35}
\end{equation*}
$$

then the property (ii) holds and it is evident that $\varphi(s) \in \mathcal{C}[(0,1),(0, \infty)]$. The proof of Lemma 2.4 is completed.

Remark 2.2 From the expression of the function $\varphi(s)$, we know that $\varphi(s)>\frac{1}{8}$.

Lemma 2.5 Let $n-1<\alpha<n$. Then $H(t, s)$ given by (2.16) has the following properties:
(i) $H(t, s) \in \mathcal{C}([0,1] \times[0,1)), H(t, s)>0, t, s \in(0,1)$.
(ii) There exist nonnegative numbers $\rho$ and $\gamma$ such that

$$
\begin{equation*}
H(t, s) \leq \rho m(s), \quad \text { for } t \in[0,1], s \in(0,1), \tag{2.36}
\end{equation*}
$$

and

$$
\begin{equation*}
H(t, s) \geq \gamma \varphi(s) m(s), \quad t \in\left[\frac{1}{4}, \frac{3}{4}\right], s \in(0,1), \tag{2.37}
\end{equation*}
$$

where

$$
\begin{align*}
& \rho=1+\frac{3 \eta^{\delta}}{\psi \Gamma(\delta+1)}+\frac{2\left(\eta^{2 \delta+1}-\mu^{2 \delta+1}\right)}{\psi \Gamma(\delta+1) \Gamma(\delta+2)}, \\
& \gamma=1+\frac{1}{\psi \Gamma(\delta+1)}\left(\frac{3}{2}+\frac{2 \mu^{\delta+1}}{\Gamma(\delta+2)}-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}\right)\left(\mu-\frac{1}{4}\right)^{\delta} . \tag{2.38}
\end{align*}
$$

Proof From the definition of $H(t, s)$, it is easy to see that property (i) is satisfied. Now, property (ii) will be verified. From (2.16) and (2.28) for $t \in[0,1], s \in[0,1)$, we get

$$
\begin{aligned}
H(t, s) \leq & m(s)+\frac{2}{\psi}\left(1+\frac{\mu^{\delta+1}}{\Gamma(\delta+2)}\right) \frac{1}{\Gamma(\delta)} \int_{0}^{\eta}(\eta-\tau)^{\delta-1} m(s) d \tau \\
& +\frac{1}{\psi}\left(1-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}\right) \frac{1}{\Gamma(\delta)} \int_{0}^{\mu}(\mu-\tau)^{\delta-1} m(s) d \tau \\
= & m(s)\left[1+\frac{1}{\psi \Gamma(\delta+1)}\left[2 \eta^{\delta}\left(1+\frac{\mu^{\delta+1}}{\Gamma(\delta+2)}\right)+\mu^{\delta}\left(1-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}\right)\right]\right] \\
\leq & m(s)\left(1+\frac{3 \eta^{\delta}}{\psi \Gamma(\delta+1)}+\frac{2\left(\eta^{2 \delta+1}-\mu^{2 \delta+1}\right)}{\psi \Gamma(\delta+1) \Gamma(\delta+2)}\right) .
\end{aligned}
$$

On the other hand, we can derive from (2.16) and (2.29) that

$$
\begin{aligned}
H(t, s) \geq & \varphi(s) m(s)+\frac{1}{\psi}\left[\left(\frac{5}{4}+\frac{2 \mu^{\delta+1}}{\Gamma(\delta+2)}-\frac{3 \mu^{\delta}}{4 \Gamma(\delta+1)}\right) \frac{1}{\Gamma(\delta)} \int_{1 / 4}^{\eta}(\eta-\tau)^{\delta-1} G(\tau, s) d \tau\right. \\
& \left.+\left(\frac{1}{4}-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}+\frac{3 \eta^{\delta}}{4 \Gamma(\delta+1)}\right) \frac{1}{\Gamma(\delta)} \int_{1 / 4}^{\mu}(\mu-\tau)^{\delta-1} G(\tau, s) d \tau\right] \\
\geq & \varphi(s) m(s)\left\{1+\frac{1}{\psi \Gamma(\delta+1)}\left[\left(\frac{5}{4}+\frac{2 \mu^{\delta+1}}{\Gamma(\delta+2)}-\frac{3 \mu^{\delta}}{4 \Gamma(\delta+1)}\right)\left(\eta-\frac{1}{4}\right)^{\delta}\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+\left(\frac{1}{4}-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}+\frac{3 \eta^{\delta}}{4 \Gamma(\delta+1)}\right)\left(\mu-\frac{1}{4}\right)^{\delta}\right]\right\} \\
\geq & \varphi(s) m(s)\left[1+\frac{1}{\psi \Gamma(\delta+1)}\left(\frac{3}{2}+\frac{2 \mu^{\delta+1}}{\Gamma(\delta+2)}-\frac{2 \eta^{\delta+1}}{\Gamma(\delta+2)}\right)\left(\mu-\frac{1}{4}\right)^{\delta}\right]
\end{aligned}
$$

Therefore, the proof of Lemma 2.5 is completed.

Lemma 2.6 If there exists $h \in Q$ such that $y(t)=\int_{0}^{1} H(t, s) h(s) d s<+\infty$, then $y(t) \geq \theta, t \in J$, i.e., $y \in Q$.

Proof By means of Lemma 2.3 and Lemma 2.5, we have $y(t) \geq \theta, t \in J$.
Remark 2.3 Define $\sigma$ as follows:

$$
\begin{equation*}
\sigma=\frac{\gamma}{8} \tag{2.39}
\end{equation*}
$$

If there exists $h \in Q$ such that $y(t)=\int_{0}^{1} H(t, s) h(s) d s<+\infty$, then by Remark 2.2 and Lemma 2.3, we get

$$
\begin{align*}
\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} y(t) & =\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} \int_{0}^{1} H(t, s) h(s) d s \\
& \geq \sigma \int_{0}^{1} m(s) h(s) d s \\
& \geq \frac{\sigma}{\rho} \rho \int_{0}^{1} m(s) h(s) d s \\
& \geq \frac{\sigma}{\rho} \int_{0}^{1} H(s, s) h(s) d s \\
& =\frac{\sigma}{\rho} y(s), \quad s \in J \tag{2.40}
\end{align*}
$$

To establish the existence and nonexistence of positive solutions, we define a cone $K$ by

$$
K=\left\{y \in Q: y(t) \geq \frac{\sigma}{\rho} y(s), t \in\left[\frac{1}{4}, \frac{3}{4}\right], s \in J\right\}
$$

where $\rho$ and $\sigma$ are defined by (2.38) and (2.39), respectively.
In this paper, by means of Lemma 2.1, we will consider the boundary value problem (2.4), (2.5). Here, we define the operator

$$
\begin{align*}
A y(t)= & \lambda_{1} \int_{0}^{1} H(t, s) a(s) f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right) d s \\
& +\lambda_{2} \int_{0}^{1} H(t, s) b(s) g\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right. \\
& \left.T\left(I^{n-2} y(s)\right), S\left(I^{n-2} y(s)\right)\right) d s \tag{2.41}
\end{align*}
$$

where $H(t, s)$ is given by (2.16).

Lemma 2.7 Assume that (H1)-(H3) are satisfied. Then, for any $r>0$, the operator $A: Q \cap$ $B_{r} \rightarrow Q$ is a strict set contraction, where $B_{r}=\left\{y \in C[J, E]:\|y\|_{c} \leq r\right\}$.

Proof Let $y \in Q \cap B_{r}$, then from (H1), for any $t \in[0,1]$ we obtain

$$
f_{r}(t)=\sup \left\{\left\|f\left(t, u_{1}, u_{2}, \ldots, u_{n-1}\right)\right\|:\left(u_{1}, u_{2}, \ldots, u_{n-1}\right) \in P_{r}^{n-1}\right\}<+\infty
$$

and

$$
\begin{aligned}
g_{r}(t) & =\sup \left\{\left\|g\left(t, u_{1}, u_{2}, \ldots, u_{n+1}\right)\right\|:\left(u_{1}, u_{2}, \ldots, u_{n+1}\right) \in P_{r}^{n-1} \times P_{k^{*} r} \times P_{h^{*} r}\right\} \\
& <+\infty
\end{aligned}
$$

Using condition (H2), we have

$$
\begin{align*}
\|A y(t)\| \leq & \rho\left[\lambda_{1} \int_{0}^{1} m(s) a(s)\left\|f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right\| d s\right. \\
& \left.+\lambda_{2} \int_{0}^{1} m(s) b(s)\left\|g\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s), T\left(I^{n-2} y(s)\right), S\left(I^{n-2} y(s)\right)\right)\right\| d s\right] \\
\leq & \rho \int_{0}^{1} m(s)\left[\lambda_{1} a(s) f_{r}(s)+\lambda_{2} b(s) g_{r}(s)\right] d s<+\infty \tag{2.42}
\end{align*}
$$

Thus, $A: Q \cap B_{r} \rightarrow Q$ is bounded. Next, we shall prove that $A$ is continuous. Let $y_{m}, y \in$ $Q \cap B_{r}$ with $\left\|y_{m}-y\right\|_{c} \rightarrow 0$ as $m \rightarrow \infty$. For any $t_{1}, t_{2} \in J$, we have

$$
\begin{equation*}
\left\|\left(A y_{m}\right)\left(t_{1}\right)-\left(A y_{m}\right)\left(t_{2}\right)\right\| \leq \int_{0}^{1}\left|H\left(t_{1}, s\right)-H\left(t_{2}, s\right)\right|\left[\lambda_{1} a(s) f_{r}(s)+\lambda_{2} b(s) g_{r}(s)\right] d s \tag{2.43}
\end{equation*}
$$

It follows from (H1), (2.42), and (2.43) that $A y_{m}$ is equicontinuous on $J$. On the other hand, for any $t \in J$, we have $\left\|y_{m}(t)-y(t)\right\| \rightarrow 0,\left\|I^{j} y_{m}(t)-I^{j} y(t)\right\| \rightarrow 0(j=1,2, \ldots, n-2)$, $\left\|S\left(I^{n-2}\right) y_{m}(t)-S\left(I^{n-2}\right) y(t)\right\| \rightarrow 0$ and $\left\|T\left(I^{n-2}\right) y_{m}(t)-T\left(I^{n-2}\right) y(t)\right\| \rightarrow 0$, as $m \rightarrow \infty$. Thus, by using the Lebesgue dominated convergence theorem and (2.42), we have

$$
\begin{equation*}
\left\|\left(A y_{m}\right)(t)-(A y)(t)\right\| \rightarrow 0 \quad \text { as } m \rightarrow \infty, t \in J \tag{2.44}
\end{equation*}
$$

so $\left(A y_{m}\right)(t)$ is relatively compact for every $t \in J$. Therefore, we deduce from the AscoliArzela theorem that $\left\{A y_{m}\right\}$ is relatively compact in $Q$. Now, we will show that $\| A y_{m}-$ $A y \|_{c} \rightarrow 0$ as $m \rightarrow \infty$. If not, then there exists $\epsilon>0$ and $\left\{y_{m_{i}}\right\} \subset\left\{y_{m}\right\}$ such that

$$
\begin{equation*}
\left\|A y_{m_{i}}-A y\right\|>\epsilon \quad \text { for } i=1,2, \ldots \tag{2.45}
\end{equation*}
$$

Because $\left\{A y_{m}\right\}$ is relatively compact in $\|\cdot\|_{c}$, there exists a subsequence of $\left\{A y_{m}\right\}$ converging to some $u \in C[J, P]$. Without loss of generality, we suppose that $\left\{A y_{m_{i}}\right\}$ itself converges to $u$, which means that

$$
\begin{equation*}
\left\|A y_{m_{i}}-u\right\|_{c} \rightarrow 0 \quad \text { as } i \rightarrow \infty \tag{2.46}
\end{equation*}
$$

By (2.44) and (2.46), we get $u=A y$. This relation contradicts (2.45). Hence, $A$ is a continuous operator.
Finally, we will prove that $A: Q \cap B_{r} \rightarrow Q$ is a strict set contraction, i.e., there exists $l \in(0,1)$ such that

$$
\alpha_{C}(A V) \leq l \alpha_{C}(V), \quad V \subset Q \cap B_{r}
$$

where

$$
l=\rho \int_{0}^{1} m(s)\left(\lambda_{1} a(s) L(s)+\lambda_{2} b(s) M(s)\right) d s<1
$$

and the functions $L(s)$ and $M(s)$ are defined in (2.2) and (2.3), respectively.
Assume that $V \subset B_{r}$ is given arbitrarily, then from the above arguments, we know that $\{A y: y \in V\}$ are uniformly bounded and equicontinuous, so by Lemma 1.4 and (H2), we have

$$
\alpha_{c}(A V)=\max _{t \in[0,1]} \alpha(A V)(t) .
$$

For any $y \in V$, let

$$
\begin{align*}
\left(A_{n} y\right)(t)= & \lambda_{1} \int_{1 / n}^{1-1 / n} H(t, s) a(s) f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right) d s \\
& +\lambda_{2} \int_{1 / n}^{1-1 / n} H(t, s) b(s) g\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s),\right. \\
& \left.T\left(I^{n-2} y(s)\right), S\left(I^{n-2} y(s)\right)\right) d s . \tag{2.47}
\end{align*}
$$

By (2.42), it is easy to see that $\left(A_{n} y\right)(t) \rightarrow(A y)(t)$ as $n \rightarrow \infty, y \in V, t \in J$. This shows that

$$
\begin{equation*}
d_{H}\left(\left(A_{n} V\right)(t),(A V)(t)\right) \rightarrow 0, \quad \text { as } n \rightarrow \infty, \tag{2.48}
\end{equation*}
$$

where $d_{H}(\cdot, \cdot)$ denotes the Hausdorff metric. Hence, by (2.48) and the property of the measure of noncompactness, we have

$$
\begin{equation*}
\alpha\left(\left(A_{n} V\right)(t)\right) \rightarrow \alpha((A V)(t)), \quad \text { as } n \rightarrow \infty \tag{2.49}
\end{equation*}
$$

Now, we estimate for each $\alpha\left(\left(A_{n} V\right)(t)\right)$ and $t \in J$. By means of (H3), we have

$$
\begin{aligned}
\alpha\left(\left(A_{n} V\right)(t)\right) \leq & \alpha\left(\lambda_{1} \int_{1 / n}^{1-1 / n} H(t, s) a(s) f\left(s, I^{n-2} V(s), \ldots, I^{1} V(s), V(s)\right) d s\right) \\
& +\alpha\left(\lambda _ { 2 } \int _ { 1 / n } ^ { 1 - 1 / n } H ( t , s ) b ( s ) g \left(s, I^{n-2} V(s), \ldots, I^{1} V(s),\right.\right. \\
& \left.\left.V(s), T\left(I^{n-2} V(s)\right), S\left(I^{n-2} V(s)\right)\right) d s\right) \\
\leq & \lambda_{1} \rho \int_{1 / n}^{1-1 / n} m(s) a(s) \alpha\left(f\left(s, I^{n-2} V(s), \ldots, I^{1} V(s), V(s)\right)\right) d s
\end{aligned}
$$

$$
\begin{align*}
& +\lambda_{2} \rho \int_{1 / n}^{1-1 / n} m(s) b(s) \alpha\left(g \left(s, I^{n-2} V(s), \ldots, I^{1} V(s),\right.\right. \\
& \left.\left.V(s), T\left(I^{n-2} V(s)\right), S\left(I^{n-2} V(s)\right)\right)\right) d s \\
\leq & \rho \int_{1 / n}^{1-1 / n} m(s)\left[\lambda_{1} a(s)\left(\sum_{k=1}^{n-2} \frac{L_{k}(s)}{(n-2-k)!}+L_{n-1}(s)\right)\right. \\
& +\lambda_{2} b(s)\left(\sum_{k=1}^{n-2} \frac{M_{k}(s)}{(n-2-k)!}+M_{n-1}(s)+\frac{k^{*}}{(n-3)!} M_{n}(s)\right. \\
& \left.\left.+\frac{h^{*}}{(n-3)!} M_{n+1}(s)\right)\right] d s \alpha_{c}(V) \\
\leq & \rho \int_{0}^{1} m(s)\left(\lambda_{1} a(s) L(s)+\lambda_{2} b(s) M(s)\right) d s \alpha_{c}(V), \tag{2.50}
\end{align*}
$$

where $L(s)$ and $M(s)$ are given by (2.2) and (2.3), respectively. By using (2.49) and (2.50), we have

$$
\alpha((A V)(t)) \leq \rho \int_{0}^{1} m(s)\left(\lambda_{1} a(s) L(s)+\lambda_{2} b(s) M(s)\right) d s \alpha_{c}(V)
$$

so, by Lemma 1.4, we can get

$$
\alpha_{c}(A V) \leq \rho \int_{0}^{1} m(s)\left(\lambda_{1} a(s) L(s)+\lambda_{2} b(s) M(s)\right) d s \alpha_{c}(V),
$$

where

$$
l=\rho \int_{0}^{1} m(s)\left(\lambda_{1} a(s) L(s)+\lambda_{2} b(s) M(s)\right) d s<1 .
$$

Thus, the operator $A: Q \cap B_{r} \rightarrow Q$ is a strict set contraction. The proof of Lemma 2.7 is completed.

Lemma 2.8 Assume that $(\mathrm{H} 1)-(\mathrm{H} 3)$ are satisfied. Then $A(K) \subset K$ and $A: K_{r, R} \rightarrow K$ is a strict set contraction.

Proof By Remark 2.3, it is obvious that the operator $A$ leaves the cone $K$ invariant; i.e., $A$ : $K \rightarrow K$. Besides, by $K_{r, R} \subset K, A\left(K_{r, R}\right) \subset K$ holds. Thus, $A: K_{r, R} \rightarrow K$. This and Lemma 2.7 complete the proof of Lemma 2.8.

## 3 Main results

In this section, we give the existence, multiplicity, and nonexistence results of positive solutions for the BVP (1.1), (1.2).
For convenience, let us define

$$
\begin{align*}
& A=\frac{1}{\rho}\left[\sum_{i=0}^{n-2} \frac{1}{i!} \int_{0}^{1} m(s)(a(s)+b(s)) d s+\frac{k^{*}+h^{*}}{(n-3)!} \int_{0}^{1} m(s) b(s) d s\right]^{-1},  \tag{3.1}\\
& B=\left[\int_{1 / 4}^{3 / 4} m(s) a(s) d s\right]^{-1}, \quad C=\left[\int_{1 / 4}^{3 / 4} m(s) b(s) d s\right]^{-1} .
\end{align*}
$$

Now, we assume the following condition on $f\left(t, y_{1}, \ldots, y_{n-1}\right)$ and $g\left(t, y_{1}, \ldots, y_{n+1}\right)$.
(H4) There exist constants $0<r<R<+\infty$ such that for all $t \in J$

$$
\begin{aligned}
& \left\|f\left(t, y_{1}, \ldots, y_{n-1}\right)\right\| \leq \frac{A}{\lambda_{1}} \sum_{i=1}^{n-1}\left\|y_{i}\right\|, \quad y_{i} \in P(i=1,2, \ldots, n-1), 0 \leq \sum_{i=1}^{n-1}\left\|y_{i}\right\| \leq r, \\
& \left\|g\left(t, y_{1}, \ldots, y_{n+1}\right)\right\| \leq \frac{A}{\lambda_{2}} \sum_{i=1}^{n+1}\left\|y_{i}\right\|, \quad y_{i} \in P(i=1,2, \ldots, n+1), 0 \leq \sum_{i=1}^{n+1}\left\|y_{i}\right\| \leq r, \\
& \psi\left(f\left(t, y_{1}, \ldots, y_{n-1}\right)\right) \geq \frac{\rho R B}{\lambda_{1} \sigma^{2}}, \quad y_{i} \in P \backslash \theta(i=1,2, \ldots, n-1), R \leq \sum_{i=1}^{n-1}\left\|y_{i}\right\|<+\infty,
\end{aligned}
$$

where $\rho$ and $\sigma$ are given by (2.38) and (2.39), respectively, and $\psi \in P^{*}$ with $\|\psi\|=1$.

Theorem 3.1 Suppose that (H1)-(H4) are satisfied and $P$ is normal. Then the BVP (1.1), (1.2) has at least one positive solution $y(t), t \in J$ such that

$$
\begin{equation*}
\frac{\sigma}{\rho}\left(\frac{k^{*}+h^{*}}{(n-3)!}+\sum_{i=0}^{n-2} \frac{1}{i!}\right)^{-1} r \leq\|y(t)\| \leq \frac{\rho}{\sigma} R \tag{3.2}
\end{equation*}
$$

Proof Assume that the operator given by (2.41) is the cone preserving, strict set contraction. Choose

$$
\begin{equation*}
r_{1}=\left(\frac{k^{*}+h^{*}}{(n-3)!}+\sum_{i=0}^{n-2} \frac{1}{i!}\right)^{-1} r . \tag{3.3}
\end{equation*}
$$

It is evident that $r_{1}<r$. Let $y \in K$ with $\|y\|_{c}=r_{1}$, then by (H4), we have

$$
\begin{aligned}
\|A y(t)\| \leq & \rho\left[\lambda_{1} \int_{0}^{1} m(s) a(s)\left\|f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right\| d s\right. \\
& \left.+\lambda_{2} \int_{0}^{1} m(s) b(s)\left\|g\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s), T\left(I^{n-2} y(s)\right), S\left(I^{n-2} y(s)\right)\right)\right\| d s\right] \\
\leq & \rho A\left[\int_{0}^{1} m(s)(a(s)+b(s))\left[\sum_{i=1}^{n-2}\left\|I^{i} y(s)\right\|+\|y(s)\|\right] d s\right. \\
& \left.+\int_{0}^{1} m(s) b(s)\left[\left\|T\left(I^{n-2} y(s)\right)\right\|+\left\|S\left(I^{n-2} y(s)\right)\right\|\right] d s\right] \\
\leq & \rho A\|y\|_{c}\left[\sum_{i=0}^{n-2} \frac{1}{i!} \int_{0}^{1} m(s)(a(s)+b(s)) d s+\frac{k^{*}+h^{*}}{(n-3)!} \int_{0}^{1} m(s) b(s) d s\right] \\
= & \|y\|_{c} .
\end{aligned}
$$

If we choose $\Omega_{1}=\left\{y \in K:\|y\|_{c}<r_{1}\right\}$, then we have

$$
\begin{equation*}
\|A y\|_{c} \leq\|y\|_{c} \quad \text { for all } y \in K \cap \partial \Omega_{1} . \tag{3.4}
\end{equation*}
$$

Next, set $\bar{R}=\frac{\rho}{\sigma} R$ and $\Omega_{2}=\left\{y \in K:\|y\|_{c}<\bar{R}\right\}$. Then $y \in K$ with $\|y\|_{c}=\bar{R}, t \in\left[\frac{1}{4}, \frac{3}{4}\right], s \in$ [ 0,1 ] implies that

$$
y(t) \geq \frac{\sigma}{\rho} y(s)
$$

so we have

$$
\|y(t)\| \geq \frac{\sigma}{\rho} \bar{R}=R, \quad t \in\left[\frac{1}{4}, \frac{3}{4}\right]
$$

that is, $\left\|\sum_{i=1}^{n-2} I^{i} y(s)\right\|+\|y(s)\| \geq R$ for all $s \in\left[\frac{1}{4}, \frac{3}{4}\right]$. Then, from condition (H4) again, we have

$$
\begin{aligned}
\|A y(t)\| & \geq \psi(A y)(t) \geq \lambda_{1} \int_{0}^{1} H(t, s) a(s) \psi\left(f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right) d s \\
& \geq \lambda_{1} \sigma \int_{1 / 4}^{3 / 4} m(s) a(s) \psi\left(f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right) d s \\
& \geq \frac{\rho R B}{\sigma} \int_{1 / 4}^{3 / 4} m(s) a(s) d s \\
& =\frac{\rho}{\sigma} R=\bar{R}=\|y\|_{c} .
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
\|A y\|_{c} \geq\|y\|_{c} \quad \text { for all } y \in K \cap \partial \Omega_{2} \tag{3.5}
\end{equation*}
$$

Lemma 1.5 together with (3.4) and (3.5) shows that there exists a fixed point $y(t)$ in $K \cap$ $\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$ satisfying $\frac{\sigma}{\rho}\left(\frac{k^{*}+h^{*}}{(n-3)!}+\sum_{i=0}^{n-2} \frac{1}{i!}\right)^{-1} r \leq\|y(t)\| \leq \frac{\rho}{\sigma} R$. This and Lemma 2.1 complete the proof of Theorem 3.1.

Similarly, we can prove the following result.
Corollary 3.1 Suppose that (H1)-(H3) hold and P is normal. Iff ${ }^{0}=0, g^{0}=0$ and $(\psi f)_{\infty}=$ $\infty$, then the BVP (1.1), (1.2) has at least one positive solution $y(t), t \in J$ in $P$ for $r>0$ sufficiently small and $R>0$ sufficiently large.

In the next theorem, we also assume the following condition on $f\left(t, y_{1}, \ldots, y_{n-1}\right)$ and $g\left(t, y_{1}, \ldots, y_{n+1}\right)$.
(H5) There exist constants $0<r<R<+\infty$ such that for all $t \in J$

$$
\begin{aligned}
& \psi\left(f\left(t, y_{1}, \ldots, y_{n-1}\right)\right) \geq \frac{\rho B \sum_{i=1}^{n-1}\left\|y_{i}\right\|}{\lambda_{1} \sigma^{2}}, \quad y_{i} \in P \backslash \theta(i=1,2, \ldots, n-1), 0 \leq \sum_{i=1}^{n-1}\left\|y_{i}\right\| \leq r, \\
& \left\|f\left(t, y_{1}, \ldots, y_{n-1}\right)\right\| \leq \frac{A}{\lambda_{1}} \sum_{i=1}^{n-1}\left\|y_{i}\right\|, \quad y_{i} \in P(i=1,2, \ldots, n-1), R \leq \sum_{i=1}^{n-1}\left\|y_{i}\right\|<\infty, \\
& \left\|g\left(t, y_{1}, \ldots, y_{n+1}\right)\right\| \leq \frac{A}{\lambda_{2}} \sum_{i=1}^{n+1}\left\|y_{i}\right\|, \quad y_{i} \in P(i=1,2, \ldots, n+1), R \leq \sum_{i=1}^{n+1}\left\|y_{i}\right\|<\infty,
\end{aligned}
$$

where $\rho$ and $\sigma$ are given by (2.38) and (2.39), respectively, and $\psi \in P^{*}$ with $\|\psi\|=1$.

Theorem 3.2 Suppose that (H1)-(H3) and (H5) are satisfied and $P$ is normal. Then the BVP (1.1), (1.2) has at least one positive solution $y(t), t \in J$, such that

$$
\begin{equation*}
\frac{\sigma}{\rho}\left(\sum_{i=0}^{n-2} \frac{1}{i!}\right)^{-1} r \leq\|y(t)\| \leq R . \tag{3.6}
\end{equation*}
$$

Proof Assume that the operator given by (2.41) is a cone preserving, strict set contraction. Choose

$$
\begin{equation*}
r_{2}=\left(\sum_{i=0}^{n-2} \frac{1}{i!}\right)^{-1} r \tag{3.7}
\end{equation*}
$$

Clearly, $r_{2}<r$. Let $y \in K$ with $\|y\|_{C}=r_{2}$, then by (H5), we have

$$
\begin{aligned}
\|A y(t)\| & \geq \psi((A y)(t)) \geq \lambda_{1} \int_{0}^{1} H(t, s) a(s) \psi\left(f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right) d s \\
& \geq \lambda_{1} \sigma \int_{1 / 4}^{3 / 4} m(s) a(s) \psi\left(f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right) d s \\
& \geq \frac{B \rho}{\sigma} \int_{1 / 4}^{3 / 4} m(s) a(s)\left[\sum_{i=1}^{n-2}\left\|I^{i} y(s)\right\|+\|y(s)\|\right] d s \\
& \geq \frac{B \rho}{\sigma} \frac{\sigma}{\rho}\|y\|_{c} \int_{1 / 4}^{3 / 4} m(s) a(s) d s \\
& =\|y\|_{c}
\end{aligned}
$$

Set $\Omega_{1}=\left\{y \in K:\|y\|_{c}<r_{2}\right\}$, thus we have

$$
\begin{equation*}
\|A y\|_{c} \geq\|y\|_{c} \quad \text { for all } y \in K \cap \partial \Omega_{1} . \tag{3.8}
\end{equation*}
$$

Finally, let $y \in K$ with $\|y\|_{c}=R$. Then from condition (H5), we get

$$
\begin{aligned}
\|A y(t)\| \leq & \rho\left[\lambda_{1} \int_{0}^{1} m(s) a(s)\left\|f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right\| d s\right. \\
& \left.+\lambda_{2} \int_{0}^{1} m(s) b(s)\left\|g\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s), T\left(I^{n-2} y(s)\right), S\left(I^{n-2} y(s)\right)\right)\right\| d s\right] \\
\leq & \rho A\left[\int_{0}^{1} m(s)(a(s)+b(s))\left[\sum_{i=1}^{n-2}\left\|I^{i} y(s)\right\|+\|y(s)\|\right] d s\right. \\
& \left.+\int_{0}^{1} m(s) b(s)\left[\left\|T\left(I^{n-2} y(s)\right)\right\|+\left\|S\left(I^{n-2} y(s)\right)\right\|\right] d s\right] \\
\leq & \rho A\|y\|_{c}\left[\sum_{i=0}^{n-2} \frac{1}{i!} \int_{0}^{1} m(s)(a(s)+b(s)) d s+\frac{k^{*}+h^{*}}{(n-3)!} \int_{0}^{1} m(s) b(s) d s\right] \\
= & \|y\|_{c} .
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
\|A y\|_{c} \leq\|y\|_{c} \quad \text { for all } y \in K \cap \partial \Omega_{2} \tag{3.9}
\end{equation*}
$$

where $\Omega_{2}=\left\{y \in K:\|y\|_{c}<R\right\}$. Lemma 1.5 together with (3.8) and (3.9) shows that there exists a fixed point $y(t)$ in $K \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$ satisfying $\frac{\sigma}{\rho}\left(\sum_{i=0}^{n-2} \frac{1}{i!}\right)^{-1} r \leq\|y(t)\| \leq R$. This and Lemma 2.1 complete the proof of Theorem 3.2.

Similarly, we can also prove the following results.

Corollary 3.2 Suppose that (H1)-(H3) hold and P is normal. Iff ${ }^{\infty}=0, g^{\infty}=0$ and $(\psi f)_{0}=$ $\infty$, then the BVP (1.1)-(1.2) has at least one positive solution y in P for $r>0$ sufficiently small and $R>0$ sufficiently large.

Theorem 3.3 Suppose that (H1)-(H3) are satisfied, $P$ is normal and the following two conditions hold:
(H6) There exist constants $0<r<R<+\infty$ such that for all $t \in J$

$$
\begin{aligned}
& \psi\left(f\left(t, y_{1}, \ldots, y_{n-1}\right)\right) \geq \frac{\rho B}{\lambda_{1} \sigma^{2}} \sum_{i=1}^{n-1}\left\|y_{i}\right\|, \quad y_{i} \in P(i=1,2, \ldots, n-1), \sum_{i=1}^{n-1}\left\|y_{i}\right\| \leq r, \\
& \psi\left(g\left(t, y_{1}, \ldots, y_{n+1}\right)\right) \geq \frac{\rho C \sum_{i=1}^{n+1}\left\|y_{i}\right\|}{\lambda_{2} \sigma^{2}}, \quad y_{i} \in P(i=1,2, \ldots, n+1), \sum_{i=1}^{n+1}\left\|y_{i}\right\| \geq R .
\end{aligned}
$$

(H7) There exists $b>0$ such that

$$
\begin{aligned}
& \sup _{\left(t, y_{1}, \ldots, y_{n-1}\right) \in J \times P_{b}^{n-1}}\left\|f\left(t, y_{1}, \ldots, y_{n-1}\right)\right\|<\frac{b}{2 \lambda_{1} \rho \int_{0}^{1} m(s) a(s) d s}, \\
& \sup _{\left(t, y_{1}, \ldots, y_{n-1}\right) \in J \times P_{b}^{n-1} \times P_{k^{*} b_{b} \times P_{h^{*} b}}\left\|g\left(t, y_{1}, \ldots, y_{n+1}\right)\right\|<\frac{b}{2 \lambda_{2} \rho \int_{0}^{1} m(s) b(s) d s},},
\end{aligned}
$$

where $\rho, \sigma, k^{*}$, and $h^{*}$ are given by (2.38), (2.39), and (2.1), respectively, and $\psi \in P^{*}$ with $\|\psi\|=1$.
Then the BVP (1.1), (1.2) has at least two positive solutions.

Proof Suppose that the operator given by (2.41) is a cone preserving, strict set contraction. Let

$$
\begin{equation*}
r_{3}=\left(\sum_{i=0}^{n-2} \frac{1}{i!}\right)^{-1} r . \tag{3.10}
\end{equation*}
$$

Clearly, $r_{3}<r$. Then for $t \in J, y \in K$ with $\|y\|_{c}=r_{3}$, we have

$$
\begin{aligned}
\|A y(t)\| & \geq \psi((A y)(t)) \geq \lambda_{1} \int_{0}^{1} H(t, s) a(s) \psi\left(f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right) d s \\
& \geq \lambda_{1} \sigma \int_{1 / 4}^{3 / 4} m(s) a(s) \psi\left(f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right) d s
\end{aligned}
$$

$$
\begin{aligned}
& \geq \frac{B \rho}{\sigma} \int_{1 / 4}^{3 / 4} m(s) a(s)\left[\sum_{i=1}^{n-2}\left\|I^{i} y(s)\right\|+\|y(s)\|\right] d s \\
& \geq \frac{B \rho}{\sigma} \frac{\sigma}{\rho}\|y\|_{c} \int_{1 / 4}^{3 / 4} m(s) a(s) d s \\
& =\|y\|_{c} .
\end{aligned}
$$

If we choose $\Omega_{1}=\left\{y \in K:\|y\|_{c}<r_{3}\right\}$, then we have

$$
\begin{equation*}
\|A y\|_{c} \geq\|y\|_{c} \quad \text { for all } y \in K \cap \partial \Omega_{1} . \tag{3.11}
\end{equation*}
$$

Further, set $r_{4}=\max \left\{2 r_{3}, \frac{\rho}{\sigma} R\right\}$ and $\Omega_{2}=\left\{y \in K:\|y\|_{c}<r_{4}\right\}$. Then $y \in K$ with $\|y\|_{c}=r_{4}$, $t \in\left[\frac{1}{4}, \frac{3}{4}\right], s \in[0,1]$ implies that

$$
y(t) \geq \frac{\sigma}{\rho} y(s)
$$

so we have

$$
\|y(t)\| \geq \frac{\sigma}{\rho} r_{4}=R, \quad t \in\left[\frac{1}{4}, \frac{3}{4}\right]
$$

that is, $\left\|T\left(I^{n-2} y(s)\right)\right\|+\left\|S\left(I^{n-2} y(s)\right)\right\|+\left\|\sum_{i=1}^{n-2} I^{i} y(s)\right\|+\|y(s)\| \geq R$ for all $s \in\left[\frac{1}{4}, \frac{3}{4}\right]$. Then, from condition (H6) again, we have

$$
\begin{aligned}
& \|A y(t)\| \\
& \quad \geq \psi((A y)(t)) \\
& \quad \geq \lambda_{2} \int_{0}^{1} H(t, s) b(s) \psi\left(g\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s), T\left(I^{n-2} y(s)\right), S\left(I^{n-2} y(s)\right)\right)\right) d s \\
& \quad \geq \lambda_{2} \sigma \int_{1 / 4}^{3 / 4} m(s) b(s) \psi\left(g\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s), T\left(I^{n-2} y(s)\right), S\left(I^{n-2} y(s)\right)\right)\right) d s \\
& \quad \geq \frac{\rho C}{\sigma} \int_{1 / 4}^{3 / 4} m(s) b(s)\left[\left\|T\left(I^{n-2} y(s)\right)\right\|+\left\|S\left(I^{n-2} y(s)\right)\right\|+\left\|\sum_{i=1}^{n-2} I^{i} y(s)\right\|+\|y(s)\|\right] d s \\
& \quad \geq \frac{\rho C}{\sigma} \frac{\sigma}{\rho}\|y\|_{c} \int_{1 / 4}^{3 / 4} m(s) b(s) d s \\
& \quad=\|y\|_{c} .
\end{aligned}
$$

Hence, we have

$$
\begin{equation*}
\|A y\|_{c} \geq\|y\|_{c} \quad \text { for all } y \in K \cap \partial \Omega_{2} . \tag{3.12}
\end{equation*}
$$

Finally, let $b \in K$ with $\|y\|_{c}=b, r_{3}<b<r_{4}$, then we get

$$
\begin{aligned}
& \|A y(t)\| \\
& \quad \leq \rho\left[\lambda_{1} \int_{0}^{1} m(s) a(s)\left\|f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right\| d s\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\lambda_{2} \int_{0}^{1} m(s) b(s)\left\|g\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s), T\left(I^{n-2} y(s)\right), S\left(I^{n-2} y(s)\right)\right)\right\| d s\right] \\
\leq & \rho\left[\lambda_{1} \sup _{\left(t, y_{1}, \ldots, y_{n-1}\right) \in J \times P_{b}^{n-1}}\left\|f\left(t, y_{1}, \ldots, y_{n-1}\right)\right\| \int_{0}^{1} m(s) a(s) d s\right. \\
& \left.+\lambda_{2} \sup _{\left(t, y_{1}, \ldots, y_{n-1}\right) \in J \times P_{b}^{n-1} \times P_{k^{*} b} \times P_{h^{*} b}}\left\|g\left(t, y_{1}, \ldots, y_{n+1}\right)\right\| \int_{0}^{1} m(s) b(s) d s\right] \\
< & b .
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
\|A y\|_{c}<\|y\|_{c} \quad \text { for all } y \in K \cap \partial \Omega_{3} \tag{3.13}
\end{equation*}
$$

where $\Omega_{3}=\left\{y \in K:\|y\|_{c}<b\right\}$. Lemma 1.5 together with (3.11), (3.12), and (3.13) shows that there exist a fixed point $y_{1}(t)$ in $\bar{K}_{r_{3}, b}$ and a fixed point $y_{2}(t)$ in $\bar{K}_{b, r_{4}}$. This and Lemma 2.1 complete the proof of Theorem 3.3.

Now, we shall present the nonexistence results of positive solutions for the BVP (1.1), (1.2).

Theorem 3.4 Suppose that (H1)-(H3) hold, P is normal and
(i) $\quad \lambda_{1} \psi\left(f\left(t, y_{1}, y_{2}, \ldots, y_{n-1}\right)\right)>\frac{\rho B}{\sigma^{2}} \sum_{i=1}^{n-1}\left\|y_{i}\right\|, \quad \forall y_{i} \in P, \sum_{i=1}^{n-1}\left\|y_{i}\right\|>0$,
or
(ii) $\quad \lambda_{2} \psi\left(g\left(t, y_{1}, y_{2}, \ldots, y_{n+1}\right)\right)>\frac{\rho C}{\sigma^{2}} \sum_{i=1}^{n+1}\left\|y_{i}\right\|, \quad \forall y_{i} \in P, \sum_{i=1}^{n+1}\left\|y_{i}\right\|>0$,
then the BVP (1.1)-(1.2) has no positive solution.

Proof Suppose that $y(t)$ is a positive solution of the BVP (1.1)-(1.2). Then $y \in K,\|y\|_{c}>0$ for $t \in J$ and

$$
\begin{aligned}
\|y\|_{c} & \geq \sigma \lambda_{1} \int_{1 / 4}^{3 / 4} m(s) a(s) \psi\left(f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right) d s \\
& >\frac{\rho}{\sigma} B \int_{1 / 4}^{3 / 4} m(s) a(s)\left[\sum_{i=1}^{n-2}\left\|I^{i} y(s)\right\|+\|y(s)\|\right] d s \\
& \geq \frac{\rho}{\sigma} \frac{\sigma}{\rho}\|y\|_{c} B \int_{1 / 4}^{3 / 4} m(s) a(s) d s \\
& =\|y\|_{c}
\end{aligned}
$$

which is a contradiction. Similarly, when (ii) holds, one can prove that the conclusion of Theorem 3.4 also is satisfied. This and Lemma 2.1 complete the proof.

Theorem 3.5 Suppose that (H1)-(H3) hold, $P$ is normal,

$$
\left\|f\left(t, y_{1}, y_{2}, \ldots, y_{n-1}\right)\right\|<\frac{A}{\lambda_{1}} \sum_{i=1}^{n-1}\left\|y_{i}\right\|, \quad \forall y_{i} \in P(i=1,2, \ldots, n-1), \sum_{i=1}^{n-1}\left\|y_{i}\right\|>0
$$

and

$$
\left\|g\left(t, y_{1}, y_{2}, \ldots, y_{n+1}\right)\right\|<\frac{A}{\lambda_{2}} \sum_{i=1}^{n+1}\left\|y_{i}\right\|, \quad \forall y_{i} \in P(i=1,2, \ldots, n+1), \sum_{i=1}^{n+1}\left\|y_{i}\right\|>0
$$

then the BVP (1.1)-(1.2) has no positive solution.

Proof Suppose to the contrary that $y(t)$ is a positive solution of the BVP (1.1)-(1.2). Then $y \in K,\|y\|_{c}>0$ for $t \in J$, and

$$
\begin{aligned}
\|y\|_{c}= & \sup _{t \in[0,1]}\|y(t)\| \\
\leq & \rho\left[\lambda_{1} \int_{0}^{1} m(s) a(s)\left\|f\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s)\right)\right\| d s\right. \\
& \left.+\lambda_{2} \int_{0}^{1} m(s) b(s)\left\|g\left(s, I^{n-2} y(s), \ldots, I^{1} y(s), y(s), T\left(I^{n-2} y(s)\right), S\left(I^{n-2} y(s)\right)\right)\right\| d s\right] \\
< & \rho A\left[\int_{0}^{1} m(s)(a(s)+b(s))\left[\sum_{i=1}^{n-2}\left\|I^{i} y(s)\right\|+\|y(s)\|\right] d s\right. \\
& \left.+\int_{0}^{1} m(s) b(s)\left[\left\|T\left(I^{n-2} y(s)\right)\right\|+\left\|S\left(I^{n-2} y(s)\right)\right\|\right] d s\right] \\
\leq & \rho A\|y\|_{c}\left[\sum_{i=0}^{n-2} \frac{1}{i!} \int_{0}^{1} m(s)(a(s)+b(s)) d s+\frac{k^{*}+h^{*}}{(n-3)!} \int_{0}^{1} m(s) b(s) d s\right] \\
= & \|y\|_{c},
\end{aligned}
$$

which is a contradiction. This and Lemma 2.1 complete the proof.

## 4 An example

To demonstrate how our main results can be used in the application of our results, we give an example.

Example 4.1 Consider the following fractional boundary value problem of a finite system of scalar fractional differential equations:

$$
\begin{align*}
{ }^{c} D^{7 / 2} x_{n}(t)= & \lambda_{1} \frac{2 e^{-t}}{\sqrt{t}}\left(x_{n}+x_{n}^{\prime}+x_{n}^{\prime \prime}\right)^{3}+\lambda_{2} \frac{e^{-2 t}}{(1-t)^{1 / 3}}\left(x_{n}+x_{n}^{\prime}+x_{n}^{\prime \prime}\right. \\
& \left.+\int_{0}^{t} \sin (t+s) e^{-s} x_{n}(s) d s+\int_{0}^{1} \cos (t-s) e^{-s} x_{n}(s) d s\right)^{2} \\
& t \in(0,1), n=(1,2, \ldots, m) \tag{4.1}
\end{align*}
$$

$$
\begin{align*}
& x_{n}(0)=x_{n}^{\prime}(0)=0, \\
& x_{n}^{\prime \prime}(0)+x_{n}^{\prime \prime \prime}(0)=\frac{8}{105 \sqrt{\pi}} \int_{0}^{1 / 2}\left(\frac{1}{2}-s\right)^{7 / 2} x_{n}^{\prime \prime}(s) d s,  \tag{4.2}\\
& x_{n}^{\prime \prime}(1)+x_{n}^{\prime \prime \prime}(1)+\frac{8}{105 \sqrt{\pi}} \int_{0}^{1 / 3}\left(\frac{1}{3}-s\right)^{7 / 2} x_{n}^{\prime \prime}(s) d s=0 .
\end{align*}
$$

Conclusion System (4.1), (4.2) has at least one positive solution.
Proof Let the Banach space

$$
E=\mathbb{R}^{m}=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{m}\right): x_{n} \in \mathbb{R}, n=1,2, \ldots, m\right\}
$$

with the norm $\|x\|=\max _{1 \leq n \leq m}\left|x_{n}\right|$ and $P=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{m}\right): x_{n} \geq 0, n=1,2, \ldots, m\right\}$. Then $P$ is a normal cone in $E$ and problem (4.1), (4.2) can be taken into consideration as a BVP form (1.1), (1.2) in $E$. Here, $\lambda_{1}, \lambda_{2}>0$ are real numbers, $\alpha=\frac{7}{2}, \delta=\frac{9}{2}, \eta=\frac{1}{2}, \mu=\frac{1}{3}$, $a(t)=\frac{1}{\sqrt{t}}, b(t)=\frac{1}{(1-t)^{1 / 3}}, K(t, s)=\sin (t+s) e^{-s}, H(t, s)=\cos (t-s) e^{-s}, x=\left(x_{1}, x_{2}, \ldots, x_{m}\right), f=$ $\left(f_{1}, f_{2}, \ldots, f_{m}\right), g=\left(g_{1}, g_{2}, \ldots, g_{m}\right)$, where

$$
\begin{aligned}
& f_{n}(t, u, v, w)=2 e^{-t}\left(u_{n}+v_{n}+w_{n}\right)^{3}, \\
& g_{n}(t, u, v, w, z, \tau)=e^{-2 t}\left(u_{n}+v_{n}+w_{n}+z_{n}+\tau_{n}\right)^{2} .
\end{aligned}
$$

Clearly, $f \in \mathcal{C}\left[J \times P^{3}, P\right], g \in \mathcal{C}\left[J \times P^{5}, P\right](J=[0,1])$, and $P^{*}=P$, thus we can choose $\psi=$ $(1,1, \ldots, 1)$; then for any $x \in P$ we get

$$
\psi(f(t, u, v, w))=\sum_{n=1}^{m} f_{n}(t, u, v, w)
$$

Now, conditions (H1)-(H3) will be verified. It is easy to see that (H1) holds. Observe that, for any $t \in(0,1)$ and $r>0$, we have

$$
f_{r}(t) \leq 54 e^{-t} r, \quad g_{r}(t) \leq 25 e^{-2 t} r .
$$

Thus (H2) is satisfied. Furthermore, assumption (H3) is satisfied automatically since $E$ is finite dimensional.

On the other hand,

$$
\begin{aligned}
& f^{0}=\lim _{(\|u\|+\|v\|+\|w\|+\|z\|) \rightarrow 0} \sup \max _{t \in J} \frac{\|f(t, u, v, w)\|}{\|u\|+\|v\|+\|w\|}=0 \text {, } \\
& g^{0}=\lim _{(\|u\|+\|v\|+\|w\|+\|z\|+\|\tau\|) \rightarrow 0} \sup _{\max _{t \in J}} \frac{\|g(t, u, v, w, z, \tau)\|}{\|u\|+\|v\|+\|w\|+\|z\|+\|\tau\|}=0,
\end{aligned}
$$

and

$$
\frac{\psi(f(t, u, v, w))}{\|u\|+\|v\|+\|w\|} \geq \frac{\|f(t, u, v, w)\|}{\|u\|+\|v\|+\|w\|} \rightarrow \infty \quad(\|u\|+\|v\|+\|w\| \rightarrow \infty)
$$

which means $(\psi f)_{\infty}=\infty$. Therefore, Corollary 3.1 shows that (4.1), (4.2) has a solution.
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