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Abstract
This paper is concerned with the existence of three solutions of Neumann boundary
value problems for impulsive differential equations depending on a parameter λ. We
find the range of the control parameter in which the system admits at least three
solutions by using an existing three critical points theorem. An example is also given
to illustrate our results.
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1 Introduction
In this paper, we discuss the following Neumann boundary value problem:

⎧
⎪⎨

⎪⎩

–(�p(u′(t)))′ + �p(u(t)) = λf (t, u(t)), t �= tj, t ∈ [, T], T > ,
��p(u′(tj)) = Ij(u(tj)), j = , , . . . , m,
u′() = u′(T) = ,

(.)

where f ∈ C(J × R, R), Ij ∈ C(R, R),  = t < t < t < · · · < tm < tm+ = T , �p(s) is
a p-Laplacian operator with �p(s) = |s|p–s,  < p < +∞, ��p(u′(tj)) = �p(u′(t+

j )) –
�p(u′(t–

j )), where u′(t+
j ), u′(t–

j ) denote the right and left limits, respectively, of u′(t) at
t = tj, j = , , . . . , m. λ ∈ [, +∞) is a real parameter.

In recent years, there seems to be increasing interest in the existence of multiple solu-
tions for boundary value problems, we refer the reader to [–]. Results on this topic are
usually achieved by using various fixed point theorems and degree theory. It is well known
that variational methods and critical point theorem are very important tools for dealing
with the problems for differential equations and in the last few years, some researchers
have gradually paid more attention to applying variational methods to dealing with the
existence of solutions for impulsive differential equation boundary value problems [–
]. But few researches have paid more attention to the existence of three solutions for the
system (.).

Xie and Luo in [] have investigated the existence of three solutions to the boundary
value problem

{
–(�p(u′(t)))′ + �p(u(t)) = λf (t, u(t)), t ∈ [, T], T > ,
u′() = u′(T) = .

(.)
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Obviously, system (.) is a special case of system (.) with Ij = . So, the results which
are obtained in this paper generalize their results.

The rest of this paper is organized as follows. In Section  we present some important
lemmas. In Section , under suitable hypotheses, we establish that the problem (.) pos-
sesses at least three solutions, moreover, we present an example to illustrate our results.

2 Preliminaries
In the following, we first introduce some notation.

Put H = W ,P([, T]) and define

‖u‖ =
(∫ T



∣
∣u′(t)

∣
∣p dt +

∫ T



∣
∣u(t)

∣
∣p dt

) 
p

, u ∈ H .

Note that H is a separable and reflexive Banach space.

Definition . The function u : [, T] → R is called a weak solution of problem (.) if
u ∈ H and

∫ T



(
�p

(
u′(t)

)
v′(t) + �p

(
u(t)

)
v(t)

)
dt +

m∑

j=

Ij
(
u(tj)

)
v(tj) = λ

∫ T


f
(
t, u(t)

)
v(t) dt

for all v ∈ H .

The following three functions will be used later.
Define � : H → R, J : H → R by

�(u) =

p
‖u‖p +

m∑

j=

∫ u(tj)


Ij(s) ds, J(ξ ) =

∫ T


F(t, ξ ) dt, (.)

where F(t, ξ ) =
∫ ξ

 f (t, s) ds.
Define ϕ : H → R, by

ϕ(u) = �(u) – λJ(u). (.)

Note that �, J , ϕ are Fréchet differentiable at any u ∈ H and

ϕ′(u)v =
∫ T



(
�p

(
u′(t)

)
v′(t) + �p

(
u(t)

)
v(t)

)
dt

+
m∑

j=

Ij
(
u(tj)

)
v(tj) – λ

∫ T


f
(
t, u(t)

)
v(t) dt (.)

for any v ∈ H . Further, a critical point of ϕ by (.), gives us a weak solution of the system
(.).

Lemma . If function u(t) ∈ H is a critical point of the functional ϕ, then u(t), t ∈ [, T]
is a solution of the system (.).
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Proof Let u(t) ∈ H be a critical point of functional ϕ. Then

ϕ′(u)v(t) = , ∀v(t) ∈ H . (.)

By integrating (.), we have

∫ T



(
�p

(
u′(t)

)
v′(t) + �p

(
u(t)

)
v(t)

)
dt

+
m∑

j=

Ij
(
u(tj)

)
v(tj) – λ

∫ T


f
(
t, u(t)

)
v(t) dt

=
∫ T



(
–
(
�p

(
u′(t)

))′ + �p
(
u(t)

))
v(t) dt

+
m∑

j=

(
–��p

(
u′(tj)

)
+ Ij

(
u(tj)

))
v(tj) – λ

∫ T


f
(
t, u(t)

)
v(t) dt, (.)

which holds for all v(t) ∈ H . For j ∈ {, , . . . , m}, we choose v(t) ∈ H , with v(t) =  for every
t ∈ [, tj] ∪ [tj+, T], then

∫ tj+

tj

((
–�p

(
u′(t)

))′ + �p
(
u(t)

)
– λf

(
t, u(t)

))
v(t) dt = .

Therefore,

–
(
�p

(
u′(t)

))′ + �p
(
u(t)

)
= λf

(
t, u(t)

)
a.e. t ∈ (tj, tj+). (.)

Thus, u satisfies (.).
Combining (.), (.), and (.) we have

m∑

j=

(
–��p

(
u′(tj)

)
+ Ij

(
u(tj)

))
v(tj) = .

If the impulsive condition in (.) does not hold, then there exist some j ∈ {, , . . . , m} such
that

–��p
(
u′(tj)

)
+ Ij

(
u(tj)

) �= .

Pick v(t) =
∏m+

i=,i�=j(t – ti). We have

m∑

j=

(
–��p

(
u′(tj)

)
+ Ij

(
u(tj)

))
v(tj)

=
(
–��p

(
u′(tj)

)
+ Ij

(
u(tj)

))
m+∏

i=,i�=j

(tj – ti) �= .

This is a contradiction. So u satisfies the impulsive condition in (.). Therefore, u is a
solution of the system (.). �
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Lemma . For any u(t) ∈ H , there exists c = 

q max{T– 

p , T

q }, 

p + 
q =  such that

‖u‖∞ ≤ c‖u‖, (.)

where ‖u‖∞ = maxt∈[,T] |u(t)|.

Proof For any u(t) ∈ H , it follows from the mean value theorem that

(

T

)∫ T


u(s) ds = u(τ )

for some τ ∈ [, T]. Hence, for t ∈ [, T], using the Hölder inequality,

∣
∣u(t)

∣
∣ =

∣
∣
∣
∣u(τ ) +

∫ t

τ

u′(s) ds
∣
∣
∣
∣ ≤ ∣

∣u(τ )
∣
∣ +

∫ T



∣
∣u′(s)

∣
∣ds

≤
(


T

)∣
∣
∣
∣

∫ T


u(s) ds

∣
∣
∣
∣ + T


q

(∫ T



∣
∣u′(s)

∣
∣p ds

) 
p

≤ T– 
p

(∫ T



∣
∣u(s)

∣
∣p ds

) 
p

+ T

q

(∫ T



∣
∣u′(s)

∣
∣p ds

) 
p

≤ 

q max

{
T– 

p , T

q
}‖u‖,

and we obtain (.). �

To verify our main results, we need the following three critical points theorem. For the
reader’s convenience we recall here the definition of the weak closure.

Suppose that E ⊂ X. We denote Ēw as the weak closure of E, that is, x ∈ Ēw, if there exists
a sequence {xn} ⊂ E such that f (xn) → f (x) for every f ∈ X∗.

Lemma . ([], Theorem .) Let X be a separable and reflexive real Banach space. � :
X → R is a nonnegative continuously Gâteaux differentiable and sequentially weakly lower
semicontinuous functional whose Gâteaux derivative admits a continuous inverse on X∗.
J : X → R is a continuously Gâteaux differentiable functional whose Gâteaux derivative is
compact. Assume that there exists x ∈ X such that �(x) = J(x) =  and that:

(i) lim‖x‖→+∞(�(x) – λJ(x)) = +∞ for all λ ∈ [, +∞).
Further, assume that there are r > , x ∈ X such that:

(ii) r < �(x).
(iii) supx∈�–((–∞,r))

w J(x) < r
r+�(x) J(x).

Then, for each

λ ∈ � =
(

�(x)
J(x) – supx∈�–((–∞,r))

w J(x)
,

r
supx∈�–((–∞,r))

w J(x)

)

,

the equation

�′(x) – λJ ′(x) =  (.)
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has at least three solutions in X, and, moreover, for each h > , there exists an open interval

� ⊆
[

,
hr

r(J(x)/�(x)) – supx∈�–((–∞,r))
w J(x)

)

and a positive real number σ such that, for each λ ∈ �, (.) has at least three solutions
in X whose norms are less than σ .

3 Main results
In this section, we state our main results and proofs.

Theorem . Assume that the following conditions hold:

(H) There exist two positive constants α, β with α < cβT

p , where c is a constant in (.),

such that

max
(t,u)∈[,T]×[–α,α]

F(t, u) <
αp

T(αp + T(cβ)p + cpp
∑m

j=
∫ β

 Ij(s) ds)

∫ T


F(t,β) dt.

(H) There exist constants ai >  (i = , ), M > , and  < μ < p such that

F(t, u) ≤ a|u|μ + a for all |u| ≥ M.

(H)
∫ u

 Ij(s) ds ≥ , s = , , . . . , m, u > .

Moreover, put

ϕ =
cppT max(t,u)∈[,T]×[–α,α] F(t, u)

αp ,

ϕ =
p(

∫ T
 F(t,β) dt – T max(t,u)∈[,T]×[–α,α] F(t, u))

Tβp + p
∑m

j=
∫ β

 Ij(s) ds

and for each h > ,

b =
hT(αβ)p + hαpp

∑m
j=

∫ β

 Ij(s) ds

pαp
∫ T

 F(t,β) dt – cppT(Tβp + p
∑m

j=
∫ β

 Ij(s) ds) max(t,u)∈[,T]×[–α,α] F(t, u)
.

Then, for each

λ ∈ � =
(


ϕ

,

ϕ

)

,

the system (.) admits at least three solutions in H and, moreover, for each h > , there exist
an open interval � ⊆ [, b] and a positive real number σ such that, for each λ ∈ �, the
system (.) admits at least three solutions in H whose norms in H are less than σ .

Proof Let the space X be the Sobolev space H . By the definitions in (.), it is very clear
that � is a nonnegative Gâteaux differentiable and sequentially weakly lower semicontin-
uous functional whose Gâteaux derivative admits a continuous inverse on X∗, and J is a
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continuously Gâteaux differentiable functional whose Gâteaux derivative is compact. It is
clear that �() = J() = .

Secondly, in view of the assumption (H) and by computing, we have for any u ∈ H ,
|u| ≥ M and λ ≥ ,

�(u) – λJ(u) =

p
‖u‖p +

m∑

j=

∫ u(tj)


Ij(s) ds – λ

∫ T


F
(
t, u(t)

)
dt

≥ 
p
‖u‖p – λaT‖u‖μ – λaT .

From  < μ < p, we obtain lim‖u‖→+∞ �(u)–λJ(u) = +∞, for all λ ∈ [, +∞). The condition
(i) of Lemma . is satisfied.

Now, we choose

u(t) = β > , t ∈ [, T], r =
αp

cpp
.

It is clear that u(t) ∈ H , and

�(u) =

p
‖u‖p +

m∑

j=

∫ u(tj)


Ij(s) ds =

Tβp

p
+

m∑

j=

∫ β


Ij(s) ds,

J(u) =
∫ T


F
(
t, u(t)

)
dt =

∫ T


F(t,β) dt.

In view of α < cβT

p , we have

�(u) ≥ Tβp

p
>

αp

cpp
= r,

from which the assumption (ii) of Lemma . is obtained.
Thirdly, we verify that the assumption (iii) of Lemma . holds.
From Lemma ., the estimate �(u) ≤ r implies that

∣
∣u(t)

∣
∣p ≤ cp‖u‖p ≤ cpp�(u) ≤ cppr (.)

for all t ∈ [, T]. By the definition of r and (.), we get

∣
∣u(t)

∣
∣p ≤ αp

for all t ∈ [, T]. This implies

�–(–∞, r) ⊆ {
u ∈ H , |u(t)| ≤ α, t ∈ [, T]

}
.

Thus for all u ∈ H , we have

sup
u∈�–((–∞,r))

w
J(u) = sup

u∈�–((–∞,r))
J(u) ≤ T max

(t,u)∈[,T]×[–α,α]
F(t, u). (.)
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On the other hand, we have

r
r + �(u)

J(u) =
αp

αp + T(cβ)p + cpp
∑m

j=
∫ β

 Ij(s) ds

∫ T


F(t,β) dt. (.)

Therefore, by the assumption (H), (.), and (.) we have

sup
u∈�–((–∞,r))

w
J(u) <

r
r + �(u)

J(u),

which shows the condition (iii) of Lemma . is satisfied.
Note that

�(u)
J(u) – supu∈�–((–∞,r))

w J(u)
≤ Tβp + p

∑m
j=

∫ β

 Ij(s) ds

p(
∫ T

 F(t,β) dt – T max(t,u)∈[,T]×[–α,α] F(t, u))
(.)

and

r
supu∈�–((–∞,r))

w J(u)
≥ αp

cppT max(t,u)∈[,T]×[–α,α] F(t, u)
. (.)

By the assumption (H) we have

T max
(t,u)∈[,T]×[–α,α]

F(t, u) <
αp

αp + T(cβ)p + cpp
∑m

j=
∫ β

 Ij(s) ds

∫ T


F(t,β) dt. (.)

This implies

cppT max(t,u)∈[,T]×[–α,α] F(t, u)
αp <

p(
∫ T

 F(t,β) dt – T max(t,u)∈[,T]×[–α,α] F(t, u))

Tβp + p
∑m

j=
∫ β

 Ij(s) ds
. (.)

We set

ϕ =
cppT max(t,u)∈[,T]×[–α,α] F(t, u)

αp ,

ϕ =
p(

∫ T
 F(t,β) dt – T max(t,u)∈[,T]×[–α,α] F(t, u))

Tβp + p
∑m

j=
∫ β

 Ij(s) ds
.

By (.), we have ϕ > ϕ. By (.), (.), we apply Lemma . and find that, for each λ ∈
� = ( 

ϕ
, 

ϕ
), the system (.) admits at least three solutions in H .

For each h > , we take into account that

hr
r(J(u)/�(u)) – supu∈�–((–∞,r))

w J(u)

≤ hT(αβ)p + hαpp
∑m

j=
∫ β

 Ij(s) ds

pαp
∫ T

 F(t,β) dt – cppT(Tβp + p
∑m

j=
∫ β

 Ij(s) ds) max(t,u)∈[,T]×[–α,α] F(t, u)
= b.

Taking the condition (H) into account, it implies that b > . Then from Lemma . it
follows that, for each h > , there exist an open interval � ⊆ [, b] and a real number
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σ > , such that, for λ ∈ �, the system (.) admits at least three solutions in H whose
norms in H are less than σ . �

We conclude this section with considering the following problem, which is a particular
case of the problem (.), i.e. the equation is an autonomous system. We have

⎧
⎪⎨

⎪⎩

–(�p(u′(t)))′ + �p(u(t)) = λf (u(t)), t �= tj, t ∈ [, T], T > ,
��p(u′(tj)) = Ij(u(tj)), j = , , . . . , m,
u′() = u′(T) = .

(.)

Corollary . Assume that the following conditions hold:

(H′) There exist two positive constants α, β with α < cβT

p , such that

max
u∈[–α,α]

F(u) <
αp

αp + T(cβ)p + cpp
∑m

j=
∫ β

 Ij(s) ds
F(β).

(H′) There exist constants a′
i >  (i = , ), M > , and  < μ < p such that

F(u) ≤ a′
|u|μ + a′

 for all |u| ≥ M.

Moreover, put

ϕ̃ =
cppT maxu∈[–α,α] F(u)

αp ,

ϕ̃ =
pT(F(β) – maxu∈[–α,α] F(u))

Tβp + p
∑m

j=
∫ β

 Ij(s) ds
,

and for each h > ,

b =
hT(αβ)p + hαpp

∑m
j=

∫ β

 Ij(s) ds

pT(αpF(β) – cp(Tβp + p
∑m

j=
∫ β

 Ij(s) ds) max(u)∈[–α,α] F(u))
.

Then, for each

λ ∈ � =
(


ϕ̃

,

ϕ̃

)

,

the system (.) admits at least three solutions in H and, moreover, for each h > , there
exist an open interval � ⊆ [, b] and a positive real number σ such that, for each λ ∈ �,
the system (.) admits at least three solutions in H whose norms in H are less than σ .

Example . Consider the Neumann boundary value problem

⎧
⎪⎨

⎪⎩

–u′′(t) + u(t) = λf (u(t)), t �= t, t ∈ [, ],
�u′(t) = 

 u(t), t = 
 ,

u′() = u′() = ,
(.)
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where

f
(
u(t)

)
=

{
eu, u ≤ ,
u 

 + e – , u > .

It is clear that

F
(
u(t)

)
=

{
eu – , u ≤ ,

 u 

 + (e – )u + 
 – e, u > ,

and c =
√

, p = , T = . Let α = , β = . Direct calculations give

max
u∈[–,]

F(u) = e –  ≈ .,

αp

αp + T(cβ)p + cpp
∑m

j=
∫ β

 Ij(s) ds
F(β) >


 + .

× . ≈ .,

ϕ̃ =
cppT maxu∈[–α,α] F(u)

αp ≈ .,

ϕ̃ =
pT(F(β) – maxu∈[–α,α] F(u))

Tβp + p
∑m

j=
∫ β

 Ij(s) ds
≈ ..

All conditions of Corollary . are satisfied. So the problem (.) admits at least three
solutions provided that λ ∈ (., .).
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