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## Abstract

In this paper, we study the existence of periodic solutions to the following prescribed mean curvature Liénard equation with a singularity and a deviating argument:

$$
\left(\frac{u^{\prime}(t)}{\sqrt{1+\left(u^{\prime}(t)\right)^{2}}}\right)^{\prime}+f(u(t)) u^{\prime}(t)+g(u(t-\sigma))=e(t)
$$

where $g$ has a strong singularity at $x=0$ and satisfies a small force condition at $x=\infty$. By applying Mawhin's continuation theorem, we prove that the given equation has at least one positive $T$-periodic solution. We will also give an example to illustrate the application of our main results.
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## 1 Introduction

In recent years, there have been many papers about the existence of periodic solutions for the second order differential equations with a singularity, especially for the Liénard equations. And the existence of periodic solutions of the Liénard equations with a deviating argument has also been studied widely (see [1-12]). For example, in [2], Zhang studied the following Liénard equation with a singularity:

$$
\begin{equation*}
x^{\prime \prime}(t)+f(x(t)) x^{\prime}(t)+g(t, x(t))=0 \tag{1.1}
\end{equation*}
$$

where $f: R \rightarrow R, g: R \times(0,+\infty) \rightarrow R$ is an $L^{2}$-Carathéodory function, $g(t, x)$ is a $T$-periodic function in the first argument and can be singular at $x=0$, i.e., $g(t, x)$ can be unbounded as $x \rightarrow 0^{+}$. Equation (1.1) is of repulsive type (resp. attractive type) if $g(t, x) \rightarrow-\infty$ (resp. $g(t, x) \rightarrow+\infty$ ) for $x \rightarrow 0^{+}$.

Let Eq. (1.1) be of repulsive type and set

$$
\bar{g}(x)=\frac{1}{T} \int_{0}^{T} g(t, x) d t, \quad x>0
$$

Assume that

$$
\varphi(t)=\lim _{x \rightarrow+\infty} \sup \frac{g(t, x)}{x}
$$

exists uniformly for a.e. $t \in[0, T]$, i.e., for any $\varepsilon>0$, there is $g_{\varepsilon} \in L^{2}(0, T)$ such that

$$
g(t, x) \leq(\varphi(t)+\varepsilon) x+g_{\varepsilon}
$$

for all $x>0$ and a.e. $t \in[0, T]$. Assume that $\varphi \in C(R, R)$ and $\varphi(t+T)=\varphi(t), t \in R$.
Theorem 1.1 Assume that the following conditions are satisfied:
$\left(\mathrm{h}_{1}\right)$ (Balance condition) There exist constants $0<D_{1}<D_{2}$ such that if $x$ is a positive continuous T-periodic function satisfying

$$
\int_{0}^{T} g(t, x(t)) d t=0
$$

then

$$
D_{1} \leq x(\tau) \leq D_{2} \quad \text { for some } \tau \in[0, T]
$$

$\left(\mathrm{h}_{2}\right)$ (Degree condition) $\bar{g}(x)<0$ for all $x \in\left(0, D_{1}\right)$, and $\bar{g}(x)>0$ for all $x>D_{2}$.
$\left(\mathrm{h}_{3}\right)$ (Decomposition condition) $g(t, x)=g_{0}(x)+g_{1}(t, x)$, where $g_{0} \in C((0,+\infty), R)$ and $g_{1}$ : $[0, T] \times[0,+\infty) \rightarrow R$ is an $L^{2}$-Carathéodory function, i.e., $g_{1}$ is measurable with respect to the first variable, continuous with respect to the second one, and for any $b>0$ there is $h_{b} \in L^{2}((0, T) ;[0,+\infty))$ such that $\left|g_{1}(t, x)\right| \leq h_{b}(t)$ for a.e. $t \in[0, T]$ and all $x \in[0, b]$.
$\left(\mathrm{h}_{4}\right)$ (Strong force condition at $\left.x=0\right) \int_{0}^{1} g_{0}(x) d x=-\infty$.
$\left(\mathrm{h}_{5}\right)$ (Small force condition at $x=\infty$ )

$$
\left\|\varphi^{+}\right\|_{1}<\frac{\sqrt{3}}{T} \quad\left(\varphi^{+}=\max \left\{\varphi^{+}, 0\right\}\right)
$$

Then Eq. (1.1) has at least one positive T-periodic solution.

Moreover, we notice that in [10] Wang further studied the Liénard equation with a singularity and a deviating argument of the form

$$
\begin{equation*}
x^{\prime \prime}(t)+f(x(t)) x^{\prime}(t)+g(t, x(t-\sigma))=0 \tag{1.2}
\end{equation*}
$$

where $0 \leq \sigma<T$ is a constant, $f: R \rightarrow R, g: R \times(0,+\infty) \rightarrow R$ is an $L^{2}$-Carathéodory function, $g(t, x)$ is a $T$-periodic function in the first argument and can be singular at $x=0$, i.e., $g(t, x)$ can be unbounded as $x \rightarrow 0^{+}$.

Theorem 1.2 Assume that the following conditions are satisfied:
$\left(\mathrm{h}_{1}\right)$ (Balance condition) There exist constants $0<D_{1}<D_{2}$ such that if $x$ is a positive continuous T-periodic function satisfying

$$
\int_{0}^{T} g(t, x(t)) d t=0
$$

then

$$
D_{1} \leq x(\tau) \leq D_{2} \quad \text { for some } \tau \in[0, T]
$$

$\left(\mathrm{h}_{2}\right)$ (Degree condition) $\bar{g}(x)<0$ for all $x \in\left(0, D_{1}\right)$, and $\bar{g}(x)>0$ for all $x>D_{2}$.
$\left(\mathrm{h}_{3}\right)$ (Decomposition condition) $g(t, x)=g_{0}(x)+g_{1}(t, x)$, where $g_{0} \in C((0,+\infty), R)$ and $g_{1}$ : $[0, T] \times[0,+\infty) \rightarrow R$ is an $L^{2}$-Carathéodory function, i.e., $g_{1}$ is measurable with respect to the first variable, continuous with respect to the second one, and for any $b>0$ there is $h_{b} \in L^{2}((0, T) ;[0,+\infty))$ such that $\left|g_{1}(t, x)\right| \leq h_{b}(t)$ for a.e. $t \in[0, T]$ and all $x \in[0, b]$.
$\left(\mathrm{h}_{4}\right)$ (Strong force condition at $\left.x=0\right) \int_{0}^{1} g_{0}(x) d x=-\infty$.
$\left(\mathrm{h}_{5}^{\prime}\right)$ (Small force condition at $\left.x=\infty\right)$

$$
\|\varphi\|_{\infty}<\left(\frac{\sqrt{\pi}}{T}\right)^{2}
$$

Then Eq. (1.2) has at least one positive T-periodic solution.
Nowadays, the prescribed mean curvature $\left(\frac{u^{\prime}(t)}{\sqrt{1+\left(u^{\prime}(t)\right)^{2}}}\right)^{\prime}$ of a function $u(t)$ frequently appears in different geometry and physics (see [13-16]). For example, in [13], Obersnel studied the existence, regularity and stability properties of periodic solutions of a capillarity equation in the presence of lower and upper solutions

$$
-\left(\frac{u^{\prime}}{\sqrt{1+u^{\prime 2}}}\right)=f(t, u)
$$

This equation, together with its $N$-dimensional counterpart

$$
-\operatorname{div}\left(\frac{\nabla u}{\sqrt{1+|\nabla u|^{2}}}\right)=f(x, u)
$$

plays an important role in various physical and geometrical questions. And the existence of the periodic solutions and homoclinic solutions for the prescribed curvature mean equation also attracts many authors' attention. In [17], Feng discussed the periodic solution for the prescribed mean curvature Liénard equation of the form

$$
\begin{equation*}
\left(\frac{u^{\prime}(t)}{\sqrt{1+\left(u^{\prime}(t)\right)^{2}}}\right)^{\prime}+f(u(t)) u^{\prime}(t)+g(t, u(t-\tau(t)))=e(t) \tag{1.3}
\end{equation*}
$$

estimated a priori bounds by eliminating the nonlinear term $\left(\frac{u^{\prime}(t)}{\sqrt{1+u^{\prime}(t)^{2}}}\right)^{\prime}$, and established sufficient conditions on the existence of periodic solutions by using Mawhin's continuation theorem. Moreover, Liang and $\mathrm{Lu}[18]$ studied the homoclinic solution for the prescribed mean curvature Duffing-type equation of the form

$$
\begin{equation*}
\left(\frac{u^{\prime}(t)}{\sqrt{1+\left(u^{\prime}(t)\right)^{2}}}\right)^{\prime}+c u^{\prime}(t)+f(u(t))=p(t) \tag{1.4}
\end{equation*}
$$

where $f \in C^{1}(R, R), p \in C(R, R), c>0$ is a given constant.
However, to the best of our knowledge, the studying of periodic solutions for the prescribed mean curvature equation with a singularity is relatively infrequent, and the method of finding a priori bounds is different from the other prescribed mean curvature equations which have no singularities. So, it is worthwhile and interesting to explore this topic.

In this paper, we consider the following prescribed mean curvature Liénard equation with a singularity and a deviating argument:

$$
\begin{equation*}
\left(\frac{u^{\prime}(t)}{\sqrt{1+\left(u^{\prime}(t)\right)^{2}}}\right)^{\prime}+f(u(t)) u^{\prime}(t)+g(u(t-\sigma))=e(t) \tag{1.5}
\end{equation*}
$$

where $0 \leq \sigma<T, g:(0,+\infty) \rightarrow R$ is a continuous function and can be singular at $u=0$, i.e., $g(u)$ can be unbounded as $u \rightarrow 0^{+} . e(t)$ is $T$-periodic with $\int_{0}^{T} e(t) d t=0$. By applying Mawhin's continuation theorem, we prove that Eq. (1.5) has at least one positive $T$-periodic solution. The interest is that the conditions imposed on $f, g$ and the approaches to estimate a priori bounds of periodic solutions are not only different from (1.1) and (1.2) but also different from (1.3) and (1.4). At last, a numerical example demonstrates the validity of the method. To sum up, our results are essentially new.
The structure of the rest of this paper is as follows. In Section 2, we state some necessary definitions and lemmas. In Section 3, we prove the main result. Finally, we give an example of an application in Section 4.

## 2 Preliminary

In order to use Mawhin's continuation theorem, we first recall it.
Let $X$ and $Y$ be two Banach spaces, a linear operator $L: D(L) \subset X \rightarrow Y$ is said to be a Fredholm operator of index zero provided that
(a) $\operatorname{Im} L$ is a closed subset of $Y$,
(b) $\operatorname{dim} \operatorname{Ker} L=\operatorname{codim} \operatorname{Im} L<\infty$.

Let $X$ and $Y$ be two Banach spaces, $\Omega \subset X$ be an open and bounded set, and $L: D(L) \subset$ $X \rightarrow Y$ be a Fredholm operator of index zero. A continuous operator $N: \Omega \subset X \rightarrow Y$ is said to be $L$-compact in $\bar{\Omega}$ provided that
(c) $K_{p}(I-Q) N(\bar{\Omega})$ is a relative compact set of $X$,
(d) $Q N(\bar{\Omega})$ is a bounded set of $Y$,
where we define $X_{1}=\operatorname{Ker} L, Y_{2}=\operatorname{Im} L$, then we have the decompositions $X=X_{1} \oplus X_{2}$, $Y=Y_{1} \oplus Y_{2}$. Let $P: X \rightarrow X_{1}, Q: Y \rightarrow Y_{1}$ be continuous linear projectors (meaning $P^{2}=P$ and $\left.Q^{2}=Q\right)$, and $K_{p}=\left.L\right|_{\operatorname{Ker} P \cap D(L)} ^{-1}$.

Lemma 2.1 [19] Let $X$ and $Y$ be two real Banach spaces, $\Omega$ be an open and bounded set of $X$, and $L: D(L) \subset X \rightarrow Y$ be a Fredholm operator of index zero. The operator $N: \bar{\Omega} \subset X \rightarrow$ $Y$ is said to be L-compact in $\bar{\Omega}$. In addition, if the following conditions hold:
(1) $L x \neq \lambda N x, \forall(x, \lambda) \in \partial \Omega \times(0,1)$;
(2) $Q N x \neq 0, \forall x \in \operatorname{Ker} L \cap \partial \Omega$;
(3) $\operatorname{deg}\{J Q N, \Omega \cap \operatorname{Ker} L, 0\} \neq 0$, where $J: \operatorname{Im} Q \rightarrow \operatorname{Ker} L$ is a homeomorphism,
then $L x=N x$ has at least one solution in $D(L) \cap \bar{\Omega}$.

In order to use Lemma 2.1, let us consider the problem

$$
\left\{\begin{array}{l}
u^{\prime}(t)=\phi(v(t))=\frac{v(t)}{\sqrt{1-v^{2}(t)}},  \tag{2.1}\\
v^{\prime}(t)=-f(u(t)) \phi(v(t))-g(u(t-\sigma))+e(t) .
\end{array}\right.
$$

Obviously, if $(u(t), v(t))^{\top}$ is a solution of (2.1), then $u(t)$ is a solution of (1.1).

Let

$$
X=Y=\left\{x: x(t)=(u(t), v(t))^{\top} \in C^{1}\left(R, R^{2}\right), x(t)=x(t+T)\right\}
$$

where the normal $\|x\|=\max \left\{\|u\|_{0},\|v\|_{0}\right\}$, and $\|u\|_{0}=\max _{t \in[0, T]}|u|,\|v\|_{0}=\max _{t \in[0, T]}|v|$. It is obvious that $X$ and $Y$ are Banach spaces.

Now we define the operator

$$
L: D(L) \subset X \rightarrow Y, \quad L x=x^{\prime}=\left(u^{\prime}(t), v^{\prime}(t)\right)^{\top}
$$

where $D(L)=\left\{x \mid x=(u(t), v(t))^{\top} \in C^{1}\left(R, R^{2}\right), x(t)=x(t+T)\right\}$.
Let $X_{0}=\left\{x=(u(t), v(t))^{\top} \in C^{1}(R, R \times(-1,1)), x(t)=x(t+T)\right\}$. Define a nonlinear operator $N: \bar{\Omega} \subset\left(X \cap X_{0}\right) \subset X \rightarrow Y$ as follows:

$$
N x=\left(\frac{v(t)}{\sqrt{1-v^{2}(t)}},-f(u(t)) \frac{v(t)}{\sqrt{1-v^{2}(t)}}-g(u(t-\sigma))+e(t)\right)^{\top}
$$

where $\bar{\Omega} \subset X_{0} \subset X$ and $\Omega$ is an open and bounded set. Then problem (2.1) can be written as $L x=N x$ in $\bar{\Omega}$.
We know

$$
\operatorname{Ker} L=\left\{x \mid x \in X, x^{\prime}=\left(u^{\prime}(t), v^{\prime}(t)\right)^{\top}=(0,0)^{\top}\right\},
$$

then $\forall t \in R$ we have $u^{\prime}(t)=0, v^{\prime}(t)=0$. Obviously, $u \in R, v \in R$, thus $\operatorname{Ker} L=R^{2}$, and it is also easy to prove that $\operatorname{Im} L=\left\{y \in Y, \int_{0}^{T} y(s) d s=0\right\}$. Therefore, $L$ is a Fredholm operator of index zero.

Let

$$
\begin{aligned}
& P: X \rightarrow \operatorname{Ker} L, \quad P x=\frac{1}{T} \int_{0}^{T} x(s) d s \\
& Q: Y \rightarrow \operatorname{Im} Q, \quad Q y=\frac{1}{T} \int_{0}^{T} y(s) d s .
\end{aligned}
$$

Let $K_{p}=\left.L\right|_{\operatorname{Ker} L \cap D(L)} ^{-1}$, then it is easy to see that

$$
\left(K_{p} y\right)(t)=\int_{0}^{T} G_{k}(t, s) y(s) d s
$$

where

$$
G_{k}(t)= \begin{cases}\frac{s-T}{T}, & 0 \leq t \leq s \\ \frac{s}{T}, & s \leq t \leq T\end{cases}
$$

For all $\bar{\Omega}$ such that $\bar{\Omega} \subset\left(X \cap X_{0}\right) \subset X$, we have $K_{p}(I-Q) N(\bar{\Omega})$ is a relative compact set of $X, Q N(\bar{\Omega})$ is a bounded set of $Y$, so the operator $N$ is $L$-compact in $\bar{\Omega}$.

For the sake of convenience, we list the following assumptions which will be used by us in studying the existence of periodic solutions to Eq. (1.5) in Section 3.
$\left(\mathrm{H}_{1}\right)$ There exist positive constants $D_{1}$ and $D_{2}$ with $D_{1}<D_{2}$ such that
(1) for each positive continuous $T$-periodic function $x(t)$ satisfying $\int_{0}^{T} g(x(t)) d t=0$, there exists a positive point $\tau \in[0, T]$ such that $D_{1} \leq x(\tau) \leq D_{2} ;$
(2) $g(x)<0$ for all $x \in\left(0, D_{1}\right)$ and $g(x)>0$ for all $x>D_{2}$.
$\left(\mathrm{H}_{2}\right) g(x(t))=g_{1}(x(t))+g_{0}(x(t))$, where $g_{1}:(0,+\infty) \rightarrow R$ is a continuous function and
(1) there exist positive constants $m_{0}$ and $m_{1}$ such that $g(x) \leq m_{0} x+m_{1}$ for all $x$ in $(0,+\infty)$;
(2) $\int_{0}^{1} g_{0}(x) d x=-\infty$.
$\left(\mathrm{H}_{3}\right)$ There exist positive constants $\gamma, c_{0}, c_{1}$ such that $\gamma<f(x) \leq c_{0}|x|+c_{1}$ for all $x$ in $(0,+\infty)$.

Throughout this paper, define $A:=\left(\int_{0}^{T}|e(t)|^{2} d t\right)^{\frac{1}{2}}+\sup _{t \in[0, T]}|e(t)|<+\infty$.

## 3 Existence of periodic solutions

Theorem 3.1 Suppose that conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{3}\right)$ hold and $\sigma=k T$, where $k$ is an integer. Also,

$$
\frac{A^{2} c_{0} T}{\gamma^{2}}+\frac{A \sqrt{T}\left(c_{0} D_{2}+c_{1}+2 m_{0} T\right)}{\gamma}+T\left(2 m_{0} D_{2}+2 m_{1}+A\right)<1
$$

Then, there exist positive constants $A_{1}, A_{2}$ and $\rho$, which are independent of $\lambda$ such that

$$
A_{1}<u(t)<A_{2}, \quad\|v\|_{0}<\rho<1,
$$

where $u(t)$ is any solution to the equation $L z=\lambda N z, \lambda \in(0,1)$.

Proof Let $\Omega_{1}=\{z \in \bar{\Omega}, L z=\lambda N z, \lambda \in(0,1)\}$. If $z \in \Omega_{1}$, we have

$$
\left\{\begin{array}{l}
u^{\prime}(t)=\lambda \phi(v(t))=\lambda \frac{v(t)}{\sqrt{1-v^{2}}(t)}  \tag{3.1}\\
v^{\prime}(t)=-\lambda f(u(t)) \phi(v(t))-\lambda g(u(t-\sigma))+\lambda e(t)
\end{array}\right.
$$

Integrating the second equation of (3.1) from 0 to $T$, we have

$$
\begin{equation*}
\int_{0}^{T} g(u(t-\sigma)) d t=0 \tag{3.2}
\end{equation*}
$$

Combining with $\left(\mathrm{H}_{1}\right)(1)$, we can see that there exist positive constants $D_{1}, D_{2}$ and $\tau \in[0, T]$ such that

$$
\begin{equation*}
D_{1} \leq u(\tau) \leq D_{2} \tag{3.3}
\end{equation*}
$$

Therefore, we have

$$
\begin{aligned}
\|u\|_{0} & =\max _{t \in[0, T]}|u(t)| \\
& \leq \max _{t \in[0, T]}\left|u(\tau)+\int_{\tau}^{t} u^{\prime}(s) d s\right|
\end{aligned}
$$

$$
\begin{align*}
& \leq D_{2}+\int_{0}^{T}\left|u^{\prime}(s)\right| d s \\
& \leq D_{2}+\sqrt{T}\left\|u^{\prime}\right\|_{2} \tag{3.4}
\end{align*}
$$

Multiplying the second equation of (3.1) by $u^{\prime}(t)$ and integrating on the interval $[0, T]$, we have

$$
\begin{aligned}
0 & =\int_{0}^{T} v^{\prime}(t) u^{\prime}(t) d t \\
& =-\lambda \int_{0}^{T} f(u(t))\left(u^{\prime}(t)\right)^{2} d t-\lambda \int_{0}^{T} g(u(t-\sigma)) u^{\prime}(t) d t+\lambda \int_{0}^{T} e(t) u^{\prime}(t) d t \\
& =-\lambda \int_{0}^{T} f(u(t))\left(u^{\prime}(t)\right)^{2} d t-\lambda \int_{0}^{T} g(u(t-\sigma)) d u(t-\sigma)+\lambda \int_{0}^{T} e(t) u^{\prime}(t) d t \\
& =-\lambda \int_{0}^{T} f(u(t))\left(u^{\prime}(t)\right)^{2} d t+\lambda \int_{0}^{T} e(t) u^{\prime}(t) d t .
\end{aligned}
$$

It follows from $\left(\mathrm{H}_{3}\right)$ that

$$
\begin{equation*}
\gamma \int_{0}^{T}\left|u^{\prime}(t)\right|^{2} d t \leq \int_{0}^{T}|e(t)|\left|u^{\prime}(t)\right| d t \tag{3.5}
\end{equation*}
$$

From the inequality above, we get

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{2} \leq \frac{A}{\gamma} \tag{3.6}
\end{equation*}
$$

Substituting (3.6) into (3.4), we obtain

$$
\begin{equation*}
\|u\|_{0} \leq D_{2}+\frac{A \sqrt{T}}{\gamma}:=M_{1} . \tag{3.7}
\end{equation*}
$$

Furthermore, from the second equation of (3.1), we can get

$$
\begin{aligned}
\int_{0}^{T}\left|v^{\prime}(t)\right| d t \leq & \lambda \int_{0}^{T}|f(u(t))|\left|u^{\prime}(t)\right| d t \\
& +\lambda \int_{0}^{T}|g(u(t-\sigma))| d t+\lambda \int_{0}^{T}|e(t)| d t .
\end{aligned}
$$

It follows from $\left(\mathrm{H}_{3}\right)$ that

$$
\begin{align*}
\int_{0}^{T}\left|v^{\prime}(t)\right| d t \leq & c_{0} \int_{0}^{T}|u(t)|\left|u^{\prime}(t)\right| d t+c_{1} \int_{0}^{T}\left|u^{\prime}(t)\right| d t \\
& +\int_{0}^{T}|g(u(t-\sigma))| d t+\int_{0}^{T}|e(t)| d t \\
\leq & c_{0}\|u\|_{0} \sqrt{T}\left\|u^{\prime}\right\|_{2}+c_{1} \sqrt{T}\left\|u^{\prime}\right\|_{2} \\
& +\int_{0}^{T}|g(u(t-\sigma))| d t+A T \tag{3.8}
\end{align*}
$$

Write

$$
I_{+}=\{t \in[0, T]: g(u(t-\sigma)) \geq 0\} ; \quad I_{-}=\{t \in[0, T]: g(u(t-\sigma)) \leq 0\} .
$$

Then we can get from (3.2) and $\left(\mathrm{H}_{2}\right)(1)$ that

$$
\begin{align*}
\int_{0}^{T}|g(u(t-\sigma))| d t & =\int_{I_{+}} g(u(t-\sigma)) d t-\int_{I_{-}} g(u(t-\sigma)) d t \\
& =2 \int_{I_{+}} g(u(t-\sigma)) d t \\
& \leq 2 m_{0} \int_{0}^{T} u(t-\sigma) d t+2 \int_{0}^{T} m_{1} d t \\
& \leq 2 m_{0} T\|u\|_{0}+2 \text { Tm }_{1} . \tag{3.9}
\end{align*}
$$

Substituting (3.9) into (3.8) and combining with (3.6) and (3.7), we obtain

$$
\begin{align*}
\int_{0}^{T}\left|v^{\prime}(t)\right| d t \leq & c_{0}\|u\|_{0} \sqrt{T}\left\|u^{\prime}\right\|_{2}+c_{1} \sqrt{T}\left\|u^{\prime}\right\|_{2} \\
& +2 m_{0} T\|u\|_{0}+2 T m_{1}+A T \\
\leq & \frac{A^{2} c_{0} T}{\gamma^{2}}+\frac{A \sqrt{T}\left(c_{0} D_{2}+c_{1}+2 m_{0} T\right)}{\gamma}+T\left(2 m_{0} D_{2}+2 m_{1}+A\right) . \tag{3.10}
\end{align*}
$$

Integrating the first equation of (3.1) on the interval $[0, T]$, we have

$$
\int_{0}^{T} \frac{v(t)}{\sqrt{1-v^{2}}(t)} d t=0
$$

Then we can see that there exists $\eta \in[0, T]$ such that $v(\eta)=0$. It implies that

$$
|v(t)|=\left|\int_{\eta}^{t} v^{\prime}(s) d s+v(\eta)\right| \leq \int_{0}^{T}\left|v^{\prime}(s)\right| d s .
$$

Combining with (3.10) gives

$$
\begin{align*}
|v(t)| & \leq \int_{0}^{T}\left|v^{\prime}(s)\right| d s \\
& \leq \frac{A^{2} c_{0} T}{\gamma^{2}}+\frac{A \sqrt{T}\left(c_{0} D_{2}+c_{1}+2 m_{0} T\right)}{\gamma}+T\left(2 m_{0} D_{2}+2 m_{1}+A\right) \\
& :=\rho . \tag{3.11}
\end{align*}
$$

Since $\frac{A^{2} c_{0} T}{\gamma^{2}}+\frac{A \sqrt{T}\left(c_{0} D_{2}+c_{1}+2 m_{0} T\right)}{\gamma}+T\left(2 m_{0} D_{2}+2 m_{1}+A\right)<1$, then we have

$$
\begin{equation*}
\|v\|_{0}=\max _{t \in[0, T]}|v(t)| \leq \rho<1 \tag{3.12}
\end{equation*}
$$

Then from (3.1) we can also have

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{0} \leq \max _{t \in[0, T]} \frac{|v(t)|}{\sqrt{1-v^{2}(t)}} \leq \frac{\rho}{1-\rho^{2}}:=B . \tag{3.13}
\end{equation*}
$$

On the other hand, from the second equation of (3.1) and by $\left(\mathrm{H}_{2}\right)$, we can see that

$$
\begin{equation*}
v^{\prime}(t+\sigma)=-\lambda f(u(t+\sigma)) u^{\prime}(t+\sigma)-\lambda\left[g_{1}(u(t))+g_{0}(u(t))\right]+\lambda e(t+\sigma) . \tag{3.14}
\end{equation*}
$$

Multiplying both sides of Eq. (3.14) by $u^{\prime}(t)$, we have

$$
\begin{align*}
v^{\prime}(t+\sigma) u^{\prime}(t)= & -\lambda f(u(t+\sigma)) u^{\prime}(t+\sigma) u^{\prime}(t)-\lambda\left[g_{1}(u(t))+g_{0}(u(t))\right] u^{\prime}(t) \\
& +\lambda e(t+\sigma) u^{\prime}(t) \tag{3.15}
\end{align*}
$$

Let $\tau \in[0, T]$ be as in (3.3). For any $t \in[\tau, T]$, integrating Eq. (3.15) on the interval $[\tau, T]$, we have

$$
\begin{aligned}
\lambda \int_{u(\tau)}^{u(t)} g_{0}(u) d u= & \lambda \int_{\tau}^{t} g_{0}(u(t)) u^{\prime}(t) d t \\
= & -\int_{\tau}^{t} v^{\prime}(t+\sigma) u^{\prime}(t) d t-\lambda \int_{\tau}^{t} f(u(t+\sigma)) u^{\prime}(t+\sigma) u^{\prime}(t) d t \\
& -\lambda \int_{\tau}^{t} g_{1}(u(t)) u^{\prime}(t) d t+\lambda \int_{\tau}^{t} e(t+\sigma) u^{\prime}(t) d t .
\end{aligned}
$$

Then from the inequality above, we get

$$
\begin{align*}
\left|\int_{u(\tau)}^{u(t)} g_{0}(u) d u\right|= & \left|\int_{\tau}^{t} g_{0}(u(t)) u^{\prime}(t) d t\right| \\
\leq & \int_{0}^{T}\left|v^{\prime}(t+\sigma)\right|\left|u^{\prime}(t)\right| d t+\int_{0}^{T}|f(u(t+\sigma))|\left|u^{\prime}(t+\sigma)\right|\left|u^{\prime}(t)\right| d t \\
& +\int_{0}^{T}\left|g_{1}(u(t))\right|\left|u^{\prime}(t)\right| d t+\int_{0}^{T}|e(t+\sigma)|\left|u^{\prime}(t)\right| d t . \tag{3.16}
\end{align*}
$$

Set $F_{M_{1}}=\max _{|u| \leq M_{1}}|f(u)|$ and $G_{M_{1}}=\max _{|u| \leq M_{1}}\left|g_{1}(u)\right|$, then we have

$$
\begin{align*}
& \int_{0}^{T}|f(u(t+\sigma))|\left|u^{\prime}(t+\sigma)\right|\left|u^{\prime}(t)\right| d t \\
& \quad \leq F_{M_{1}}\left(\int_{0}^{T}\left|u^{\prime}(t+\sigma)\right|^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{T}\left|u^{\prime}(t)\right|^{2} d t\right)^{\frac{1}{2}} \\
& \quad=F_{M_{1}}\left\|u^{\prime}\right\|_{2}^{2} \tag{3.17}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}\left|g_{1}(u(t))\right|\left|u^{\prime}(t)\right| d t \leq G_{M_{1}}\left\|u^{\prime}\right\|_{0} T \tag{3.18}
\end{equation*}
$$

Substituting (3.17) and (3.18) into (3.16) and combining with (3.6) and (3.13), we obtain

$$
\begin{aligned}
\left|\int_{u(\tau)}^{u(t)} g_{0}(u) d u\right| \leq & \left\|u^{\prime}\right\|_{0} \int_{0}^{T}\left|v^{\prime}(t+\sigma)\right| d t+F_{M_{1}}\left\|u^{\prime}\right\|_{2}^{2} \\
& +G_{M_{1}}\left\|u^{\prime}\right\|_{0} T+A\left\|u^{\prime}\right\|_{2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \rho B+\frac{F_{M_{1}} A^{2}}{\gamma^{2}}+G_{M_{1}} B T+\frac{A^{2}}{\gamma} \\
& <+\infty
\end{aligned}
$$

According to $\left(\mathrm{H}_{2}\right)(2)$, we can see that there exists a constant $M_{2}>0$ such that, for $t \in[\tau, T]$,

$$
\begin{equation*}
u(t) \geq M_{2} \tag{3.19}
\end{equation*}
$$

For the case $t \in[0, \tau]$, we can handle it similarly.
Let us define

$$
0<A_{1}=\min \left\{D_{1}, M_{2}\right\}
$$

and

$$
A_{2}=\max \left\{D_{2}, M_{1}\right\},
$$

then by (3.3), (3.7) and (3.19) we can obtain

$$
\begin{equation*}
A_{1}<u(t)<A_{2} . \tag{3.20}
\end{equation*}
$$

Therefore, from (3.12) and (3.20), we can see that the proof of Theorem 3.1 is now complete.

Theorem 3.2 Assume that all the conditions in Theorem 3.1 hold, then Eq. (1.5) has at least one positive T-periodic solution.

Proof Set

$$
\Omega=\left\{x=(u, v)^{\top} \in X: A_{1}<u(t)<A_{2},\|v\|_{0}<\rho_{1}<\frac{\rho+1}{2}\right\} .
$$

Then the condition (1) of Lemma 2.1 is satisfied.
Suppose that there exists $x \in \partial \Omega \cap \operatorname{Ker} L$ such that $Q N x=\frac{1}{T} \int_{0}^{T} N x(s) d s=(0,0)^{\top}$, i.e.,

$$
\left\{\begin{array}{l}
\frac{1}{T} \int_{0}^{T} \frac{v(t)}{\sqrt{1-v^{2}(t)}} d t=0  \tag{3.21}\\
\frac{1}{T} \int_{0}^{T}\left[-f(u(t)) \frac{v(t)}{\sqrt{1-v^{2}(t)}}-g(u(t-\sigma))+e(t)\right] d t=0
\end{array}\right.
$$

Since $\operatorname{Ker} L=R^{2}$, and $u \in R, v \in R$ are constant, combining with the first equation of (3.21), we obtain

$$
v=0<\rho .
$$

From the second equation of (3.21), we have

$$
\frac{1}{T} \int_{0}^{T} g(u(t-\sigma)) d t=0
$$

From $\left(\mathrm{H}_{1}\right)(1)$ we can see that

$$
A_{1}<D_{1} \leq u(t) \leq D_{2}<A_{2} .
$$

It is in contradiction to $x \in \partial \Omega$. So $\forall x \in \operatorname{Ker} L \cap \partial \Omega$, we have $Q N x \neq 0$. Then the condition (2) of Lemma 2.1 is satisfied.

In the following, we prove that the condition (3) of Lemma 2.1 is also satisfied.
Let

$$
z=A x=A\binom{u}{v}=\binom{u-\frac{A_{1}+A_{2}}{2}}{v},
$$

then we have

$$
x=z+\binom{\frac{A_{1}+A_{2}}{2}}{0} .
$$

Define $J: \operatorname{Im} Q \rightarrow \operatorname{Ker} L$ is a linear isomorphism,

$$
J(u, v)=\binom{v}{-u}
$$

and define

$$
H(\mu, x)=\mu A x+(1-\mu) J Q N x, \quad \forall(x, \mu) \in \Omega \times[0,1] .
$$

Then

$$
\begin{equation*}
H(\mu, x)=\binom{\mu u-\frac{\mu\left(A_{1}+A_{2}\right)}{2}}{\mu v}+\frac{1-\mu}{T}\binom{\int_{0}^{T}\left[\frac{f(u) v}{\sqrt{1-v^{2}}}+g(u)\right] d t}{\int_{0}^{T} \frac{v}{\sqrt{1-v^{2}}} d t} . \tag{3.22}
\end{equation*}
$$

Now we claim that $H(\mu, x)$ is a homotopic mapping. Assume, by way of contradiction, that there exist $\mu_{0} \in[0,1]$ and $x_{0}=\binom{u_{0}}{v_{0}} \in \partial \Omega$ such that $H\left(\mu_{0}, x_{0}\right)=0$.

Substituting $\mu_{0}$ and $x_{0}$ into (3.22), we have

$$
\begin{equation*}
H\left(\mu_{0}, x_{0}\right)=\binom{\mu_{0} u_{0}-\frac{\mu_{0}\left(A_{1}+A_{2}\right)}{2}+\left(1-\mu_{0}\right) f\left(u_{0}\right) \frac{v_{0}}{\sqrt{1-v_{0}^{2}}}+\left(1-\mu_{0}\right) g\left(u_{0}\right)}{\mu_{0} v_{0}+\left(1-\mu_{0}\right) \frac{v_{0}}{\sqrt{1-v_{0}^{2}}}} . \tag{3.23}
\end{equation*}
$$

Since $H\left(\mu_{0}, x_{0}\right)=0$, then we can see that

$$
\mu_{0} v_{0}+\left(1-\mu_{0}\right) \frac{v_{0}}{\sqrt{1-v_{0}^{2}}}=0 .
$$

Combining with $\mu_{0} \in[0,1]$, we obtain $v_{0}=0$. Thus $u_{0}=A_{1}$ or $A_{2}$.
If $u_{0}=A_{1}$, it follows from $\left(\mathrm{H}_{1}\right)(2)$ that $g\left(u_{0}\right)<0$, then substituting $v_{0}=0$ into (3.23), we have

$$
\begin{align*}
& \mu_{0} u_{0}-\frac{\mu_{0}\left(A_{1}+A_{2}\right)}{2}+\left(1-\mu_{0}\right) f\left(u_{0}\right) \frac{v_{0}}{\sqrt{1-v_{0}^{2}}}+\left(1-\mu_{0}\right) g\left(u_{0}\right) \\
& \quad=\mu_{0} u_{0}-\frac{\mu_{0}\left(A_{1}+A_{2}\right)}{2}+\left(1-\mu_{0}\right) g\left(u_{0}\right) \\
& \quad<\mu_{0}\left(u_{0}-\frac{A_{1}+A_{2}}{2}\right)<0 . \tag{3.24}
\end{align*}
$$

If $u_{0}=A_{2}$, it follows from $\left(\mathrm{H}_{1}\right)(2)$ that $g\left(u_{0}\right)>0$, then substituting $v_{0}=0$ into (3.23), we have

$$
\begin{align*}
& \mu_{0} u_{0}-\frac{\mu_{0}\left(A_{1}+A_{2}\right)}{2}+\left(1-\mu_{0}\right) f\left(u_{0}\right) \frac{v_{0}}{\sqrt{1-v_{0}^{2}}}+\left(1-\mu_{0}\right) g\left(u_{0}\right) \\
& \quad=\mu_{0} u_{0}-\frac{\mu_{0}\left(A_{1}+A_{2}\right)}{2}+\left(1-\mu_{0}\right) g\left(u_{0}\right) \\
& \quad>\mu_{0}\left(u_{0}-\frac{A_{1}+A_{2}}{2}\right)>0 . \tag{3.25}
\end{align*}
$$

Combining with (3.24) and (3.25), we can see that $H\left(\mu_{0}, x_{0}\right) \neq 0$, which contradicts the assumption. Therefore $H(\mu, x)$ is a homotopic mapping and $x^{\top} H(\mu, x) \neq 0, \forall(x, \mu) \in(\partial \Omega \cap$ $\operatorname{Ker} L) \times[0,1]$. Then

$$
\begin{aligned}
\operatorname{deg}(J Q N, \Omega \cap \operatorname{Ker} L, 0) & =\operatorname{deg}(H(0, x), \Omega \cap \operatorname{Ker} L, 0) \\
& =\operatorname{deg}(H(1, x), \Omega \cap \operatorname{Ker} L, 0) \\
& =\operatorname{deg}(A x, \Omega \cap \operatorname{Ker} L, 0) \\
& =\sum_{x \in A^{-1}(0)} \operatorname{sgn}\left|A^{\prime}(x)\right| \\
& =1 \neq 0 .
\end{aligned}
$$

Thus, the condition (3) of Lemma 2.1 is also satisfied.
Therefore, by applying Lemma 2.1, we can conclude that Eq. (1.5) has at least one positive $T$-periodic solution.

## 4 Example

As an application, we consider the following example:

$$
\begin{equation*}
\left(\frac{u^{\prime}(t)}{\sqrt{1+\left(u^{\prime}(t)\right)^{2}}}\right)^{\prime}+\left[\frac{u^{3}(t)}{3+u^{2}(t)}+9\right] u^{\prime}(t)+g(u(t))=\frac{1}{32} \sin 8 t . \tag{4.1}
\end{equation*}
$$

Corresponding to Theorem 3.1 and (1.5), we have

$$
\begin{aligned}
& f(u(t))=\frac{u^{3}(t)}{3+u^{2}(t)}+9, \quad g(u(t))=g_{1}(u(t))+g_{0}(u(t))=\frac{1}{32} u(t)-\frac{1}{u(t)} \\
& e(t)=\frac{1}{32} \sin 8 t .
\end{aligned}
$$

Then we can have and choose

$$
\begin{aligned}
& T=\frac{\pi}{4}, \quad \gamma=8, \quad c_{0}=\frac{1}{3}, \quad c_{1}=9 \\
& m_{0}=\frac{1}{32}, \quad m_{1}=\frac{1}{128}, \quad D_{1}=1, \quad D_{2}=9
\end{aligned}
$$

and

$$
A:=\left(\int_{0}^{T}|e(t)|^{2} d t\right)^{\frac{1}{2}}+\sup _{t \in[0, T]}|e(t)|<\frac{1}{16}<+\infty
$$

Then we can see that $\left(\mathrm{H}_{1}\right)(1)$ and $\left(\mathrm{H}_{1}\right)(2)$ hold. Meanwhile,

$$
\frac{A^{2} c_{0} T}{\gamma^{2}}+\frac{A \sqrt{T}\left(c_{0} D_{2}+c_{1}+2 m_{0} T\right)}{\gamma}+T\left(2 m_{0} D_{2}+2 m_{1}+A\right) \approx 0.587<1
$$

Hence, by applying Theorem 3.2, we can see that Eq. (4.1) has at least one positive $T$-periodic solution.
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