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Abstract
In this paper, we introduce the analogue of Caputo type fractional derivatives on a
(q,h)-discrete time scale which can be reduced to Caputo type fractional differences
studied by Abdeljawad (Comput. Math. Appl. 62:1602-1611, 2011) and Caputo type
fractional q-differences studied by Atici and Eloe via the choice q = h = 1 and h = 0,
respectively. Then, we solve linear fractional difference equations involving Caputo
type (q,h)-derivatives and give the general solutions in terms of discrete Mittag-Leffler
functions introduced by Cermak et al. In addition, we also apply the (q,h)-Laplace
transform method to solve these linear fractional order difference equations.

Keywords: fractional difference equations; discrete time scales; fractional calculus;
(q,h)-calculus

1 Introduction
Fractional calculus deals with the study of fractional order integrals and derivatives and
their applications [–]. Riemann-Liouville and Caputo are kinds of fractional derivatives
which generalize the ordinary integral and differential operators. Differential equations
with fractional derivative provided a natural framework for the discussion of various kinds
of real problems modeled by the aid of fractional derivative, such as viscoelastic system,
signal processing, diffusion processes, control processing, fractional stochastic system,
allometry in biology and ecology (see [, –] and the references therein).

The study of fractional calculus in discrete settings has been initiated in [–]. While
the papers [, ] present the introduction to fractional q-derivatives and q-integrals, the
paper [, ] discusses the basics of fractional difference calculus. Among other significant
papers dealing with these problems, we can mention, e.g., [, –] or [], where discrete
analogues of some topics of continuous fractional calculus have been developed. For some
recent contributions on fractional differential/difference equations, see [–] or []
and the references therein.

The extension of basic notions of fractional calculus to other discrete settings was per-
formed in [, ], where fractional sums and differences have been introduced and stud-
ied in the framework of (q, h)-calculus, which can be reduced to ordinary difference calcu-
lus and q-difference calculus via the choice q = h =  and h = , respectively. This extension
follows recent trends in continuous and discrete analysis, characterized by a unification
and generalization resulting into development of the time scales theory [, ]. Some
interesting results concerning (q, h)-discrete time scales can be found in [, ].
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The aim of this paper is to introduce Caputo type nabla (q, h)-fractional difference op-
erators and investigate their basic properties. Here, we solve some linear fractional differ-
ence equations involving Caputo type (q, h)-derivatives and provide the general solutions
in terms of discrete Mittag-Leffler functions introduced in []. In addition, we also apply
the (q, h)-Laplace transform method (introduced in []) to solve these linear fractional
order difference equations.

2 Preliminaries
For the convenience of readers, we provide some basic concepts concerning the nabla cal-
culus on time scales. The readers are referred to [, , ] for further details of the time
scale theory. By a time scale T we understand any nonempty, closed subset of reals with
the ordering inherited from reals. Thus the reals R, the integers Z, the natural numbers N,
the nonnegative integers N, the h-numbers hZ = {hk : k ∈ Z} with fixed h > , and the
q-numbers qN = {qk : k ∈N} with fixed q >  are examples of time scales.

For any t ∈ T, we define the forward and backward jump operators as σ (t) := inf{s ∈
T : s > t} and ρ(t) := sup{s ∈ T : s < t}, respectively. The forward and backward graininess
functions are defined as μ(t) := σ (t) – t and μ(t) := t – ρ(t), respectively. By convention,
inf{∅} = sup{T} and sup{∅} = inf{T} for these operators. We say that a point is left-dense if
ρ(t) = t and left-scattered if ρ(t) �= t. The right-dense and right-scattered points are defined
in a similar manner. A point which is both left- and right-scattered is discrete. If inf{T} =
a > –∞, we define Tκ := T\a, otherwise Tκ := T.

For a function f : T → R and a point t ∈ Tκ , we define f ∇ (t) to be a number such that
for ε >  there exists a neighborhood U ⊂ T of t which satisfies

∣
∣f

(

ρ(t)
)

– f (τ ) – f ∇ (t)
[

τ – ρ(t)
]∣
∣ ≤ ε

∣
∣τ – ρ(t)

∣
∣ for all τ ∈ U .

If f ∇ (t) is defined for all t ∈ Tκ , then the function obtained is called the ∇-derivative
of f .

A function f : T →R is called left-dense continuous or ld-continuous provided it is con-
tinuous at every left-dense point in T, and f (t+) exists for every right-dense point in T,
and the set of ld-continuous functions is denoted by Cld(T). If f ∈ Cld(T), then there is a
function F such that F∇ (t) = f (t). In this case, we define the ∇-integral as

∫ t

a
f (τ )∇τ = F(t) – F(a) for all t ∈ T.

Clearly, if f : T→ R is ld-continuous and t ∈ Tκ , then

∫ t

ρ(t)
f (τ )∇τ = ν(t)f (t).

A function f ∈ Cld(T) is called ν-regressive if  + f ν �=  on Tκ , and f ∈ Cld(T) is called
positively regressive if  + f ν >  on Tκ . The set of ν-regressive functions and the set of posi-
tively ν-regressive functions are denoted by Rν(T) and R+

ν (T), respectively. For simplicity,
we denote by cRν(T) the set of ν-regressive constants.
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Let λ ∈ cRν(T) and s ∈ T, then the generalized exponential function êλ(·, s) on time scale
T is denoted by the unique solution of the initial value problem

{

x∇ (t) = λx(t), t ∈ Tκ ;
x(s) = .

For p ∈ cRν(T), define circle minus p by


νp := –
p

 – pν
.

Then the unique solution of the initial value problem

{

x∇ (t) = –λx(t), t ∈ Tκ ;
x(s) = 

takes the form ê
νλ(·, s). It is known that the exponential function êf (·, s) is strictly positive
on [s,∞)T provided that f ∈R+([s,∞)T).

The definition of the generalized monomials ĥn : T×T →R (n ∈N) is given by

ĥn(t, s) =

{

, n = ;
∫ t

s ĥn–(τ , s)∇τ , n ∈ N

for s, t ∈ T (see []). If we let ĥ∇
n (t, s) denote for each fixed s ∈ T the derivatives of ĥ∇

n (t, s)
with respect to t, then

ĥ∇
n (t, s) = ĥn–(t, s) for n ∈N, t ∈ Tκ .

An important relation between the generalized exponential function and the monomials
is given by

êλ(t, s) =
∞

∑

k=

λkĥk(t, s) for s, t ∈ T with t ≥ s,

where λ ∈Rc(T).
(First mean value theorem for integrals [].) Let f and g be bounded and ∇-integrable

functions on [a, b]T, and let g be nonnegative (or nonpositive) on [a, b]T. Set m = inf{f (t) :
t ∈ [a, b)T} and M = sup{f (t) : t ∈ [a, b)T}. Then there exists a real number η satisfying
m ≤ η ≤ M such that

∫ b

a
f (t)g(t)∇t = η

∫ b

a
g(t)∇t.

For example, the function ĥn(t, s) ≥  for all t ≥ s and n ∈ N. Let f be an integrable
function on [t, s] ⊂ T, and let m and M be the infimum and the supremum, respectively,
of f on [t, s]. Then there exists a number K between m and M such that

∫ t

s
f (τ )̂hn(τ , s)∇τ = K

∫ t

s
ĥn(τ , s)∇τ = Kĥn+(t, s).
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The nabla Laplace transform of a function f : T →R is defined by []

L{f }(z, s) :=
∫ ∞

s
ê
νz

(

ρ(τ ), s
)

f (τ )∇τ for z ∈D,

where D consists of all complex numbers z ∈C for which the improper ∇-integral exists.
The convolution of two functions f , g : T→R is defined by

(f ∗ g)(t) :=
∫ t

a
f̂
(

t,ρ(s)
)

g(s)∇s, t ∈ T,

where f̂ is the shift of f introduced in []. Then

L{f ∗ g}(z) = L{f }(z) ·L{g}(z).

The following result is the nabla version of the result obtained in []: (change of inte-
gration order) Let f ∈ Cld(T), then

∫ t

s

∫ η

s
f (η, ζ )∇ζ∇η =

∫ t

s

∫ t

ρ(ζ )
f (η, ζ )∇η∇ζ for s, t ∈ T.

3 (q, h)-Fractional calculus
Consider the following (q, h)-time scale (for details, see [, ]):

T
t
(q,h) =

{

tqk + [k]qh : k ∈ Z
} ∪

{
h

 – q

}

for t > , q ≥ , h ≥  and q + h > . Note that if q = , then the cluster point h/( – q) = –∞
is not involved in T. The forward and backward jump operator is the linear function σ (t) =
qt + h and ρ(t) = q–(t – h), respectively. Similarly, the forward and backward graininess is
given by μ(t) = (q – )t + h and ν(t) = q–μ(t), respectively. Observe that

σ k(t) = qkt + [k]qh and ρk(t) = q–k(t – [k]qh
)

.

The following relation

ν
(

ρk(t)
)

= q–kν(t)

holds for t ∈ T.
The nabla (q, h)-derivative of the function f : Tt

(q,h) →R is defined by

∇(q,h)f (t) :=
f (t) – f (ρ(t))

ν(t)
=

f (t) – f (q̃(t – h))
( – q̃)t + q̃h

,
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where q̃ = q–. Let t, a ∈ T
t
(q,h) such that h/( – q) ≤ a ≤ t and f : T → R. Then the nabla

(q, h)-integral exists and can be calculated (provided t > a) via the formula

a∇–
(q,h)f (t) :=

∫ t

a
f (τ )∇τ =

n–
∑

k=

ν
(

ρk(t)
)

f
(

ρk(t)
)

=
((

 – q–)t + q–h
)

n–
∑

k=

q–kf
(

q–kt + [–k]qh
)

.

The Taylor monomials and the power functions on T
t
(q,h) have the forms

ĥn(t, s) =
∏n–

j= (σ j(t) – s)
[n]q!

=
∏n–

j= (t,ρ j(s))
[n]q̃!

,

(t – s)(n)
(q̃,h) =

n–
∏

j=

(

t – ρ j(s)
)

,

respectively, and the extension of the monomials ĥn(t, s) corresponding to T
t
(q,h) takes the

form

ĥα(t, s) =
(t – s)(α)

(q̃,h)

�q̃(α + )
, α ∈R.

Another (equivalent) expression of ĥα(t, s) is provided by the following assertion.

Proposition . Let α ∈R, s, t ∈ T
t
(q,h) and n ∈ N be such that t = σ n(s). Then

ĥα(t, s) =
(

ν(t)
)α

[

α + n – 
n – 

]

q̃

()

=
(

ν(t)
)α

[

–α – 
n – 

]

q̃

(–)n–q̃α(n–)+(n
). ()

Proposition . Let α ∈ R, s, t ∈ T
t
(q,h) and k, n ∈ N be such that t = σ n(s) and k ≤ n.

Then

ĥα

(

ρk(t), s
)

= q̃αk(ν(t)
)α

[

α + n – k – 
n – k – 

]

q̃

()

= q̃αk(ν(t)
)α

[

–β

n – k – 

]

q̃

(–)n–k–q̃(β–)(n–k–)+(n–k
 ). ()

Proof The proof is similar to the proof of Proposition . in [].
Let q > . Using the relations

[t] =
ν(t)

( – q̃)
⇒ [

ρk(t)
]

= q̃k ν(t)
( – q̃)

and
[s]

[ρk(t)]
= q̃n–k ,
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we can derive that

ĥα

(

ρk(t), s
)

=
[ρk(t)]α([s]/[ρk(t)], q̃)∞

�q̃(α + )(q̃α[s]/[ρk(t)], q̃)∞

=
q̃αk(ν(t))α( – q̃)–α(q̃n–k , q̃)∞

�q̃(α + )(q̃α+n–k , q̃)∞

= q̃αk(ν(t)
)α �q̃(α + n – k)

�q̃(α + )�q̃(n – k)

= q̃αk(ν(t)
)α

[

α + n – k – 
n – k – 

]

q̃

= q̃αk(ν(t)
)α

[

–β

n – k – 

]

q̃

(–)n–k–q̃(β–)(n–k–)+(n–k
 ).

Here, we use the identities

[

x
k

]

q̃

=
�q̃(x + )

�q̃(k + )�q̃(x – k + )
, x ∈R, k ∈ Z,

�q̃(x + m)
�q̃(x)

= (–)mq̃xm+(m
)

�q̃( – x)
�q̃( – x – m)

, x ∈R, m ∈ Z
+,

where �q̃ is the q-gamma function defined as

�q̃(x) =
(q̃, q̃)∞( – q̃)–x

(q̃x, q̃)∞
,  < q̃ < . �

The following theorem is an extension of the result provided in [] in T
t
(q,h).

Theorem . Let n ∈N and t, a ∈ T
t
(q,h). Suppose f : Tt

(q,h) →R, then

f (t) =
n–
∑

k=

ĥk(t, a)∇k
(q,h)f (a) +

∫ t

a
ĥn–

(

t,ρ(τ )
)∇n

(q,h)f (τ )∇τ . ()

Lemma . ([]) Let m ∈ Z
+, α ∈R, s, t ∈ T

t
(q,h) and n ∈ Z

+, n ≥ m be such that t = σ n(s).
Then

∇m
(q,h)ĥα(t, s) =

{

ĥα–m(t, s), α /∈ {, , . . . , m – },
, α ∈ {, , . . . , m – }. ()

Let a ∈ T
t
(q,h), a > h/(–q) be fixed. We consider the following restricted (q, h)-time scale:

T̃
σ i(a)
(q,h) =

{

t ∈ T, t ≥ σ i(a)
}

, i = , , , . . . , ()

where the symbol σ i stands for the ith iterate of σ (analogously, we use the symbol ρ i).
Now we can continue with the introduction of (q, h)-fractional integral and (q, h)-

fractional derivative of a function f : T̃σ i(a)
(q,h) →R. Let t ∈ T̃

σ i(a)
(q,h) .
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Definition . ([]) The nabla (q, h)-fractional integral (in the sense of Riemann-
Liouville) of order α ∈R

+ over the time scale interval [a, t] ∩ T̃
a
(q,h) is defined by

a∇–α
(q,h)f (t) :=

∫ t

a
ĥα–

(

t,ρ(τ )
)

f (τ )∇τ . ()

The nabla (q, h)-fractional derivative (in the sense of Caputo) of order α ∈R
+ is defined

by

C
a ∇α

(q,h)f (t) := a∇–(m–α)∇mf (t) ()

=
∫ t

a
ĥm–α–

(

t,ρ(τ )
)∇mf (τ )∇τ , ()

where m ∈ Z
+ is such that m –  < α ≤ m.

Lemma . ([]) Let α ∈R
+, β ∈R and t ∈ T̃

σ (a)
(q,h). Then

a∇–α
(q,h)ĥβ (t, a) = ĥα+β (t, a). ()

The following lemma is useful.

Lemma . For all α,β ∈ R and t, s ∈ T̃
σ (a)
(q,h),

∫ t

a
ĥα–

(

t,ρ(τ )
)

ĥβ–(τ , a)∇τ = ĥα+β–(t, a). ()

The proof is similar to the proof of Proposition . in []. For the sake of completeness,
we give the following proof.

Proof Let T̃σ (a)
(q,h) be such that t = σ n(a) for some n ∈ Z

+. We have

∫ t

a
ĥα–

(

t,ρ(τ )
)

ĥβ–(τ , a)∇τ

=
n–
∑

k=

ĥα–
(

t,ρk+(t)
)

ĥβ–
(

ρk(t), a
)

ν
(

ρk(t)
)

=
n–
∑

k=

(

ν(t)
)α–

[

–α

k

]

q̃

(–)kq̃(α–)k+(k+
 )

× q̃(β–)k(ν(t)
)β–

[

–β

n – k – 

]

q̃

(–)n–k–q̃(β–)(n–k–)+(n–k
 )q̃kν(t)

=
(

ν(t)
)α+β–

n–
∑

k=

[

–α

k

]

q̃

[

–β

n – k – 

]

q̃

(–)n–q̃k–k(n–)+kα+(n
)+(β–)(n–)

=
(

ν(t)
)α+β–

n–
∑

k=

[

–α

n – k – 

]

q̃

[

–β

k

]

q̃

× (–)n–q̃(n–k–)–(n–k–)(n–)+(n–k–)α+(n
)+(β–)(n–)
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=
(

ν(t)
)α+β–

n–
∑

k=

[

–α

n – k – 

]

q̃

[

–β

k

]

q̃

(–)n–q̃k–k(n–)–kα+(α+β)(n–)+(n
)

=
(

ν(t)
)α+β–

n–
∑

k=

[

–α

(n – ) – k

]

q̃

[

–β

k

]

q̃

(–)n–q̃k–k(n–)–kα+(α+β–)(n–)+(n
)

=
(

ν(t)
)α+β–

n–
∑

k=

[

–(α + β – ) – 
n – 

]

q̃

(–)n–q̃(α+β–)(n–)+(n
)

= ĥα+β–(t, a),

where we used the q-Vandermonde identity []

n
∑

k=

[

x
n – k

]

q̃

[

y
k

]

q̃

q̃k–nk+xk =

[

x + y
n

]

q̃

, x, y ∈R, m ∈N.

The following relations are used in the above proof:

ν
(

ρk(t)
)

= q̃kν(t). �

With the power rule stated in Lemma ., we can perform its extension to Caputo type
nabla (q, h)-fractional derivative of the function ĥβ (t, a) as below.

Lemma . Let α ∈R
+, β ∈R, t ∈ T̃

σm+(a)
(q,h) , where m ∈ Z

+ satisfies m –  < α ≤ m. Then

C
a ∇α

(q,h)ĥβ (t, a) =

{

ĥβ–α(t, a), β /∈ {, , . . . , m – };
, β ∈ {, , . . . , m – }. ()

Proof The definition of Caputo nabla derivative and Lemma . yield

C
a ∇α

(q,h)ĥβ (t, a) = a∇–(m–α)∇mĥβ (t, a)

= a∇–(m–α)

{

ĥβ–m(t, a), β /∈ {, , . . . , m – };
, β ∈ {, , . . . , m – },

=

{

ĥβ–α(t, a), β /∈ {, , . . . , m – };
, β ∈ {, , . . . , m – }. �

Theorem . Let α ∈ R and n ∈ Z
+ so that n –  < α ≤ n. Then

a∇–α
(q,h)

C
a ∇α

(q,h)f (t) = f (t) –
n–
∑

k=

ĥk(t, a)∇k
(q,h)f (a). ()

Proof By deploying the definitions of fractional integral and Caputo nabla derivative,
Lemma . and change of integration order, we obtain

a∇–α
(q,h)

C
a ∇α

(q,h)f (t) =
∫ t

a
ĥα–

(

t,ρ(τ )
)(C

a ∇α
(q,h)f (τ )

)∇τ

=
∫ t

a
ĥα–

(

t,ρ(τ )
)
(∫ τ

a
ĥm–α–

(

τ ,ρ(u)
)(∇m

(q,h)f (u)
)∇u

)

∇τ
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=
∫ t

a
∇m

(q,h)f (u)
(∫ t

ρ(u)
ĥα–

(

t,ρ(τ )
)

ĥm–α–
(

τ ,ρ(u)
)∇τ

)

∇u

=
∫ t

a
ĥm–

(

t,ρ(u)
)∇m

(q,h)f (u))∇u

= f (t) –
m–
∑

k=

ĥk(t, a)∇k
(q,h)f (a)

(

by Taylor’s formula, ()
)

. �

In the following theorem we give the alternative definition of nabla (q, h)-derivative (Ca-
puto).

Theorem . Let α ∈R and n ∈ Z
+ so that n –  < α ≤ n. Then

C
a ∇α

(q,h)f (t) = a∇α
(q,h)

{

f (t) –
n–
∑

k=

ĥk(t, a)∇k
(q,h)f (a)

}

. ()

Proof It follows immediately from relation () and the fact that a∇α(a∇–αf )(t) = f (t)
[]. �

4 Application
In this section we give solutions for fractional initial value problems on T

t
(q,h). The follow-

ing definition and results are due to Čermák et al. [].

Definition . Let α,β ,λ ∈R. The (q, h)-Mittag-Leffler function Es,λ
α,β (t) is defined by

Es,λ
α,β (t) =

∞
∑

k=

λkĥαk+β–(t, s)

(

=
∞

∑

k=

λk
(t – s)(αk+β–)

(q̃,h)

�q̃(αk + β)

)

()

for s, t ∈ T̃
σ (a)
(q,h) and t ≥ s.

It is easy to check that the series on the right-hand side converges (absolutely) if
|λ|(ν(t))α < .

Theorem . ([]) Let η ∈R
+ and t ∈ T

σ (a)
(q,h). Then

a∇–η

(q,h)E
a,λ
α,β (t) = Ea,λ

α,β+η(t). ()

Theorem . Let γ ∈ R
+, m ∈ Z

+ be such that m –  < γ ≤ m, and let αk + β –  /∈
{, , . . . , m} for all k ∈ Z

+. If t ∈ T
σm+(a)
(q,h) , then

C
a ∇γ

(q,h)E
a,λ
α,β (t) =

{

Ea,λ
α,β–γ (t), β /∈ {, , . . . , m},

λEa,λ
α,α+β–γ (t), β ∈ {, , . . . , m}. ()

Proof By definition of (q, h)-Mittag-Leffler function,

C
a ∇γ

(q,h)E
a,λ
α,β (t) = C

a ∇γ

(q,h)

∞
∑

k=

λkĥα(t, s)αk+β–(t, a) =
∞

∑

k=

λkC
a ∇γ

(q,h)ĥα(t, s)αk+β–(t, a) ()

due to the absolute convergence property.
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If k ∈ Z
+, then Lemma . implies the relation

C
a ∇γ

(q,h)ĥα(t, s)αk+β–(t, a) = ĥα(t, s)αk+β–γ –(t, a) ()

due to the assumption αk +β –  /∈ {, , . . . , m}. If k = , then two possibilities may occur. If
β /∈ {, , . . . , m}, we get that () with k =  implies the validity of (). If β ∈ {, , . . . , m},
then C

a ∇γ

(q,h)ĥα(t, s)αk+β–(t, a) = , and by shifting the index k, i.e.,

∞
∑

k=

λkC
a ∇γ

(q,h)ĥα(t, s)αk+β–(t, a) = λ

∞
∑

k=

λkĥα(t, s)αk+α+β–γ –(t, a), ()

we obtain (). This completes the proof. �

Let us consider the following Cauchy type fractional initial value problem (FIVP):

C
a ∇α

(q,h)y(t) – λy(t) = f (t), t ∈ T̃
σn+(a)
(q,h) , ()

∇ jy(t)|t=σn–(a) = bj ∈R, j = , , . . . , n – , ()

where f : T̃σn+(a)
(q,h) → R, α ∈ R

+ and n ∈ Z
+ are such that n –  < α ≤ n. Here, we assume

that ν-regressivity condition is ensured, that is, λ(ν(t))α �= .
It can be easily verified that the above FIVP can be reduced to the Volterra type integral

equation

y(t) =
n–
∑

k=

bkĥk(t, a) + λ

∫ t

a
ĥα–

(

t,ρ(τ )
)

y(τ )∇τ +
∫ t

a
ĥα–

(

t,ρ(τ )
)

f (τ )∇τ . ()

We apply the method of successive approximations by setting

y(t) =
n–
∑

k=

bkĥk(t, a),

ym(t) = y(t) + λ

∫ t

a
ĥα–

(

t,ρ(τ )
)

ym–(τ )∇τ +
∫ t

a
ĥα–

(

t,ρ(τ )
)

f (τ )∇τ .

Thus

y(t) =
n–
∑

k=

bkĥk(t, a) +
n–
∑

k=

λbkĥα+k(t, a) +
∫ t

a
ĥα–

(

t,ρ(τ )
)

f (τ )∇τ

=
n–
∑

k=

bk


∑

j=

λĵhαj+k(t, a) +
∫ t

a
ĥα–

(

t,ρ(τ )
)

f (τ )∇τ ,

y(t) =
n–
∑

k=

bk


∑

j=

λĵhαj+k(t, a) +
∫ t

a

[

λ̂hα–
(

t,ρ(τ )
)

+ ĥα–
(

t,ρ(τ )
)]

f (τ )∇τ

=
n–
∑

k=

bk


∑

j=

λĵhαj+k(t, a) +
∫ t

a


∑

j=

λj–̂hαj–
(

t,ρ(τ )
)

f (τ )∇τ ,
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...

ym(t) =
n–
∑

k=

bk

m
∑

j=

λĵhαj+k(t, a) +
∫ t

a

m
∑

j=

λj–̂hαj–
(

t,ρ(τ )
)

f (τ )∇τ .

Taking the limit as m → ∞, we arrive at the approximate solution to equation (), and
taking into account (), we obtain

y(t) =
n–
∑

k=

bkEa,λ
α,k+(t) +

∫ t

a
Eρ(τ ),λ

α,α (τ )f (τ )∇τ . ()

This yields an explicit solution y(t) of the Volterra integral equation () and hence a so-
lution for ()-().

Clearly, the Cauchy problem () involving the homogeneous equation

C
a ∇α

(q,h)y(t) – λy(t) = , t ∈ T̃
σn+(a)
(q,h) , n –  < α ≤ n ()

has a unique solution of the form

y(t) =
n–
∑

k=

bkEa,λ
α,k+(t). ()

Corollary . The solution of the Cauchy problem

C
a ∇α

(q,h)y(t) – λy(t) = f (t), t ∈ T̃
σ(a)
(q,h) ,  < α < , ()

y(a) =  ∈R ()

has the form

y(t) = Ea,λ
α, (t) +

∫ t

a
Eρ(τ ),λ

α,α (τ )f (τ )∇τ , ()

while the solution to the problem

C
a ∇α

(q,h)y(t) = λy(t), t ∈ T̃
σ(a)
(q,h) ,  < α < , ()

y(a) =  ∈R ()

is given by

y(t) = Ea,λ
α, (t). ()

Finally, we give the Laplace transforms of fractional nabla integral and Caputo nabla
derivative on T

t
(q,h). For t, s ∈ T

t
(q,h) and α ∈R

+, we have []

L̂(q,h)
{

ĥα(t, s)
}

(z) =


zα+ .
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From the definition of (q, h)-Mittag-Leffler function Es,λ
α,β (t), we have

L̂(q,h)
{

Ea,λ
α,β

}

(z) = L̂(q,h)

{ ∞
∑

k=

λkĥαk+β–(·, a)

}

(z)

=
∞

∑

k=

λkL̂(q,h)
{

ĥαk+β–(·, a)
}

(z)

=
∞

∑

k=

λk

zαk+β

=
zα–β

zα – λ
provided

∣
∣z–αλ

∣
∣ < . ()

For α = , β =  and t ∈ T̃
σ i(a)
(q,h) , we have

Ea,λ
, (t) = êλ(t, a). ()

Hence,

L̂(q,h)
{

êλ(t, a)
}

(z) = L̂(q,h)
{

Ea,λ
, (t)

}

=


z – λ
. ()

Theorem . The (q, h)-Laplace transform of fractional nabla integral is given by

L̂(q,h)
{

a∇–α
(q,h)f

}

(z) = z–αL̂(q,h){f }(z). ()

Proof By convolution, one may write

a∇–α
(q,h)f (t) =

∫ t

a
ĥα–

(

t,ρ(τ )
)

f (τ )∇τ =
(

ĥα–(·, a) ∗ f
)

(t). ()

Thus,

L̂(q,h)
{

a∇–α
(q,h)f

}

(z) = L̂(q,h)
{

ĥα–(t, a)
}

(z) · L̂(q,h){f }(z)

=


zα
L̂(q,h){f }(z). �

Theorem . The (q, h)-Laplace transform of Caputo nabla derivative is given by

L̂(q,h)
{C

a ∇α
(q,h)f

}

(z) = zαL̂(q,h){f }(z) –
m–
∑

k=

zα–k–∇k
(q,h)f (a), ()

where m –  < α ≤ m.

Proof Note that, in general (see Theorem . in []) for n ∈ Z
+, we have

L̂(q,h)
{∇n

(q,h)f
}

(z) = znL̂(q,h){f }(z) –
n–
∑

i=

zn––i∇ i
(q,h)f (a). ()
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Thus, for m –  < α ≤ m, in view of the definition of fractional derivative, we have

L̂(q,h)
{C

a ∇α
(q,h)f

}

(z) = L̂(q,h)
{

ĥm–α–(·, a)
}

(z) · L̂(q,h)
{∇m

(q,h)f
}

(z)

=


zm–α

(

zmL̂(q,h){f }(z) –
m–
∑

k=

zm––k∇k
(q,h)f (a)

)

= zαL̂(q,h){f }(z) –
m–
∑

k=

zα–k–∇k
(q,h)f (a). �

In particular, if  < α ≤ , then

L̂(q,h)
{C

a ∇α
(q,h)f

}

(z) = zαL̂(q,h){f }(z) – zα–f (a). ()

As an application, we apply the Laplace transform method to derive explicit solutions
to the homogeneous equations of the form

C
a ∇α

(q,h)y(t) – λy(t) = , dk = ∇ky(a), k = , . . . , m – , ()

where t ∈ T̃
σm(a)
(q,h) (m ∈N), m –  < α ≤ m, λ ∈R, in terms of the (q, h)-Mittag-Leffler func-

tions.
The following statement holds.

Theorem . Let m ∈ N be given by m –  < α ≤ m and λ ∈R. Then the functions

yi(t) = Ea,λ
α,i+(t), i = , , . . . , m – , ()

yield the fundamental system of solutions to equation ().

Proof Applying the Laplace transform to () and taking () into account, we have

L̂(q,h){y}(z) =
m–
∑

i=

dk
zα–i–

zα – λ
. ()

Formula () with β = i +  yields

L̂(q,h)
{

Ea,λ
α,i+(t)

}

(z) =
zα–i–

zα – λ
. ()

Thus, relation () yields

y(t) =
m–
∑

i=

diyi(t), where yi(t) = Ea,λ
α,i+(t). ()

�

Corollary . The equation

C
a ∇α

(q,h)y(t) – λy(t) = , y(a) = ,  < α ≤ , ()
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has solution in the form

y(t) = Ea,λ
α, (t),

while the equation

C
a ∇α

(q,h)y(t) – λy(t) = , ∇ky(a) = , k = , ,  < α ≤ , ()

has its fundamental system of solutions given by

y(t) = Ea,λ
α, (t), y(t) = Ea,λ

α,(t).
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