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Abstract
We study, for a given process X , the conditions under which ν-similarity is provided,
relations between similarity and ν-similarity of processes, and we analyze (doubly)
limiting conditional distributions. We present sufficient conditions for the existence of
at least one ν-similar process to a given one. Moreover, recursive formulas for birth
and death rates of ν-similar processes are formulated. We apply differential equations
and uniqueness of solutions to such equations to derive the main results of the paper.
Finally, an example illustrates the applications of our results.
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1 Introduction
In this paper we are concerned with the concept of ν-similarity for birth-death processes.
The idea of similarity was introduced by Di Crescenzo in  (see []). Two birth-death
processes X and ˜X are said to be similar if their transition probability functions p and p̃
satisfy

p̃ij(t) =
νj

νi
pij(t),

where νi, νj are constants.
Later on the theme of similar processes has been investigated by some authors in the

last two decades. Therefore, for one-dimensional birth-death processes it was considered
by Lenin et al. [], who define the more general idea of introducing the notion of similarity
constants cij,

p̃ij(t) = cijpij(t)

showing that cij = αiβj; for Markov chains by Pollett [], who calls such a concept of simi-
larity a strong similarity; for random walks by Schiefermayr []. Several authors extended
their results to the two-dimensional case [], others investigated birth-death processes
with killing [–].

In [] the authors consider also the concept of ν-similarity,

p̃ij(t) = cijeνtpij(t),
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and derive the necessary condition for the existence of distinct ν-similar birth-death pro-
cesses.

Moreover, in [] and [] the authors study the spectral structure of birth-death pro-
cesses and present simple conditions for the classification of boundaries, while in [] a
bilateral birth-death process that is similar to the birth-death process over Z with con-
stant rates is considered.

In our work we extend these results and formulate the sufficient condition for the exis-
tence of ν-similar processes and specify a one-parameter family of birth-death processes
ν-similar to a given one. It is well known that the time-dependent behavior of birth-death
processes involves orthogonal polynomials and, therefore, its orthogonalizing measure.
Our purpose is to study, using orthogonal polynomials, the conditions under which ν-sim-
ilarity is provided, relations between similarity and ν-similarity of processes and to analyze
(doubly) limiting conditional distributions. Such distributions, as Schoutens states in [],
can be used to gain insight into the asymptotic behavior of processes with absorbing and
reflecting states. In order to derive sufficient conditions for the existence of at least one
ν-similar process to a given one, we use differential equations and uniqueness of solutions
to such equations.

The paper is organized as follows. In Section  preliminary definitions and notions are
gathered. Section  is the one that contains main results, namely Theorem , which gives a
sufficient condition for the existence of ν-similar process to the given one, and Theorem ,
which provides necessary and sufficient conditions for the existence of ν-similar processes
to the given one with recursive formulas for birth and death rates. Further, we give the
formulas of the limiting conditional distribution and the doubly limiting conditional dis-
tribution for a ν-similar process. We end the paper presenting an illustrative example.

2 Preliminaries
Let X = {X(t), t ≥ } denote a birth-death process on the state space S = N ∪ {–}, where
N = {, , , . . .} with transition probability function

pij(t) = Pr
[

X(t) = j|X() = i
]

, i, j ∈ S , t ≥ .

We assume that the transition functions pij(t) satisfy both the Kolmogorov backward
equation

p′
ij(t) =

∑

k∈S
qikpkj(t), i, j ∈ S , t ≥ ,

and the forward equation

p′
ij(t) =

∑

k∈S
pik(t)qkj, i, j ∈ S , t ≥ ,

where qi,i+ = λi, qi,i– = μi, and qii = –(λi + μi) for all i ∈ N and qij =  otherwise. The
constants λj (birth rates) and μj (death rates) may be thought of as the rates of absorption
from state j into states j +  and j – , respectively, with λj > , μj+ > , j ∈ N , μ ≥ .
Additionally, we assume that the potential coefficients

π = , πj =
λλ · · ·λj–

μμ · · ·μj
, j > ,



Poskrobko and Girejko Advances in Difference Equations  (2015) 2015:251 Page 3 of 13

satisfy the condition

∞
∑

j=

(

πj + (λjπj)–) = ∞. ()

Karlin and McGregor [] have shown that the transition probabilities pij(t) can be repre-
sented as

pij(t) = πj

∫ ∞


e–xtQi(x)Qj(x) d�(x).

By {Qj(x)} we mean a sequence of birth-death polynomials defined recursively as follows:

Q–(x) = , Q(x) = ,

–xQj(x) = μjQj–(x) – (λj + μj)Qj(x) + λjQj+(x), j ≥ , ()

orthogonal with respect to the spectral measure �, i.e.

πj

∫ ∞


Qi(x)Qj(x) d�(x) = δij,

where δij denotes the Kronecker delta. It was shown by Karlin and McGregor [] that
there is at least one such measure with total mass  on [,∞).

Remark  The polynomial Qj(x), j >  has j positive distinct zeros xj < xj < · · · < xjj and its
leading coefficient equals (–)j

λλ···λj–
, j > . Hence Qj(x) >  for x ≤ ξ, where ξ ≡ limj→∞ xj

with  ≤ ξ < xj for j >  (see []).

Let us consider the series

A =
∞

∑

j=


λjπj

, B =
∞

∑

j=

πj,

C =
∞

∑

j=


λjπj

j
∑

i=

πi, D =
∞

∑

j=


λjπj

∞
∑

i=j+

πi.

()

We follow the notation of [] and []. The series C and D determine the behavior of
the process X near the boundary point at infinity. The assumptions C = ∞ and D = ∞
rule out the possibility of an explosion of the process X , i.e. reaching infinity in finite
time. Although A and B have no physical interpretation, they are related to C and D, i.e.
C + D = AB and A + B = ∞ (which is equivalent to ()) if and only if at least one of C or D
diverges. The divergence of the series () guarantees the convergence of the probability to a
proper limiting and doubly limiting conditional distributions. Let us consider conditional
probabilities of the form

rij(t) = Pr
[

X(t) = j|X() = i, X(t) ∈N , X(t + σ ) = – for some σ > 
]

,

rij(t, s) = Pr
[

X(t) = j|X() = i, X(t) ∈N , X(t + s + σ ) = – for some σ > 
]
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for a process with absorbing state (μ > ) and

rij(t) = Pr
[

X(t) = j|X() = i, X(t + σ ) =  for some σ > 
]

,

rij(t, s) = Pr
[

X(t) = j|X() = i, X(t + s + σ ) =  for some σ > 
]

in the irreducible case (μ = ). Here i, j ∈ N , t ≥ . It was proved by Kijima et al. []
and Schoutens [] that, for the absorbing case, if C = ∞ and D = ∞ then the limiting
conditional distribution and the doubly limiting conditional distribution of the process X
are given by

lim
t→∞ rij(t) =

πjQj(ξ)
∑∞

k= πkQk(ξ)
,

lim
t→∞ lim

s→∞ rij(t, s) =
πjQ

j (ξ)
∑∞

k= πkQ
k(ξ)

.

For the reflecting case μ = , if B = ∞ and C = ∞ (B = ∞ implies D = ∞) then

lim
t→∞ rij(t) =

ajπjQj(ξ)
∑∞

k= akπkQk(ξ)
,

lim
t→∞ lim

s→∞ rij(t, s) =
πjQ

j (ξ)
∑∞

k= πkQ
k(ξ)

,

where

aj =
∫ ∞

 x–Qj(x) d�(x)
∫ ∞

 x– d�(x)
.

The above limits equal  whenever the series in the denominators diverge. We refer the
reader to [] for a detailed discussion of the limiting conditional distribution problem.

Besides X , let us consider another process ˜X , determined by birth rates λ̃j and death
rates μ̃j with potential coefficients π̃j and transition functions p̃ij(t).

Definition  ([]) The birth-death processes X and ˜X are said to be similar if the transi-
tion probability functions of X and ˜X differ only by a constant factor, that is, if there are
constants cij > , i, j ∈N such that

p̃ij(t) = cijpij(t), t ≥ .

For the classical works on similar birth-death processes, see [] and []. It is well known
that if X and ˜X are similar processes, then their birth and death rates are related as fol-
lows: λ̃j + μ̃j = λj + μj and λ̃jμ̃j+ = λjμj+, j ∈ N , with their transition functions satisfying

p̃ij(t) =
√

πiπ̃j
π̃iπj

pij(t), i, j ≥ , t ≥ . The converse statement is true only under an additional

condition. Indeed, if

∞
∑

j=

πj

( j–
∑

k=

(λkπk)–

)

= ∞ ()
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for the process X with μ >  and ˜X is a birth-death process the rates of which are related
to those of X as λ̃j + μ̃j = λj +μj and λ̃jμ̃j+ = λjμj+, j ∈N , then the processes ˜X and X are
similar. In the sequel we will assume the validity of condition () (which is stronger than
()), when μ > .

Reference [] gives the conditions under which the phenomenon of similarity occurs. It
also identifies the family of all processes which are similar to a given process.

Theorem  ([]) A birth-death process X with birth rates {λj : j ∈ N } and death rates
{μj : j ∈N } is not similar to any other birth-death process if and only if

μ =  and
∞

∑

j=


λjπj

= ∞.

In the opposite case the process is similar to any member of an infinite, one-parameter
family of birth-death processes { ˜X (x) :  ≤ x ≤ /S} if μ = , and { ˜X (x) : –∞ ≤ x ≤ /T} if
μ > . The birth rates λ̃

(x)
j and death rates μ̃

(x)
j , j ∈N , of ˜X (x) are given by

μ̃
(x)
 ≡ λx, λ̃

(x)
j = λj

 – xSj

 – xSj–
, μ̃

(x)
j+ = μj+

 – xSj–

 – xSj
, j ≥ , ()

if μ = , and

λ̃
(x)
j = λj

 – xTj+

 – xTj
, μ̃

(x)
j = μj

 – xTj–

 – xTj
, j ≥ , ()

if μ > . Here Sj = λ
∑j

k=(λkπk)–, S– ≡ , S = limj→∞ Sj, and Tj = μ
∑j

k=(μkπk)–,
T– ≡ , T = limj→∞ Tj.

Remark  The similarity constants C(x)
ij , i, j ≥ , for processes X and ˜X (x) equal C(x)

ij =
–xSj–
–xSi–

if μ =  and C(x)
ij = –xTj

–xTi
if μ > .

Remark  Let us notice that if the process X is positive recurrent (or ergodic) and the
processes X and ˜X are similar, then also the process ˜X (with μ̃ = ) is positive recurrent
(ergodic).

3 Processes ν-similar
In this section we present our main results that concern conditions providing existence of
ν-similar family of processes to the given birth-death process.

Definition  ([]) The birth-death process ˜X is said to be ν-similar to the birth-death
process X for some real number ν if there are constants cij > , i, j ∈N , such that

p̃ij(t) = cijeνtpij(t), t ≥ .

See Lenin et al. [] for more details. For the special case ν = , we say ˜X is similar to X .
The relation ‘ν-similar’ is an equivalence relation if ν =  but not if ν 
= .

We mention some results concerning ν-similarity of birth-death processes (see []
and []).
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Theorem  ([]) If X and ˜X are birth-death processes such that ˜X is ν-similar, ν ≤ ξ to
X , then their distribution functions of the spectral measures satisfy �̃(x) = �(x + ν), x ≥ .

Theorem  ([]) If a birth-death process ˜X is ν-similar to a birth-death process X , then
their birth and death rates are related as

λ̃j + μ̃j = λj + μj – ν, λ̃jμ̃j+ = λjμj+, where j ∈N , ()

with their transition functions satisfying p̃ij(t) =
√

πiπ̃j
π̃iπj

eνtpij(t), i, j ≥ , t ≥ .

Theorem  ([]) For each ν ≤ ξ there is a unique solution λ̃j = λ̃
(ν)
j and μ̃j = μ̃

(ν)
j , j ∈ N ,

to () satisfying μ̃ =  which is given by λ̃j = λj
Qj+(ν)
Qj(ν) , μ̃j+ = μj+

Qj(ν)
Qj+(ν) , j ∈ N . There is no

solution to the system () if ν > ξ.

In a comparable manner to the notion of similarity, the converse statement to Theorem 
is also true only under condition ().

Theorem  Let X be a birth-death process that satisfies () if μ > , and let ˜X be a
birth-death process with the rates related to those of X , satisfying equations () for some
real ν . Then the process ˜X is ν-similar to X .

Proof The concept of the proof is adapted from [] where the case ν =  is considered. Let
us consider the matrices

P(t) =
(

pij(t)
)

i,j∈N , t ≥ ,

Q =

⎛

⎜

⎜

⎜

⎜

⎝

–(λ + μ) λ    · · ·
μ –(λ + μ) λ   · · ·
 μ –(λ + μ) λ  · · ·
...

...
...

...
...

. . .

⎞

⎟

⎟

⎟

⎟

⎠

,

A =

⎛

⎜

⎜

⎜

⎜

⎝

–(λ + μ)
√

λμ    · · ·√
λμ –(λ + μ)

√
λμ   · · ·


√

λμ –(λ + μ)
√

λμ  · · ·
...

...
...

...
...

. . .

⎞

⎟

⎟

⎟

⎟

⎠

.

The matrix A can be represented as

A = �

 Q�– 

 , ()

where �/ and �–/ denote the diagonal matrices with entries π /
j and π–/

j , j ∈ N ,
respectively, on the diagonals. It follows that we can write the Kolmogorov backward and
forward equations in the form

�

 P′(t)�– 

 = A�

 P(t)�– 

 = �

 P(t)�– 

 A, t ≥ . ()

Denoting

R(t) = �

 P(t)�– 

 , t ≥ ,
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we can rewrite () as

{

R′(t) = AR(t) = R(t)A, t ≥ ,
R() = I,

()

where I denotes the infinite identity matrix.
If the birth and death rates of X and ˜X are related as in () we have

˜A = ˜�

 ˜Q˜�– 

 = A + νI.

It turns out that ˜R(t) = ˜�/
˜P(t)˜�–/ is a solution to the system

{

˜R′(t) = (A + νI)˜R(t) =˜R(t)(A + νI), t ≥ ,
˜R() = I.

()

If the solution of () is unique then we have the following unique solution to ():

˜R(t) = eνtR(t).

Therefore

˜�

˜P(t)˜�– 

 = eνt�

 P(t)�– 



and

˜P(t) = eνt
˜�– 

 �

 P(t)�– 

 ˜�

 .

Thus processes X and ˜X are ν-similar. There is a unique (relevant) solution to () if and
only if either μ =  and () holds true or μ >  and () holds true (see []). �

Theorem  Let X be the birth-death process with birth rates {λj, j ∈N } and death rates
{μj, j ∈N } and let ν ≤ ξ. Then there exists a birth-death process ˜X 
= X which is ν-similar
to X if and only if

∞
∑

j=


λjπjQj(ν)Qj+(ν)

< ∞ and
∞

∑

j=

πjQ
j (ν) = ∞. ()

If () holds, then any member of an infinite, one-parameter family of the birth-death pro-
cesses { ˜X (x,ν) :  ≤ x ≤ /S(ν)} is ν-similar to X , where the parameters {λ̃(x,ν)

j , μ̃(x,ν)
j }∞j= of

˜X (x,ν) are given by

λ̃
(x,ν)
j =

Qj+(ν)
Qj(ν)

λj
 – xS(ν)

j

 – xS(ν)
j–

,

μ̃
(x,ν)
j+ =

Qj(ν)
Qj+(ν)

μj+
 – xS(ν)

j–

 – xS(ν)
j

, ()

μ̃
(x,ν)
 = (λ + μ – ν)x,
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where S(ν)
– = ,

S(ν)
j = (λ + μ – ν)

j
∑

k=


λkπkQk(ν)Qk+(ν)

,

and S(ν) = limj→∞ S(ν)
j . The similarity constants C(x,ν)

ij , i, j ≥ , are given by

C(x,ν)
ij =

Qj(ν)
Qi(ν)

·  – xS(ν)
j–

 – xS(ν)
i–

. ()

Proof By Theorem  there exists a unique birth-death process ̂X with parameters λ̂j, μ̂j,
j ∈N , and μ̂ =  which is ν-similar to X for ν ≤ ξ. Using the equalities from Theorem 
it is easily seen that π̂j = πjQ

j (ν) and

∞
∑

j=


λ̂jπ̂j

=
∞

∑

j=


λjπjQj(ν)Qj+(ν)

.

We know from Theorem  that there exists a process ˜X with μ̃ >  similar to ̂X if and
only if

∑∞
j=


λ̂jπ̂j

< ∞ and
∑∞

j=(π̂j + (λ̂jπ̂j)–) = ∞. By the above, the process ˜X 
= X , with
μ̃ > , is ν-similar to the process X if and only if

∞
∑

j=


λjπjQj(ν)Qj+(ν)

< ∞ and
∞

∑

j=

πjQ
j (ν) = ∞.

By Theorem  and Theorem  it follows that any member of the one-parameter family
˜X (x,ν) is ν-similar to X when  ≤ x ≤ /S(ν), S(ν) = limj→∞ S(ν)

j , and

S(ν)
j = λ̂

j
∑

k=


λ̂kπ̂k

= λQ(ν)
j

∑

k=


λkπkQk(ν)Qk+(ν)

= (λ + μ – ν)
j

∑

k=


λkπkQk(ν)Qk+(ν)

,

λ̃
(x,ν)
j = λ̂j

 – xS(ν)
j

 – xS(ν)
j–

= λj
Qj+(ν)
Qj(ν)

·  – xS(ν)
j

 – xS(ν)
j–

,

μ̃
(x,ν)
j+ = μ̂j+

 – xS(ν)
j–

 – xS(ν)
j

= μj+
Qj(ν)

Qj+(ν)
·  – xS(ν)

j–

 – xS(ν)
j

,

μ̃
(x,ν)
 = λ̂x = λQ(ν)x = (λ + μ – ν)x.

It is easily seen that the constants π̃
(x,ν)
j =

λ̃
(x,ν)
 ···λ̃(x,ν)

j–

μ̃
(x,ν)
 ···μ̃(x,ν)

j
satisfy π̃

(x,ν)
j = πjQ

j (ν)( – xS(ν)
j–).

Hence () is an immediate consequence of Theorem . �

Corollary 
(i) If μ > , for ν ≤ , the condition () holds.

(ii) If μ =  and
∑∞

j=


λjπj
< ∞,

∑∞
j= πj = ∞, for ν ≤ , the condition () holds.
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Proof (i) Let ˜X be the birth-death process with parameters λ̃j, μ̃j, j ≥  defined by μ̃ = ,
λ̃j = Qj+()

Qj() λj, μ̃j+ = Qj()
Qj+()μj+ for j ≥ . Then, by Theorem , ˜X is similar to X .

Since X is similar to ˜X , by Theorem  and () we get

∞
∑

j=


λ̃jπ̃j

=
∞

∑

j=


λjπjQj()Qj+()

< ∞

and

∞
∑

j=

π̃j =
∞

∑

j=

πjQ
j () = ∞.

And now, by Remark , ν ≤  implies Qj(ν) ≥ Qj(),

∞
∑

j=


λjπjQj(ν)Qj+(ν)

≤
∞

∑

j=


λjπjQj()Qj+()

,

∞
∑

j=

πjQ
j () ≤

∞
∑

j=

πjQ
j (ν),

and the first part is proved.
(ii) Since μ = , it follows that Qj() = . For ν ≤ , Qj(ν) ≥ Qj() = , we get

∞
∑

j=


λjπjQj(ν)Qj+(ν)

≤
∞

∑

j=


λjπj

< ∞

and

∞ =
∞

∑

j=

πj ≤
∞

∑

j=

πjQ
j (ν),

which finishes the proof. �

Remark  Suppose () holds. Then for each process ˜X (x,ν) (mentioned in Theorem ),
 < x ≤ /S(ν), ν ≤ ξ, ν-similar to the process X , if

∞
∑

j=


λjπjQj(ν)Qj+(ν)( – xS(ν)

j )( – xS(ν)
j–)

j
∑

i=

πiQ
i (ν)

(

 – xS(ν)
i–

) = ∞

and

∞
∑

j=


λjπjQj(ν)Qj+(ν)( – xS(ν)

j )( – xS(ν)
j–)

∞
∑

i=j+

πiQ
i (ν)

(

 – xS(ν)
i–

) = ∞,

its limiting conditional distribution and the doubly limiting conditional distribution are
given by

lim
t→∞ r̃ij(t) =

πjQj(ν)Qj(ξ)( – xS(ν)
j–)

∑∞
k= πkQk(ν)Qk(ξ)( – xS(ν)

k–)
, lim

t→∞ lim
s→∞ r̃ij(t, s) =

πjQ
j (ξ)

∑∞
k= πkQ

k(ξ)
.
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Remark  Let us notice that according to Theorem  there exists a unique birth-death
process ˜X (ν) with μ̃ =  which is ν-similar to the process X . For such process ˜X (ν) if

∞
∑

j=

πjQ
j (ν) = ∞

and

∞
∑

j=


λjπjQj(ν)Qj+(ν)

j
∑

i=

πiQ
i (ν) = ∞

then its limiting conditional distribution and the doubly limiting conditional distribution
are given by

lim
t→∞ r̃ij(t) =

ajπjQj(ν)Qj(ξ)
∑∞

k= akπkQk(ν)Qk(ξ)
,

where

aj =
∫ ∞
ν

(σ – ν)–Qi(σ ) d�(σ )
Qi(ν)

∫ ∞
ν

(σ – ν)– d�(σ )

and

lim
t→∞ lim

s→∞ r̃ij(t, s) =
πjQ

j (ξ)
∑∞

k= πkQ
k(ξ)

.

Example  Let us consider a birth-death process X with constant parameters λn = λ,
μn = μ for n ∈N . In this case the birth-death polynomials are of the form

Qn(x) =
(

μ

λ

) n


Un

(

λ + μ – x

√

λμ

)

, n ≥ ,

where Un(x) denote the Chebyshev polynomials of the second kind. In such a situation
ξ = inf(supp(�)) = λ + μ – 

√
λμ. The corresponding measure � satisfies

d�(x) =


πλμ

√

λμ – (λ + μ – x) dx

in the interval |λ+μ– x| < 
√

λμ, and it is zero outside this interval. For μ > λ the limiting
and doubly limiting distributions of the process X equal

lim
t→∞ rij(t) =

(

√

λ

μ
– 

)(
λ

μ

)
j


(j + ),

lim
t→∞ lim

s→∞ rij(t, s) = .

It is obvious that for λ ≥ μ both distributions of X equal zero.
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We describe the one-parameter family { ˜X (x,ν)} of processes ν-similar to X . Let ν = λ +
μ – b

√
λμ ≤ ξ, where b ≥ . We get Qn(ν) = ( μ

λ
)n/Un(b). According to Theorem  we

have

S(ν)
n = (λ + μ – ν)

n
∑

k=


λkπkQk(ν)Qk+(ν)

= b
n

∑

k=


Uk(b)Uk+(b)

.

Using the well-known properties of the Chebyshev polynomials of the second kind, i.e.

Un(x)Un+(x) +  = U
n+(x)

and

Un(x) =
(x +

√
x – )n+ – (x –

√
x – )n+


√

x – 
,

we can prove that

S(ν)
n = b

n
∑

k=


Uk(b)Uk+(b)

= b
Un(b)

Un+(b)

and

S(ν) = lim
n→∞ S(ν)

n = b
(

b –
√

b – 
)

.

Additionally let us notice that

∞
∑

n=

πnQ
n(ν) =

∞
∑

n=

U
n (b) = ∞.

Hence any member of the family

{

˜X (x,ν) :  ≤ x ≤ b +
√

b – 
b

,ν = λ + μ – b
√

λμ

}

with parameters

λ̃
(x,ν)
 =

√

λμ · U(b) – bxU(b)
U(b)

,

λ̃(x,ν)
n =

√

λμ · Un+(b) – bxUn(b)
Un(b) – bxUn–(b)

,

μ̃
(x,ν)
n+ =

√

λμ · Un(b) – bxUn–(b)
Un+(b) – bxUn(b)

,

μ̃
(x,ν)
 = bx

√

λμ

is ν-similar to the process X . In Figure  we show graphs of λ̃
(x,ν)
n for n = , , , ,  in the

case λ = 
 , μ = 

 , b = .
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Figure 1 Plot of the rate λ̃(x,ν)
n , n = 0, 1, 2, 3, 4 for λ = 1

7 , μ = 1
5 , b = 2.

Let us consider b = , then the family ˜X (x,ν) takes the form { ˜X (x,ν) :  ≤ x ≤ /,ν = λ +
μ – 

√
λμ}. The series B, C, and D are divergent for the whole family. For x =  we get the

birth-death process ˜X (ν) with μ̃
(ν)
 =  and

an =
∫ 

– Un(σ )
√

 – σ ( – σ )– dσ

Un()
∫ 

–

√
 – σ ( – σ )– dσ

=


Un()
=


n + 

,

where it is easily proved by induction that
∫ 

– Un(σ )
√

 – σ ( – σ )– dσ = π for n ≥ .
Therefore

lim
t→∞ r̃(ν)

ij (t) =
(j + )

∫ 
– Uj(σ )

√
 – σ ( – σ )– dσ

∑∞
k=(k + )

∫ 
– Uk(σ )

√
 – σ ( – σ )– dσ

= .

For  < x ≤ / we have the processes ˜X (x,ν) with μ̃
(x,ν)
 >  and

lim
t→∞ r̃(x,ν)

ij (t) =
(j + )(Uj() – xUj–())

∑∞
k=(k + )(Uk() – xUk–())

= .

For all processes ˜X (x,ν),  ≤ x ≤ /, we get

lim
t→∞ lim

s→∞ r̃(x,ν)
ij (t, s) =

(j + )
∑∞

k=(k + ) = .
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