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1 Introduction
Fractional differential equations involving Riemann-Liouville, Caputo and Hadamard type
derivatives have been extensively studied by several researchers. The existing literature
on the topic is quite enriched now and covers its theoretical aspects and wide range of
applications. The tools of fractional calculus are effectively applied in modeling many en-
gineering and scientific processes and phenomena. Examples include physics, chemistry,
aerodynamics, electrodynamics of complex medium, polymer rheology, economics, con-
trol theory, signal and image processing, biophysics, blood flow phenomena, etc. [–].
For some recent developments on the topic, see [–] and the references therein.

Recently, Caputo and Fabrizio [] introduced a new definition of fractional derivative
without singular kernel. For details and applications of this concept, see [–].

The Hadamard fractional derivative, introduced by Hadamard in  [], differs from
the Riemann-Liouville and Caputo derivatives in the sense that the kernel of the integral
(in the definition of Hadamard derivative) contains a logarithmic function of arbitrary
exponent. Details and properties of the Hadamard fractional derivative and integral can
be found in [, –]. For some recent works on the subject, we refer the reader to the
works [–].

In this paper, we consider a new class of mixed initial value problems involving
Hadamard derivative and Riemann-Liouville fractional integrals given by

{
Dα(x(t) –

∑m
i= Iβi hi(t, x(t))) = g(t, x(t), Kx(t)), t ∈ J := [, T],

x() = ,
(.)
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where Dα denotes the Hadamard fractional derivative of order α,  < α ≤ , Iφ is the
Riemann-Liouville fractional integral of order φ > , φ ∈ {β,β, . . . ,βm}, g ∈ C(J ×R

,R),
hi ∈ C(J ×R,R) with h(, ) = , i = , , . . . , m, and Kx(t) =

∫ t
 ϕ(t, s)x(s) ds, ϕ(t, s) ∈ C(J,R)

with ϕ = sup{|ϕ(t, s)|; (t, s) ∈ J × J}.
Existence as well existence and uniqueness results are proved for the initial value prob-

lem (.) by using Krasnoselskii’s fixed point theorem, Banach’s fixed point theorem, and
Leray-Schauder nonlinear alternative. We emphasize that the results obtained in the given
setting are new and contribute significantly to the existing literature on Hadamard type
fractional differential equations. The paper concludes with illustrative examples.

2 Preliminaries
In this section, we introduce some notations and definitions of fractional calculus [, ]
and present a lemma needed for the proof of our main results.

Definition . ([]) The Hadamard derivative of fractional order q for a function g :
[,∞) →R is defined as

Dqg(t) =


�(n – q)

(
t

d
dt

)n ∫ t



(
log

t
s

)n–q– g(s)
s

ds, n –  < q < n, n = [q] + ,

where [q] denotes the integer part of the real number q and log(·) = loge(·).

Definition . ([]) The Hadamard fractional integral of order q for a function g is defined
as

Iqg(t) =


�(q)

∫ t



(
log

t
s

)q– g(s)
s

ds, q > ,

provided the integral exists.

Definition . The Riemann-Liouville fractional integral of order p >  of a continuous
function f : (,∞) →R is defined by

Ipf (t) =


�(p)

∫ t


(t – s)p–f (s) ds,

provided the right-hand side is point-wise defined on (,∞).

The following lemma is obvious [].

Lemma . Suppose that  < α ≤ , and functions g , hi, i = , , . . . , m satisfy problem (.).
Then the unique solution of the fractional integro-differential problem (.) is given by

x(t) =


�(α)

∫ t



(
log

t
s

)α–

g
(
s, x(s), Kx(s)

)ds
s

+
m∑

i=

Iβi hi
(
t, x(t)

)
, t ∈ J . (.)

Let E = C(J ,R) be the space of continuous real-valued functions defined on J = [, T]
endowed with the norm ‖x‖ = supt∈J |x(t)|.
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3 Main results
The first existence result for the problem (.) will be proved by using the Krasnoselskii’s
fixed point theorem [].

Lemma . (Krasnoselskii’s fixed point theorem) [] Let M be a closed, bounded, convex,
and nonempty subset of a Banach space X. Let A, B be the operators such that (a) Ax + By ∈
M whenever x, y ∈ M; (b) A is compact and continuous; (c) B is a contraction mapping.
Then there exists z ∈ M such that z = Az + Bz.

Theorem . Assume that

(A) There exist a constant L > , such that

∣∣hi
(
t, x(t)

)
– hi

(
t, y(t)

)∣∣ ≤ L
∣∣x(t) – y(t)

∣∣, for t ∈ J and x, y ∈R, i = , , . . . , m.

(A) |g(t, x, y)| ≤ ν(t) + μ(t)|y|, ∀(t, x, y) ∈ J × R
, ν,μ ∈ C(J ,R+), and |hi(t, x)| ≤ θi(t),

∀(t, x) ∈ J ×R, θi ∈ C(J ,R+), i = , , . . . , m.

Then the problem (.) has at least one solution on J provided that

L

m∑
i=

(T – )βi

�(βi + )
< .

Proof Setting supt∈J |ν(t)| = ‖ν‖, supt∈J |μ(t)| = ‖μ‖, supt∈J |θi(t)| = ‖θi‖, i = , , . . . , m, we
consider BR = {x ∈ C(J ,R) : ‖x‖ ≤ R}, where

R ≥
( m∑

i=

(T – )βi

�(βi + )
‖θi‖ +

(log T)α

�(α + )
‖ν‖

)/(
 – ϕ‖μ‖

[
γ

�(α)
+

(log T)α

�(α + )

])
,

γ = T
∫ log T

 uα–e–u du and ϕ‖μ‖[ γ

�(α) + (log T)α
�(α+) ] < .

We define the operators Q : BR → E and T : BR → E by

Qx(t) =
m∑

i=


�(βi)

∫ t


(t – s)βi–hi

(
s, x(s)

)
ds, t ∈ J , (.)

T x(t) =


�(α)

∫ t



(
log

t
s

)α–

g
(
s, x(s), Kx(s)

)ds
s

, t ∈ J . (.)

For any x, y ∈ BR, we have

∣∣Qx(t) + T y(t)
∣∣ ≤

m∑
i=


�(βi)

∫ t


(t – s)βi–∣∣hi

(
s, x(s)

)∣∣ds

+


�(α)

∫ t



(
log

t
s

)α–∣∣g(
s, x(s), Kx(s)

)∣∣ds
s

≤
m∑

i=


�(βi)

∫ t


(t – s)βi–∣∣θi(s)

∣∣ds

+


�(α)

∫ t



(
log

t
s

)α–(∣∣ν(s)
∣∣ +

∣∣μ(s)
∣∣∣∣Kx(s)

∣∣)ds
s
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≤
m∑

i=

(T – )βi

�(βi + )
‖θi‖ +

(log T)α

�(α + )
‖ν‖ + ϕ‖μ‖R

[
γ

�(α)
+

(log T)α

�(α + )

]

≤ R.

Next we will show that T is continuous and compact. The operator T is obviously con-
tinuous. Also, T is uniformly bounded on BR as

‖T x‖ ≤ (log T)α

�(α + )
‖ν‖ + ‖μ‖ϕR

[
γ

�(α)
+

(log T)α

�(α + )

]
.

Let τ, τ ∈ J with τ < τ and x ∈ BR. We define sup(t,xi)∈J×BR×BR |g(t, x, y)| = ḡ < ∞. Then
we have

∣∣T x(τ) – T x(τ)
∣∣ =

∣∣∣∣ 
�(α)

∫ τ



(
log

τ

s

)α–

g
(
s, x(s), Kx(s)

)ds
s

–


�(α)

∫ τ



(
log

τ

s

)α–

g
(
s, x(s), Kx(s)

)ds
s

∣∣∣∣
≤ ‖ν‖ + ‖μ‖ϕR(T – )

�(α + )
[
(log τ)α – (log τ)α

]
,

which is independent of x and tends to zero as τ – τ → . Thus, T is equicontinuous. So
T is relatively compact on BR. Hence, by the Arzelá-Ascoli theorem, T is compact on BR.

Now we show that Q is a contraction mapping. Let x, y ∈ BR. Then, for t ∈ J , we have

∣∣Qx(t) – Qy(t)
∣∣ ≤

m∑
i=


�(βi)

∫ t


(t – s)βi–∣∣hi

(
s, x(s)

)
– hi

(
s, y(s)

)∣∣ds

≤ L‖x – y‖
m∑

i=


�(βi)

∫ t


(t – s)βi– ds

≤ L‖x – y‖
m∑

i=

(T – )βi

�(βi + )
.

Hence, by the given assumption, T is a contraction mapping.
Thus all the assumptions of Krasnoselskii fixed point theorem are satisfied, which im-

plies that the problem (.) has at least one solution on J . �

Theorem . Assume that hi : [, T] × R → R, i = , , . . . , m, are continuous functions
satisfying the condition (A). In addition we assume that

(A) |g(t, x, y) – g(t, x̄, ȳ)| ≤ L|x – x̄| + L|y – ȳ|, ∀t ∈ J , L, L > , x, x̄, y, ȳ ∈R.

Then the problem (.) has a unique solution if

� := L

m∑
i=

(T – )βi

�(βi + )
+ L

(log T)α

�(α + )
+ Lϕ

[
γ

�(α)
+

(log T)α

�(α + )

]
< .

Proof Let us fix supt∈[,T] |g(t, , )| = N , supt∈[,T] |hi(t, )| = Ki, i = , , . . . , m and choose
r ≥ M

–�
, where M =

∑m
i= Ki

(T–)βi
�(βi+) + N (log T)α

�(α+) . Then we show that FBr ⊂ Br , where Br =



Ahmad et al. Advances in Difference Equations  (2015) 2015:293 Page 5 of 10

{x ∈ C(J ,R) : ‖x‖ ≤ r} with the operator F : C([, T],R) → C([, T],R) defined by

(Fx)(t) =


�(α)

∫ t



(
log

t
s

)α–

g
(
s, x(s), Kx(s)

)ds
s

+
m∑

i=

Iβi hi
(
t, x(t)

)
, t ∈ J . (.)

For x ∈ Br , we have

∣∣(Fx)(t)
∣∣

≤ sup
t∈[,T]

{ m∑
i=


�(βi)

∫ t


(t – s)βi–∣∣hi

(
s, x(s)

)∣∣ds

+


�(α)

∫ t



(
log

t
s

)α–∣∣g(
s, x(s), Kx(s)

)∣∣ds
s

}

≤ sup
t∈[,T]

{ m∑
i=


�(βi)

∫ t


(t – s)βi–(∣∣hi

(
s, x(s)

)
– hi(s, )

∣∣ +
∣∣hi(s, )

∣∣)ds

+


�(α)

∫ t



(
log

t
s

)α–(∣∣g(
s, x(s), Kx(s)

)
– g(s, , )

∣∣ +
∣∣g(s, , )

∣∣)ds
s

}

≤
m∑

i=

(T – )βi

�(βi + )
(Lr + Ki) + (Lr + N)

(log T)α

�(α + )
+ Lϕr

[
γ

�(α)
+

(log T)α

�(α + )

]

= �r + M ≤ r,

which implies that FBr ⊂ Br .
Now, for x, y ∈ C([, T],R) and for each t ∈ [, T], we obtain

∣∣(Fx)(t) – (Fy)(t)
∣∣

≤ sup
t∈[,T]

{ m∑
i=


�(βi)

∫ t


(t – s)βi–∣∣hi

(
s, x(s)

)
– hi

(
s, y(s)

)∣∣ds

+


�(α)

∫ t



(
log

t
s

)α–∣∣g(
s, x(s), Kx(s)

)
– g

(
s, y(s), Ky(s)

)∣∣ds
s

}

≤
{

L

m∑
i=

(T – )βi

�(βi + )
+ L

(log T)α

�(α + )
+ Lϕ

[
γ

�(α)
+

(log T)α

�(α + )

]}
‖x – y‖.

Therefore ‖Fx – Fy‖ ≤ �‖x – y‖, and as � < , F is a contraction. Thus, the conclusion of
the theorem follows by the contraction mapping principle (Banach fixed point theorem).

�

Our final existence result is based on the Leray-Schauder nonlinear alternative [].

Lemma . (Nonlinear alternative for single valued maps []) Let E be a Banach space,
C a closed, convex subset of E, U an open subset of C and  ∈ U . Suppose that F : U → C is
a continuous, compact (that is, F(U) is a relatively compact subset of C) map. Then either

(i) F has a fixed point in U , or
(ii) there is a u ∈ ∂U (the boundary of U in C) and λ ∈ (, ) with u = λF(u).
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Theorem . Assume that g : [, T] ×R
 → R is a continuous function and the following

conditions hold:

(H) there exist functions p, p ∈ C([, T],R+), and ψ : R+ → R
+ nondecreasing such that

|g(t, x, y)| ≤ p(t)ψ(|x|) + p(t)|y| for each (t, x, y) ∈ [, T] ×R
;

(H) there exist functions qi ∈ C([, T],R+), and �i : R+ → R
+ nondecreasing such that

|hi(t, x)| ≤ qi(t)�i(|x|) for each (t, x) ∈ [, T] ×R, i = , , . . . , m;
(H) there exists a number M >  such that

( – ‖p‖ϕ[ γ

�(α) + (log T)α
�(α+) ])M∑m

i=
(T–)βi
�(βi+) ‖qi‖�i(M) + ‖p‖ψ(M) (log T)α

�(α+)

> ,

with

‖p‖ϕ

[
γ

�(α)
+

(log T)α

�(α + )

]
< .

Then the boundary value problem (.) has at least one solution on [, T].

Proof Consider the operator F defined by (.). It is easy to prove that F is continuous.
Next, we show that F maps bounded sets into bounded sets in C([, T],R). For a positive
number ρ , let Bρ = {x ∈ C([, T],R) : ‖x‖ ≤ ρ} be a bounded set in C([, T],R). Then, for
each x ∈ Bρ , we have

∣∣(Fx)(t)
∣∣ ≤

m∑
i=


�(βi)

∫ t


(t – s)βi–∣∣hi

(
s, x(s)

)∣∣ds

+


�(α)

∫ t



(
log

t
s

)α–∣∣g(
s, x(s), Kx(s)

)∣∣ds
s

≤
m∑

i=

(T – )βi

�(βi + )
‖qi‖�i(ρ) + ‖p‖ψ(ρ)

(log T)α

�(α + )

+ ‖p‖ϕρ

[
γ

�(α)
+

(log T)α

�(α + )

]
.

Thus,

‖Fx‖ ≤
m∑

i=

(T – )βi

�(βi + )
‖qi‖�i(r) + ‖p‖ψ(ρ)

(log T)α

�(α + )
+ ‖p‖ϕρ

[
γ

�(α)
+

(log T)α

�(α + )

]
.

Now we show that F maps bounded sets into equicontinuous sets of C([, T],R). Let
t, t ∈ [, T] with t < t and x ∈ Bρ , where Bρ is a bounded set of C([, T],R). Then we
have

∣∣(Fx)(t) – (Fx)(t)
∣∣

≤
∣∣∣∣∣

m∑
i=


�(βi)

∫ t


(t – s)β–hi

(
s, x(s)

)
ds –

m∑
i=


�(βi)

∫ t


(t – s)βi–hi

(
s, x(s)

)
ds

∣∣∣∣∣
+

∣∣∣∣ 
�(α)

∫ t



(
log

t

s

)α–

g
(
s, x(s), Kx(s)

)ds
s
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–


�(α)

∫ t



(
log

t

s

)α–

g
(
s, x(s), Kx(s)

)ds
s

∣∣∣∣
≤

m∑
i=

‖qi‖�i(ρ)
�(βi)

{∫ t



[
(t – s)βi– – (t – s)βi–]ds +

∫ t

t

(t – s)β– ds
}

+
‖p‖ψ(ρ) + ‖p‖ϕρ(T – )

�(α)

∣∣∣∣
∫ t



[(
log

t

s

)α–

–
(

log
t

s

)α–]
s

ds

+
∫ t

t

(
log

t

s

)α– 
s

ds
∣∣∣∣.

Obviously the right-hand side of the above inequality tends to zero independently of x ∈
Bρ as t – t → . Therefore it follows by the Arzelá-Ascoli theorem that F : C([, T],R) →
C([, T],R) is completely continuous.

The result will follow from the Leray-Schauder nonlinear alternative once we have
shown the boundedness of the set of all solutions to equations x = λFx for λ ∈ [, ].

Let x be a solution. Then, for t ∈ [, T], following the computations used in proving that
F is bounded, we obtain

∣∣x(t)
∣∣ ≤

m∑
i=

(T – )βi

�(βi + )
‖qi‖�i

(‖x‖) + ‖p‖ψ
(‖x‖) (log T)α

�(α + )

+ ‖p‖ϕ‖x‖
[

γ

�(α)
+

(log T)α

�(α + )

]
.

Consequently, we get

( – ‖p‖ϕ[ γ

�(α) + (log T)α
�(α+) ])‖x‖∑m

i=
(T–)βi
�(βi+) ‖qi‖�i(‖x‖) + ‖p‖ψ(‖x‖) (log T)α

�(α+)

≤ .

In view of (A), there exists M such that ‖x‖ 
= M. Let us set

U =
{

x ∈ C
(
[, T],R

)
: ‖x‖ < M + 

}
.

Note that the operator F : U → C([, T],R) is continuous and completely continuous.
From the choice of U , there is no x ∈ ∂U such that x = λFx for some λ ∈ (, ). Hence,
by the Leray-Schauder alternative, we deduce that F has a fixed point x ∈ U which is a
solution of the problem (.). �

4 Examples
In this section, we illustrate the existence results obtained in Section  with the aid of
examples.

Example . Consider the following mixed Hadamard and Riemann-Liouville fractional
integro-differential equation with initial condition:

⎧⎪⎪⎨
⎪⎪⎩

D 
 (x(t) –

∑
i= Iβi hi(t, x(t)))

= 
 + (

√
t+log t)|x(t)|
|x(t)|+ + ( + log t)

∫ t


sin(π log t)x(s)
(s+) ds, t ∈ [, e 

 ],

x() = .

(.)
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Here α = /, β = /, β = /, β = /, m = , T = e 
 , and

h(t, x) =
e–t
√



( |x|
 + |x|

)
, h(t, x) =


t

(


|x| + 
+ 

)
|x|,

h(t, x) =
(log t)


sin |x|, g(t, x, y) =




+
(
√

t + log t)|x|
|x| + 

+ y( + log t),

ϕ(t, s) =
sin(π log t)

(s + )
.

With the given data, we find that ϕ = /, |hi(t, x) – hi(t, y)| ≤ (/)|x – y|, i = , , ,
|g(t, x, y)| ≤ (/) + 

√
t + ( + log t)|y|, which satisfy (A) and (A) with L = (/), ν(t) =

(/) + 
√

t, and μ(t) =  + log t. Further, γ = .,

L

m∑
i=

(T – )βi

�(βi + )
= . <  and

ϕ‖μ‖
[

γ

�(α)
+

(log T)α

�(α + )

]
= . < .

Therefore, by Theorem ., the problem (.) has at least one solution on [, e 
 ].

Example . Consider the initial value problem given by

⎧⎪⎪⎨
⎪⎪⎩

D 
 (x(t) –

∑
i= Iβi hi(t, x(t)))

= 
(+t) ( x(t)+|x(t)|

+|x(t)| ) + 

∫ t


e–stx(s)

(+t)(+| cos(πs/)|) ds + 
 , t ∈ [, e],

x() = .

(.)

Here α = /, β = /, β = /, β = /, β = /, m = , T = e„ and

h(t, x) =


t

(


 + |x| + 
)

|x|, h(t, x) =
e–t


sin |x|,

h(t, x) =


( + ln t)
tan– |x|, h(t, x) =




( |x|
t + |x|

)
,

g(t, x, y) =


( + t)

(
x + |x|

 + |x|
)

+



y +



,

ϕ(t, s) =
e–st

( + t)( + | cos(πs/)|) .

Using the given values, we find that ϕ = /, |hi(t, x) – hi(t, y)| ≤ (/)|x – y|, i = , , , ,
|g(t, x, y)–g(t, x̄, ȳ)| ≤ (/)|x– x̄|+(/)|y– ȳ|, which satisfy (A) and (A) with L = (/),
L = (/), and L = (/). Since

∫ 
 u–/e–u du =

√
π erf(), where erf(·) is the Gauss error

function, we have γ = .. Hence, we obtain � = . < . Therefore, by
Theorem ., the problem (.) has a unique solution on [, e].
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Example . Consider the following initial value problem of mixed Hadamard and
Riemann-Liouville fractional integro-differential equations:

⎧⎪⎪⎨
⎪⎪⎩

D 
 (x(t) –

∑
i= Iβi hi(t, x(t)))

= 
+t ( log t

 x(t) + 
 ) + e–t


∫ t


+| sinπst|

+st x(s) ds, t ∈ [, e 
 ],

x() = .

(.)

Here α = /, β = /, β = /, β = /, β = /, β = /, m = , T = e 
 , and

hi(t, x) =
(


i +  log t

)(
x

 + i

)
, i = , , , , ,

g(t, x, y) =


 + t

(
log t


x +




)
+

ye–t


, ϕ(t, s) =

 + | sinπst|
 + st

.

With the given data, it is found that ϕ = /, |g(t, x, y)| ≤ (/( + t))((/)|x| + (/)) +
(e–t/)|y|, |hi(t, x)| ≤ (/(i+ log t))(|x|/(+ i)), i = , , , , . Clearly the conditions (H)-
(H) are satisfied with p(t) = /( + t), ψ(|x|) = (/)(|x| + ), p(t) = e–t/, qi(t) = /(i +
 log t), �i(|x|) = |x|/( + i), i = , , , , . Moreover, γ = ., ‖p‖ = /, ‖p‖ =
/, ‖qi‖ = /i, i = , , , , , ‖p‖ϕ[ γ

�(α) + (log T)α
�(α+) ] ≈ . < . Hence there exists a

positive number M > M̃ ≈ .. Therefore, by Theorem ., the problem (.) has
at least one solution on [, e 

 ].
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