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Abstract
In this paper, an exponential RED algorithm with communication delay is considered.
By choosing the delay as a bifurcation parameter, we demonstrate that a Hopf
bifurcation would occur when the delay exceeds a critical value. Some explicit
formulas are worked out for determining the stability and the direction of the
bifurcated periodic solutions by using the normal form theory and center manifold
theory. Finally, numerical simulations supporting the theoretical analysis are provided.
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1 Introduction
It is well known that Internet applications, such as the world wide web, file transfer, Usenet
news and remote login, are delivered via the Transmission Control Protocol (TCP). With
a spectacular growth of Internet applications, congestion control has become a subject
of intense research activity. An uncontrolled network may suffer from severe congestion,
which can cause high packet loss rates and increasing delays, the upper formation ap-
plication systems performance drop, and it can even break the whole system by causing
congestion collapse (or Internet meltdown) []. Thus congestion control is one of the crit-
ical issues for the efficient operation of the Internet. Many researchers have investigated
the congestion control problems of the Internet and a lot of excellent and interesting re-
sults have been obtained, for example, Raina and Heckmann [] investigated the stability
properties of the congestion avoidance phase of TCP with drop tail. Guo et al. [] investi-
gated the stability of an exponential RED model with heterogeneous delays. Liu et al. []
studied the bifurcation and chaotic behavior of the Transmission Control Protocol (TCP)
and User Datagram Protocol (UDP) network with Random Early Detection (RED) queue
management. Xu et al. [] studied the Local Hopf bifurcation and global existence of pe-
riodic solutions of the following TCP system:

dx(t)
dt

= x(t – τ )
[

M( – p(x(t – τ )))
Nx(t)

–
x(t)p(x(t – τ ))

M

]
, (.)

where M, N are two positive constants, p(y) is an increasing non-negative continuous
function in (, +∞) and τ is the round-trip propagation delay for each of the TCP connec-
tions. Guo et al. [] considered the stability and Hopf bifurcation of the following conges-
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tion control model with two communication delays:

⎧⎪⎨
⎪⎩

ẋ(t) = kx(t – τ)[ α
x(t) – βx(t)p(t – τ)],

ẋ(t) = kx(t – τ)[ α
x(t) – βx(t)p(t – τ)],

ṗ(t) = γ p(t)[x(t – τ) + x(t – τ) – c],
(.)

where xi(t) is the rate at which source i transmits data at time t, α and β are positive real
numbers, p(t) is the loss probability function, τi is the round-trip delay for source i, c is
the link capacity, k and γ are positive gain parameter, i = , . For more related work on
congestion control, see [–].

Based on [–], Guo et al. [] recently studied the following exponential RED algorithm
coupled with TCP-Reno with a single source and with two sources:

⎧⎪⎨
⎪⎩

ẋ(t) = kx(t – τ )[ –p(t)
αx(t) – βx(t)p(t)],

ẋ(t) = kx(t – τ )[ –p(t)
αx(t) – βx(t)p(t)],

ṗ(t) = kp(t)[x(t – τ ) + x(t – τ ) – c],
(.)

where ẋi(t) = dx
dt (i = , , ) represent the transmission rate of the i source per second at

time t, τ , ki (i = , , ) and βj (j = , ) are the round-trip time (RTT), the positive gain
parameter, and the decrease factor of the source i, respectively. By choosing the delay as a
bifurcation parameter, Guo et al. [] obtained the necessary and sufficient conditions for
the existence of Hopf bifurcation and a formula for determining the direction of the Hopf
bifurcation and the stability of bifurcating periodic solutions.

Motivated by [] and considering that, when the number of sources is large, the sim-
plified model can reflect the really exponential RED algorithm more closely, in this paper,
we consider an exponential RED algorithm coupled with TCP-Reno with a single source
and with three sources, then we have the following system:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ(t) = kx(t – τ )[ –p(t)
αx(t) – βx(t)p(t)],

ẋ(t) = kx(t – τ )[ –p(t)
αx(t) – βx(t)p(t)],

ẋ(t) = kx(t – τ )[ –p(t)
αx(t) – βx(t)p(t)],

ṗ(t) = kp(t)[x(t – τ ) + x(t – τ ) + x(t – τ ) – c].

(.)

The purpose of this paper is to discuss the stability and the properties of the Hopf bifur-
cation of model (.). This paper is organized as follows. In Section , the stability of the
equilibrium and the existence of a Hopf bifurcation at the equilibrium are studied. In Sec-
tion , the direction of the Hopf bifurcation and the stability and periodic of bifurcating
periodic solutions on the center manifold are determined. In Section , numerical simu-
lations are carried out to illustrate the validity of the main results. Some main conclusions
are drawn in Section .

2 Stability of the equilibrium and local Hopf bifurcations
Let E∗(x∗

 , x∗
, x∗

, p∗) be the non-zero equilibrium point of system (.), then we have

x∗
 =


α

√
 – p∗

βp∗ , x∗
 =


α

√
 – p∗

βp∗ , x∗
 =


α

√
 – p∗

βp∗ , (.)
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where p∗ satisfies the following equation:

√
 – p∗

βp∗ +

√
 – p∗

βp∗ +

√
 – p∗

βp∗ = cα.

Let

y(t) = x(t) – x∗
 , y(t) = x(t) – x∗

,

y(t) = x(t) – x∗
, y(t) = p(t) – p∗.

(.)

Substituting (.) into (.), we obtain the following linearized system:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ẏ(t) = ay(t) + ay(t),
ẏ(t) = by(t) + by(t),
ẏ(t) = cy(t) + cy(t),
ẏ(t) = dy(t – τ ) + dy(t – τ ) + dy(t – τ ),

(.)

where

a = –kβp∗x∗
 , b = –kβp∗x∗

, c = –kβp∗x∗
, d = kp∗,

a = –
kβ(x∗

 )

 – p∗ , b = –
kβ(x∗

)

 – p∗ , c = –
kβ(x∗

)

 – p∗ .

Then the associated characteristic equation of (.) is

det

⎛
⎜⎜⎜⎝

λ – a   –a

 λ – b  –b

  λ – c –c

–de–λτ –de–λτ –de–λτ λ

⎞
⎟⎟⎟⎠ = . (.)

Then we obtain the following fourth degree exponential polynomial equation:

λ + mλ
 + mλ

 + mλ +
(
nλ

 + nλ + n
)
e–λτ = , (.)

where

m = –(a + b + c), m = ab + ac + bc, m = –abc,

n = –(bd + cd + ad), n = bd(a + c) + cd(a + b) + ad(b + c),

n = –(abcd + abcd + abcd).

Let λ = iω, τ = τ, and substitute this into (.), for the sake of simplicity, denote ω and
τ by ω, τ , respectively, Separating the real and imaginary parts, we have

(
n – nω

) cosωτ + nω sinωτ = mω
 – ω, (.)

nω cosωτ –
(
n – nω

) sinωτ = mω
 – mω. (.)
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Taking the square on both sides of (.) and (.) and summing them up, we obtain

(
n – nω

) + (nω) =
(
mω

 – ω) +
(
mω

 – mω
),

i.e.,

ω + (m – n)ω +
(
n – mm – n


)
ω +

(
m + nn – n


)
ω – n

 = . (.)

Let p = m – n, q = n – mm – n
 , u = m + nn – n

, v = –n
, z = ω. Then equation

(.) becomes

z + pz + qz + uz + v = . (.)

Let

l(z) = z + pz + qz + uz + v. (.)

If the coefficients ki (i = , , , ), α, βj (j = , , ) of system (.) are given, it is easy to
use computer to calculate the roots of (.). Since limz→∞ l(z) = +∞ and v < , we can
conclude that (.) has at least one positive real root.

Without loss of generality, we assume that (.) has four positive roots, denoted by z,
z, z, z, respectively. Then (.) has four positive roots

ω =
√

z, ω =
√

z, ω =
√

z, ω =
√

z.

By (.) and (.) we have

τ
(j)
k =


ωk

[
arccos

(mω

k – m)(n – nω


k ) + (mω


k – mω)nω

(n – nω

k ) + (nω) + jπ

]
, (.)

where k = , , ,  and j = , , , . . . . Then ±iωk are a pair of purely imaginary roots of
equation (.) with τ = τ

(j)
k . Obviously, the sequence {τ (j)

k }+∞
j= is increasing, and

lim
j→+∞ τ

(j)
k = +∞, k = , , , .

Then we can define

τ = τ
()
k = min

≤k≤

{
τ

()
k
}

, ω = ωk. (.)

Note that, when τ = , (.) becomes

λ + qλ
 + qλ

 + qλ + q = , (.)

where

q = –(a + b + c),

q = (ab + ac + bc) – (bd + cd + ad),
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q = bd(a + c) + cd(a + b) + ad(c + d) – abc,

q = abcd + abcd + abcd.

A set of necessary and sufficient conditions for all roots of (.) to have a negative real
part is given by the well-known Routh-Hurwitz criteria in the following form:

q > , qq – q > , qqq – q
 – q

 q > , q > . (.)

Let λ(τ ) = α(τ ) + iω(τ ) be the root of equation (.) near τ = τ
(j)
k satisfying α(τ (j)

k ) = ,
ω(τ (j)

k ) = ωk . Then the following lemma holds.

Lemma . Suppose that l′(zk) �= , where l(z) is defined by (.). If τ = τ
(j)
k , then ±iωk are

a pair of simple purely imaginary roots of equation (.). Moreover,

[
d(Reλ(τ ))

dτ

]
τ=τ

(j)
k

�= 

and the sign of [ d(Reλ(τ ))
dτ

]
τ=τ

(j)
k

is consistent with that of l′(zk).

Proof Let

F(λ) = λ + mλ
 + mλ

 + mλ, H(λ) = nλ
 + nλ + n. (.)

Then (.) can be written as

F(λ) + H(λ)e–λτ = , (.)

which leads to

F(λ)F(λ) – H(λ)H(λ) = . (.)

Thus, together with (.) and (.), we get

l
(
ω) = F(iω)F(iω) – H(iω)H(iω). (.)

Differentiating both sides of equation (.) with respect to ω, we obtain

ωl′
(
ω) = i

[
F ′(iω)F(iω) – F ′(iω)F(iω) – H ′(iω)H(iω) + H ′(iω)H(iω)

]
. (.)

If iωk is not simple, then ωk must satisfy

d
dλ

[
F(λ) + H(λ)e–λτ

(j)
k
]∣∣∣∣

λ=iωk

= ,

i.e.,

F ′(iωk) + H ′(iωk)e–ωkτ
(j)
k – τ

(j)
k H(iωk)e–ωkτ

(j)
k = .
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By (.), we obtain

τ
(j)
k =

H ′(iωk)
H(iωk)

–
F ′(iωk)
F(iωk)

.

Thus, by (.) and (.), we obtain

Im τ
(j)
k = Im

{
H ′(iωk)
H(iωk)

–
F ′(iωk)
F(iωk)

}
= Im

{
H ′(iωk)H(iωk)
H(iωk)H(iωk)

–
F ′(iωk)F(iωk)
F(iωk)F(iωk)

}

= Im

{
H ′(iωk)H(iωk) – F ′(iωk)F(iωk)

F(iωk)F(iωk)

}
=

ωkl′(ω
k )

|F(iωk)| .

Since τ
(j)
k is real, we have l′(zk) = l′(ω

k ) = , which is a contradiction to the condition
l′(zk) �= . This proves the first part of Lemma ..

Taking the derivative of λ with respect to τ in (.), it is easy to obtain

[
F ′(λ) + H ′(λ)e–λτ – τH(λ)e–λτ

]dλ

dτ
– λH(λ)e–λτ = ,

which means

dλ(τ )
dτ

=
λH(λ)

F ′(λ)eλτ + H ′(λ) – τH(λ)

=
λH(λ)[F ′(λ)eλτ + H ′(λ) – τH(λ)]

|F ′(λ)eλτ + H ′(λ) – τH(λ)|

=
λ[–F ′(λ)F(λ) + H ′(λ)H(λ) – τ |H(λ)|]

|F ′(λ)eλτ + H ′(λ) – τH(λ)| .

It follows from this together with (.) that

d(Reλ(τ ))
dτ

∣∣∣∣
τ=τ

(j)
k

=
Re{λ[–F ′(λ)F(λ) + H ′(λ)H(λ) – τ |H(λ)|]}

|F ′(λ)eλτ + H ′(λ) – τH(λ)|
∣∣∣∣
τ=τ

(j)
k

=
iωk[–F ′(iωk)F(iωk) + H ′(iωk)H(iωk) + F ′(iωk)F(iωk) – H ′(iωk)H(iωk)]

|F ′(iωk)eiτ (j)
k ωk + H ′(iωk) – τ

(j)
k H(iωk)|

=
ω

k l′(ω
k )

|F ′(iωk)eiτ (j)
k ωk + H ′(iωk) – τ

(j)
k H(iωk)|

=
ω

k l′(zk)

|F ′(iωk)eiτ (j)
k ωk + H ′(iωk) – τ

(j)
k H(iωk)|

�= .

Obviously, the sign of d(Reλ(τ ))
dτ

|
τ=τ

(j)
k

is determined by that of l′(zk). This completes the
proof. �

In order to investigate the distribution of roots of the transcendental equation (.), the
following lemma, which is stated in [], is useful.
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Lemma . [] For the transcendental equation

P
(
λ, e–λτ , . . . , e–λτm

)
= λn + p()

 λn– + · · · + p()
n–λ + p()

n

+
[
p()

 λn– + · · · + p()
n–λ + p()

n
]
e–λτ + · · ·

+
[
p(m)

 λn– + · · · + p(m)
n–λ + p(m)

n
]
e–λτm = ,

as (τ, τ, τ, . . . , τm) vary, the sum of orders of the zeros of P(λ, e–λτ , . . . , e–λτm ) in the open
right half plane can change, and only a zero appears on or crosses the imaginary axis.

From Lemma ., it is easy to obtain the following results.

Theorem . Let τ
(j)
k and τ be defined by (.) and (.), respectively.

(i) If (.) holds, the equilibrium E∗(x∗
 , x∗

, x∗
, p∗) of system (.) is asymptotically

stable for τ ∈ [, τ).
(ii) If (.) and l′(zk) hold, then system (.) undergoes a Hopf bifurcation at the

equilibrium E∗(x∗
 , x∗

, x∗
, p∗) when τ = τ

(j)
k , i.e., system (.) has a branch of periodic

solutions bifurcating from the equilibrium E∗(x∗
 , x∗

, x∗
, p∗) near τ = τ

(j)
k .

3 Direction and stability of the Hopf bifurcation
In the previous section, we have obtained conditions for Hopf bifurcation to occur when
τ = τ

(j)
k . In this section, we shall derive the explicit formulas for determining the direc-

tion, stability, and period of these periodic solutions bifurcating from the equilibrium
E∗(x∗

 , x∗
, x∗

, p∗) at these critical value of τ , by using techniques from the normal form and
center manifold theory [], Throughout this section, we always assume that system (.)
undergoes Hopf bifurcation at the equilibrium E∗(x∗

 , x∗
, x∗

, p∗) for τ = τ
(j)
k , and then ±iωk

are corresponding purely imaginary roots of the characteristic equation at the equilibrium
E∗(x∗

 , x∗
, x∗

, p∗). The linear part of system (.) at E∗(x∗
 , x∗

, x∗
, p∗) is given by

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ẏ(t) = ay(t) + ay(t),
ẏ(t) = by(t) + by(t),
ẏ(t) = cy(t) + cy(t),
ẏ(t) = dy(t – τ ) + dy(t – τ ) + dy(t – τ ),

(.)

and the non-linear part is given by

f (μ, ut) = (f, f, f, f)T , (.)

where

f = ay
 (t) + ay(t)y(t – τ ) + ay(t)y(t) + ay(t – τ )y(t)

+ ay
 (t) + ay

 (t)y(t – τ ) + ay
 (t)y(t) + ay(t)y(t – τ )y(t) + h.o.t.,

f = by
(t) + by(t)y(t – τ ) + by(t)y(t) + by(t – τ )y(t)

+ by
(t) + by

(t)y(t – τ ) + by
(t)y(t) + by(t)y(t – τ )y(t) + h.o.t.,

f = cy
(t) + cy(t)y(t – τ ) + cy(t)y(t) + cy(t – τ )y(t)
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+ cy
(t) + cy

(t)y(t – τ ) + cy
(t)y(t) + cy(t)y(t – τ )y(t) + h.o.t.,

f = dy(t – τ )y(t) + dy(t – τ )y(t) + dy(t – τ )y(t),

where

a = kβp∗x∗
 , a = –kβp∗, a =

kβx∗
 (p∗ – )

 – p∗ , a =
kβx∗


 – p∗ ,

a = –
kβp∗

x∗


, a =
kβp∗

x∗


, a = –
kβp∗

 – p∗ , a =
kβ(p∗ – )

 – p∗ ,

b = kβp∗x∗
, b = –kβp∗, b =

kβx∗
(p∗ – )

 – p∗ ,

b =
kβx∗


 – p∗ , b = –

kβp∗

x∗


, b =
kβp∗

x∗


,

b = –
kβp∗

 – p∗ , b =
kβ(p∗ – )

 – p∗ , d = k.

Set τ = τ
(j)
k + μ and denote

Ck[–τ , ] =
{
ϕ|ϕ : [–τ , ] → R, each component of ϕ

has kth order continuous derivative
}

.

For convenience, denote C[–τ , ] by C[–τ , ].
For ϕ(θ ) = (ϕ(θ ),ϕ(θ ),ϕ(θ ),ϕ(θ ))T ∈ C([–τ , ], R), define a family of operators

Lμϕ = Bϕ() + Bϕ(–τ ) (.)

and

G(μ,ϕ) = (k, k, k, k)T , (.)

where

B =

⎛
⎜⎜⎜⎝

a   a

 b  b

  c c

   

⎞
⎟⎟⎟⎠ , B =

⎛
⎜⎜⎜⎝

   
   
   
d d d 

⎞
⎟⎟⎟⎠ ,

k = aϕ

 () + aϕ()ϕ(–τ ) + aϕ()ϕ() + aϕ(–τ )ϕ()

+ aϕ

 () + aϕ


 ()ϕ(–τ ) + aϕ


 (t)ϕ() + aϕ(t)ϕ(–τ )ϕ() + o

(‖ϕ‖),
k = bϕ


 () + bϕ()ϕ(–τ ) + bϕ()ϕ() + bϕ(–τ )y()

+ bϕ

 () + bϕ


 ()ϕ(–τ ) + bϕ


 ()ϕ() + bϕ()ϕ(–τ )ϕ() + o

(‖ϕ‖),
k = cϕ


 () + cϕ()ϕ(–τ ) + cϕ()ϕ() + cϕ(t – τ )ϕ()

+ cϕ

() + cϕ


 ()ϕ

(
 – τ

(j)
k
)

+ cϕ

 ()ϕ() + cϕ()ϕ(–τ )ϕ() + o

(‖ϕ‖),
k = dϕ(–τ )ϕ() + dϕ(–τ )ϕ() + dϕ(–τ )ϕ(),
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and Lμ is a one-parameter family of bounded linear operators in C([–τ , ], R) → R. By
the Riesz representation theorem, there exists a matrix whose components are bounded
variation functions η(θ ,μ) in [–τ , ] → R , such that

Lμϕ =
∫ 

–τ

dη(θ ,μ)ϕ(θ ). (.)

In fact, choosing

η(θ ,μ) = Bδ(θ ) + Bδ(θ + τ ), (.)

where δ(θ ) is the Dirac delta function, then (.) is satisfied. For (ϕ,ϕ,ϕ,ϕ) ∈ (C[–τ , ],
R), define

A(μ)ϕ =

{
dϕ(θ )

dθ
, –τ ≤ θ < ,∫ 

–τ
dη(s,μ)ϕ(s), θ = 

(.)

and

Rϕ =

{
, –τ ≤ θ < ,
f (μ,ϕ), θ = .

(.)

Then (.) is equivalent to the abstract differential equation

u̇t = A(μ)ut + R(μ)ut , (.)

where u = (u, u, u, u)T , ut(θ ) = u(t + θ ), θ ∈ [–τ , ].
For ψ ∈ C([–τ , ], (R)∗), define

A∗ψ(s) =

{
– dψ(s)

ds , s ∈ (, τ ],∫ 
–τ

dηT (t, )ψ(–t), s = .
(.)

For φ ∈ C([–τ , ], R) and ψ ∈ C([, τ ], (R)∗), define the bilinear form

〈ψ ,φ〉 = ψ̄()φ() –
∫ 

–τ

∫ θ

ξ=
ψT (ξ – θ ) dη(θ )φ(ξ ) dξ , (.)

where η(θ ) = η(θ , ). We have the following result on the relation between the operators
A = A() and A∗.

Lemma . A = A() and A∗ are adjoint operators.

Proof Let φ ∈ C([–τ , ], R) and ψ ∈ C([, τ ], R)∗. It follows from (.) and the defini-
tions of A = A() and A∗ that

〈
ψ(s), A()φ(θ )

〉
= ψ̄()A()φ() –

∫ 

–τ
(j)
k

∫ θ

ξ=
ψ̄(ξ – θ ) dη(θ )A()φ(ξ ) dξ

= ψ̄()
∫ 

–τ
(j)
k

dη(θ )φ(θ ) –
∫ 

–τ
(j)
k

∫ θ

ξ=
ψ̄(ξ – θ ) dη(θ )A()φ(ξ ) dξ
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= ψ̄()
∫ 

–τ
(j)
k

dη(θ )φ(θ ) –
∫ 

–τ
(j)
k

[
ψ̄(ξ – θ ) dη(θ )φ(ξ )

]θ
ξ=

+
∫ 

–τ
(j)
k

∫ θ

ξ=

dψ̄(ξ – θ )
dξ

dη(θ )φ(ξ ) dξ

=
∫ 

–τ
(j)
k

ψ̄(–θ ) dη(θ )φ() –
∫ 

–τ
(j)
k

∫ θ

ξ=

[
–

dψ̄(ξ – θ )
dξ

]
dη(θ )φ(ξ ) dξ

= A ∗ ψ̄()φ() –
∫ 

–τ
(j)
k

∫ θ

ξ=
A∗ψ̄(ξ – θ ) dη(θ )φ(ξ ) dξ

=
〈
A∗ψ(s),φ(θ )

〉
.

This shows that A = A() and A∗ are adjoint operators and the proof is complete. �

By the discussions in Section , we know that ±iωk are eigenvalues of A(), and they are
also eigenvalues of A∗ corresponding to iωk and –iωk , respectively. We have the following
result.

Lemma . The vector

q(θ ) = (, r, r, r)T eiωkθ , θ ∈ [–τ , ],

is the eigenvector of A() corresponding to the eigenvalue iωk , and

q∗(s) = D
(
, r∗

 , r∗
, r∗


)
eiωk s, s ∈ [, τ ],

is the eigenvector of A∗ corresponding to the eigenvalue –iωk , moreover, 〈q∗(s), q(θ )〉 = ,
where

D =

C

, (.)

where

C =  +
∑

i=

r̄ir∗
i + ( + r̄ + r̄ + r̄)dr∗

eiωkτ
(j)
k .

Proof Let q(θ ) be the eigenvector of A() corresponding to the eigenvalue iωk and q∗(s)
be the eigenvector of A∗ corresponding to the eigenvalue –iωk , namely, A()q(θ ) = iωkq(θ )
and A∗q(s) = –iωkq∗(s). From the definitions of A() and A∗, we have A()q(θ ) = dq(θ )/dθ

and A∗q(s) = –dq∗(s)/ds. Thus, q(θ ) = q()eiωkθ and q∗(s) = q()eiωs. In addition,

∫ 

–τ
(j)
k

dη(θ )q(θ ) =

⎛
⎜⎜⎜⎝

a   a

 b  b

  c c

   

⎞
⎟⎟⎟⎠q() +

⎛
⎜⎜⎜⎝

   
   
   
d d d 

⎞
⎟⎟⎟⎠q

(
–τ

(j)
k
)

= A()q() = iωkq(). (.)
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That is,

⎛
⎜⎜⎜⎜⎝

a + ar

br + br

cr + cr

d( + r + r)e–iωkτ
(j)
k

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

iωk

iωkr

iωkr

iωkr

⎞
⎟⎟⎟⎠ . (.)

Therefore, we can easily obtain

r =
b(a – iωk)
a(b – iωk)

, r =
c(a – iωk)
a(c – iωk)

, r =
iωk – a

a
.

On the other hand,

∫ 

–τ
(j)
k

q∗(–t) dη(t) =

⎛
⎜⎜⎜⎝

a   
 b  
  c 
a b c 

⎞
⎟⎟⎟⎠q() +

⎛
⎜⎜⎜⎝

   d

   d

   d

   

⎞
⎟⎟⎟⎠q∗(–τ

(j)
k
)

= A∗q∗() = –iωq∗(). (.)

Namely,

⎛
⎜⎜⎜⎜⎝

a + dr∗
e–iωkτ

(j)
k

br∗
 + dr∗

e–iωkτ
(j)
k

cr∗
 + dr∗

e–iωkτ
(j)
k

a + br∗
 + cr∗



⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

–iωk

–iωkr∗


–iωkr∗


–iωkr∗


⎞
⎟⎟⎟⎠ . (.)

Therefore, we can easily obtain

r∗
 =

a + iωk

b + iωk
, r∗

 =
a + iωk

c + iωk
, r∗

 = –
a + iωk

de–iωkτ
(j)
k

.

In the sequel, we shall verify that 〈q∗(s), q(θ )〉 = . In fact, from (.), we have

〈
q∗(s), q(θ )

〉
= D̄

(
, r̄∗

 , r̄∗
, r̄∗


)
(, r, r, r)T

–
∫ 

–τ
(j)
k

∫ θ

ξ=
D̄
(
, r̄∗

 , r̄∗
, r̄∗


)
e–iωk (ξ–θ ) dη(θ )(, r, r, r)T eiωkξ dξ

= D̄

[
 +

∑
i=

rir̄∗
i –

∫ 

–τ
(j)
k

(
, r̄∗

 , r̄∗
, r̄∗


)
θeiωkθ dη(θ )(, r, r, r)T

]

= D̄

{
 +

∑
i=

rir̄∗
i +

(
, r̄∗

 , r̄∗
, r̄∗


)
Be–iωkτ

(j)
k (, r, r, r)T

}

= D̄

[
 +

∑
i=

rir̄∗
i + ( + r + r + r)dr̄∗

e–iωkτ
(j)
k

]
= . �
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Next, we use the same notations as those in Hassard et al. [], and we first compute the
coordinates to describe the center manifold C at μ = . Let yt be the solution of equation
(.) when μ = .

Define

z(t) =
〈
q∗, yt

〉
, W (t, θ ) = yt(θ ) –  Re

{
z(t)q(θ )

}
(.)

on the center manifold C, and we have

W (t, θ ) = W
(
z(t), z̄(t), θ

)
, (.)

where

W
(
z(t), z̄(t), θ

)
= W (z, z̄) = W

z


+ Wzz̄ + W

z̄


+ · · · (.)

and z and z̄ are local coordinates for center manifold C in the direction of q∗ and q̄∗.
Noting that W is also real if yt is real, we consider only real solutions. For solutions yt ∈ C

of (.),

ż(t) =
〈
q∗(s), ẋt

〉
=
〈
q∗(s), A()ut + R()ut

〉
=
〈
q∗(s), A()yt

〉
+
〈
q∗(s), R()yt

〉
=
〈
A∗q∗(s), yt

〉
+ q̄∗()R()yt

–
∫ 

–τ
(j)
k

∫ θ

ξ=
q̄∗(ξ – θ ) dη(θ )A()R()yt(ξ ) dξ

=
〈
iωkq∗(s), yt

〉
+ q̄∗()f

(
, yt(θ )

)
def= iωkz(t) + q̄∗()f

(
z(t), z̄(t)

)
. (.)

That is,

ż(t) = iωkz + g(z, z̄), (.)

where

g(z, z̄) = g
z


+ gzz̄ + g

z̄


+ g

zz̄


+ · · · . (.)

Hence, we have

g(z, z̄) = q̄∗()f(z, z̄) = f (, yt)

= D̄
(
, r̄∗

 , r̄∗
, r̄∗


)(

f(, yt), f(, yt), f(, yt), f(, yt)
)T , (.)

where

f(, yt) = ay
t() + ayt()yt

(
–τ

(j)
k
)

+ ayt()yt() + ayt
(
–τ

(j)
k
)
yt()

+ ay
t() + ay

t()yt
(
–τ

(j)
k
)

+ ay
t()yt()
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+ ayt()yt
(
–τ

(j)
k
)
yt() + h.o.t.,

f(, yt) = by
t() + byt()yt

(
–τ

(j)
k
)

+ byt()yt() + byt
(
–τ

(j)
k
)
yt()

+ by
t() + by

t()yt
(
–τ

(j)
k
)

+ by
t()yt()

+ byt()yt
(
–τ

(j)
k
)
yt() + h.o.t.,

f(, yt) = cy
t() + cyt()yt

(
–τ

(j)
k
)

+ cyt()yt() + cyt
(
–τ

(j)
k
)
yt()

+ cy
t() + cy

t()yt
(
–τ

(j)
k
)

+ cy
t()yt()

+ cyt()yt
(
–τ

(j)
k
)
yt() + h.o.t.,

f(, yt) = dyt
(
–τ

(j)
k
)
yt() + dyt

(
–τ

(j)
k
)
yt() + dyt

(
–τ

(j)
k
)
yt().

Noticing that

yt(θ ) =
(
yt(θ ), yt(θ ), yt(θ ), yt(θ )

)T = W (t, θ ) + zq(θ ) + z̄q̄

and

q(θ ) = (, r, r, r)T eiωkθ ,

we have

yt() = z + z̄ + W ()
 ()

z


+ W ()

 ()zz̄ + W ()
 ()

z̄


+ · · · ,

yt() = rz + r̄z̄ + W ()
 ()

z


+ W ()

 ()zz̄ + W ()
 ()

z̄


+ · · · ,

yt() = rz + r̄z̄ + W ()
 ()

z


+ W ()

 ()zz̄ + W ()
 ()

z̄


+ · · · ,

yt() = rz + r̄z̄ + W ()
 ()

z


+ W ()

 ()zz̄ + W ()
 ()

z̄


+ · · · ,

yt
(
–τ

(j)
k
)

= e–iωkτ
(j)
k z + eiωkτ

(j)
k z̄ + W ()


(
–τ

(j)
k
)z



+ W ()

(
–τ

(j)
k
)
zz̄ + W ()


(
–τ

(j)
k
) z̄


+ · · · ,

yt
(
–τ

(j)
k
)

= re–iωkτ
(j)
k z + r̄eiωkτ

(j)
k z̄ + W ()


(
–τ

(j)
k
)z



+ W ()

(
–τ

(j)
k
)
zz̄ + W ()


(
–τ

(j)
k
) z̄


+ · · · ,

yt
(
–τ

(j)
k
)

= re–iωkτ
(j)
k z + r̄eiωkτ

(j)
k z̄ + W ()


(
–τ

(j)
k
)z



+ W ()

(
–τ

(j)
k
)
zz̄ + W ()


(
–τ

(j)
k
) z̄


+ · · · ,

yt
(
–τ

(j)
k
)

= re–iωkτ
(j)
k z + r̄eiωkτ

(j)
k z̄ + W ()


(
–τ

(j)
k
)z



+ W ()

(
–τ

(j)
k
)
zz̄ + W ()


(
–τ

(j)
k
) z̄


+ · · · .
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From (.) and (.), we have

g(z, z̄) = q̄∗()f(z, z̄)

= D̄
[
f(, yt) + r̄∗

 f(, xt) + r̄∗
 f(, yt) + r̄∗

 f(, yt)
]

= D̄
[
a + ae–iωkτ

(j)
k + ar + are–iωkτ

(j)
k

+ r̄∗

(
br

 + br
 e–iωkτ

(j)
k + brr + brre–iωkτ

(j)
k
)

+ r̄∗

(
cr

 + cr
e–iωkτ

(j)
k + crr + crre–iωkτ

(j)
k
)

+ r̄∗

(
dre–iωkτ

(j)
k + drre–iωkτ

(j)
k + drre–iωkτ

(j)
k
)]

z

+ D̄
[
a + a Re

{
reiωkτ

(j)
k
}

+ a Re{r} + a Re
{

reiωkτ
(j)
k
}

+ r∗

(
b|r| + b Re

{
rr̄e–iωkτ

(j)
k
}

+ b Re{rr̄} + b Re
{

rr̄e–iωkτ
(j)
k
})

+ r∗

(
c|r| + c Re

{|r|eiωkτ
(j)
k
}

+ c Re{rr̄} + c Re
{

rr̄e–iωkτ
(j)
k
})

+ r∗

(
d Re

{
reiωkτ

(j)
k
}

+ d Re
{

re–iωkτ
(j)
k
}

+ d Re
{

re–iωkτ
(j)
k
})]

zz̄

+ D̄
[
a + aeiωkτ

(j)
k + ar̄ + ar̄eiωkτ

(j)
k

+ r∗

(
br̄

 + br̄
 eiωkτ

(j)
k + br̄r̄ + br̄r̄eiωkτ

(j)
k
)

+ r∗

(
cr̄

 + cr̄
eiωkτ

(j)
k + cr̄r + cr̄r̄eiωkτ

(j)
k
)

+ r
(
dr̄eiωkτ

(j)
k + dr̄r̄eiωkτ

(j)
k + dr̄r̄eiωkτ

(j)
k
)]

z̄

+ D̄
{

r∗


[
b
(
rW ()

 () + W ()
()r̄

)

+ b

(
rW ()


(
–τ

(j)
k
)

+



r̄W ()

(
–τ

(j)
k
)

+



r̄W ()
 ()e–iωkτ

(j)
k + rW ()

 ()e–iωkτ
(j)
k

)
+ b

(
rW ()

 () +



r̄W ()
 ()

+



r̄W ()
 () + rW ()

 ()
)

+ b

(
rW ()

 () +



r̄W ()
 ()eiωkτ

(j)
k

+



r̄W ()
 (–τ )eiωkτ

(j)
k + rW ()


(
–τ

(j)
k
))

+ br
 r̄ + b

(
r

 r̄eiωkτ
(j)
k + r

 r̄e–iωkτ
(j)
k
)

+ b
(
r

 r̄ + |r|r
)

+ b
(
r

 e–iωkτ
(j)
k + |r|reiωkτ

(j)
k + |r|re–iωkτ

(j)
k
)]

+ r∗


[
cr

 r̄ + c

(
rW ()


(
–τ

(j)
k
)

+



r̄W ()

(
–τ

(j)
k
)

+



r̄W ()

(
–τ

(j)
k
)
eiωkτ

(j)
k + rW ()

 ()e–iωkτ
(j)
k

)

+ c

(
rW ()

 () +



r̄W ()
 () +




r̄W ()
 () + rW ()

 ()
)

+ c

(
rW ()

 ()e–iωkτ
(j)
k +




r̄W ()
 ()eiωkτ

(j)
k
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+



r̄W ()

(
–τ

(j)
k
)

+ rW ()

(
–τ

(j)
k
))

+ cr
 r̄ + c

(
r

 r̄eiωkτ
(j)
k + r

 r̄e–iωkτ
(j)
k
)

+ c
(
r

 r̄ + |r|r
)

+ c
(
r

 r̄e–iωkτ
(j)
k

+ |r|re–iωkτ
(j)
k + |r|reiωkτ

(j)
k
)]

+ r̄∗
d

[
W ()

 () +



W ()
 () +




r̄W ()
 ()

+ rW ()
 () + rW ()

 ()e–iωkτ
(j)
k +




r̄W ()
 ()eiωkτ

(j)
k

+



r̄W ()

(
–τ

(j)
k
)

+ rW ()

(
–τ

(j)
k
)

+ rW ()
 ()e–iωkτ

(j)
k

+



r̄W ()
 ()eiωkτ

(j)
k +




r̄W ()

(
–τ

(j)
k
)
eiωkτ

(j)
k + rW ()


(
–τ

(j)
k
)]

zz̄ + · · ·
}

and we obtain

g = D̄
[
a + ae–iωkτ

(j)
k + ar + are–iωkτ

(j)
k

+ r̄∗

(
br

 + br
 e–iωkτ

(j)
k + brr + brre–iωkτ

(j)
k
)

+ r̄∗

(
cr

 + cr
e–iωkτ

(j)
k + crr + crre–iωkτ

(j)
k
)

+ r̄∗

(
dre–iωkτ

(j)
k + drre–iωkτ

(j)
k + drre–iωkτ

(j)
k
)]

,

g = D̄
[
a + a Re

{
reiωkτ

(j)
k
}

+ a Re{r} + a Re
{

reiωkτ
(j)
k
}

+ r∗

(
b|r| + b Re

{
rr̄e–iωkτ

(j)
k
}

+ b Re{rr̄} + b Re
{

rr̄e–iωkτ
(j)
k
})

+ r∗

(
c|r| + c Re

{|r|eiωτ
(j)
k
}

+ c Re{rr̄} + c Re
{

rr̄e–iωkτ
(j)
k
})

+ r∗

(
d Re

{
reiωkτ

(j)
k
}

+ d Re
{

re–iωkτ
(j)
k
}

+ d Re
{

re–iωkτ
(j)
k
})]

,

g = D̄
[
a + aeiωkτ

(j)
k + ar̄ + ar̄eiωkτ

(j)
k

+ r∗

(
br̄

 + br̄
 eiωkτ

(j)
k + br̄r̄ + br̄r̄eiωkτ

(j)
k
)

+ r∗

(
cr̄

 + cr̄
eiωkτ

(j)
k + cr̄r + cr̄r̄eiωkτ

(j)
k
)

+ r
(
dr̄eiωkτ

(j)
k + dr̄r̄eiωkτ

(j)
k + dr̄r̄eiωkτ

(j)
k
)]

,

g = D̄
{

r∗


[
b
(
rW ()

 () + W ()
()r̄

)
+ b

(
rW ()


(
–τ

(j)
k
)

+



r̄W ()

(
–τ

(j)
k
)

+



r̄W ()
 ()e–iωkτ

(j)
k + rW ()

 ()e–iωkτ
(j)
k

)
+ b

(
rW ()

 () +



r̄W ()
 ()

+



r̄W ()
 () + rW ()

 ()
)

+ b

(
rW ()

 () +



r̄W ()
 ()eiωkτ

(j)
k

+



r̄W ()

(
–τ

(j)
k
)
eiωkτ

(j)
k + rW ()


(
–τ

(j)
k
))

+ br
 r̄ + b

(
r

 r̄eiωkτ
(j)
k + r

 r̄e–iωkτ
(j)
k
)

+ b
(
r

 r̄ + |r|r
)

+ b
(
r

 e–iωkτ
(j)
k + |r|reiωkτ

(j)
k + |r|re–iωkτ

(j)
k
)]
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+ r∗


[
cr

 r̄ + c

(
rW ()


(
–τ

(j)
k
)

+



r̄W ()

(
–τ

(j)
k
)

+



r̄W ()
 (–τ )eiωkτ

(j)
k

+ rW ()
 ()e–iωkτ

(j)
k

)
+ c

(
rW ()

 () +



r̄W ()
 () +




r̄W ()
 () + rW ()

 ()
)

+ c

(
rW ()

 ()e–iωkτ
(j)
k +




r̄W ()
 ()eiωkτ

(j)
k +




r̄W ()

(
–τ

(j)
k
)

+ rW ()

(
–τ

(j)
k
))

+ cr
 r̄ + c

(
r

 r̄eiωkτ
(j)
k + r

 r̄e–iωkτ
(j)
k
)

+ c
(
r

 r̄ + |r|r
)

+ c
(
r

 r̄e–iωkτ
(j)
k

+ |r|re–iωkτ
(j)
k + |r|reiωkτ

(j)
k
)]

+ r̄∗
d

[
W ()

 () +



W ()
 () +




r̄W ()
 ()

+ rW ()
 () + rW ()

 ()e–iωkτ
(j)
k +




r̄W ()
 ()eiωkτ

(j)
k

+



r̄W ()

(
–τ

(j)
k
)

+ rW ()

(
–τ

(j)
k
)

+ rW ()
 ()e–iωkτ

(j)
k

+



r̄W ()
 ()eiωkτ

(j)
k +




r̄W ()

(
–τ

(j)
k
)
eiωkτ

(j)
k + rW ()


(
–τ

(j)
k
)]}

.

For

W ()
 (), W ()

 (), W ()

(
–τ

(j)
k
)
, W ()


(
–τ

(j)
k
)
, W ()

 (), W ()
 (),

W ()
 (), W ()

 (), W ()

(
–τ

(j)
k
)
, W ()


(
–τ

(j)
k
)
, W ()

 (), W ()
 (),

W ()
 (), W ()

 (), W ()

(
–τ

(j)
k
)
, W ()


(
–τ

(j)
k
)
, W ()


(
–τ

(j)
k
)

unknown in g, we still need to compute them.
From (.), (.), we have

W ′ =

{
AW –  Re {q̄∗()fq(θ )}, –τ

(j)
k ≤ θ < ,

AW –  Re {q̄∗()fq(θ )} + f, θ = 

def= AW + H(z, z̄, θ ), (.)

where

H(z, z̄, θ ) = H(θ )
z


+ H(θ )zz̄ + H(θ )

z̄


+ · · · . (.)

Comparing the coefficients, we obtain

(A – iω)W(θ ) = –H(θ ), (.)

AW(θ ) = –H(θ ), (.)

. . . .

And we know that for θ ∈ [–τ
(j)
k , ),

H(z, z̄, θ ) = –q̄∗()fq(θ ) – q∗()f̄q̄(θ ) = –g(z, z̄)q(θ ) – ḡ(z, z̄)q̄(θ ). (.)
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Comparing the coefficients of (.) with (.) gives

H(θ ) = –gq(θ ) – ḡq̄(θ ), (.)

H(θ ) = –gq(θ ) – ḡq̄(θ ). (.)

From (.), (.), and the definition of A, we get

Ẇ(θ ) = iωkW(θ ) + gq(θ ) + ḡq̄(θ ). (.)

Noting that q(θ ) = q()eiωθ , we have

W(θ ) =
ig

ωk
q()eiωkθ +

iḡ

ωk
q̄()e–iωkθ + Eeiωkθ , (.)

where E is a constant vector. Similarly, from (.), (.), and the definition of A, we
have

Ẇ(θ ) = gq(θ ) + ḡq̄(θ ), (.)

W(θ ) = –
ig

ωk
q()eiωkθ +

iḡ

ωk
q̄()e–iωkθ + E, (.)

where E is a constant vector.
In the following, we shall seek appropriate E, E in (.), (.), respectively. It follows

from the definition of A and (.), (.) that

∫ 

–τ
(j)
k

dη(θ )W(θ ) = iωkW() – H() (.)

and

∫ 

–τ
(j)
k

dη(θ )W(θ ) = –H(), (.)

where η(θ ) = η(, θ ).
From (.), we have

H() = –gq() – ḡq̄() + (H, H, H, H)T , (.)

where

H = 
(
a + ae–iωkτ

(j)
k + ar + are–iωkτ

(j)
k
)
,

H = 
(
br

 + br
 e–iωkτ

(j)
k + brr + brre–iωkτ

(j)
k
)
,

H = 
(
cr

 + cr
e–iωkτ

(j)
k + crr + crre–iωkτ

(j)
k
)
,

H = 
(
dre–iωkτ

(j)
k + drre–iωkτ

(j)
k + drre–iωkτ

(j)
k
)
.
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From (.), we have

H() = –gq() – ḡ()q̄() + (P, P, P, P)T , (.)

where

P = a + a Re
{

reiωkτ
(j)
k
}

+ a Re{r} + a Re
{

reiωkτ
(j)
k
}

,

P = b|r| + b Re
{

rr̄e–iωkτ
(j)
k
}

+ b Re{rr̄} + b Re
{

rr̄e–iωkτ
(j)
k
}

,

P = c|r| + c Re
{|r|eiωkτ

(j)
k
}

+ c Re{rr̄} + c Re
{

rr̄e–iωkτ
(j)
k
}

,

P = d Re
{

reiωkτ
(j)
k
}

+ d Re
{

re–iωkτ
(j)
k
}

+ d Re
{

re–iωkτ
(j)
k
}

.

From (.), (.), and the definition of A, we have

{
BW() + BW(–τ

(j)
k ) = iωkW() – H(),

BW() + BW(–τ
(j)
k ) = –H().

(.)

Noting that

(
iωkI –

∫ 

–τ
(j)
k

eiωkθ dη(θ )
)

q() = , (.)

(
–iωkI –

∫ 

–τ
(j)
k

e–iωkθ dη(θ )
)

q̄() = , (.)

and substituting (.) and (.) into (.), we have

(
iωkI –

∫ 

–τ
(j)
k

eiωkθ dη(θ )
)

E = (H, H, H, H)T . (.)

That is,

det

⎛
⎜⎜⎜⎜⎝

iωk – a   –a

 iωk – b  –b

  iωk – c –c

–de–iωkτ
(j)
k –de–iωkτ

(j)
k –de–iωkτ

(j)
k iωk

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

E()


E()


E()


E()


⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

H

H

H

H

⎞
⎟⎟⎟⎠ . (.)

Hence,

E()
 =

�

�
, E()

 =
�

�
, E()

 =
�

�
, E()

 =
�

�
, (.)

where

� = det

⎛
⎜⎜⎜⎜⎝

iωk – a   –a

 iωk – b  –b

  iωk – c –c

–de–iωkτ
(j)
k –de–iωkτ

(j)
k –de–iωkτ

(j)
k iωk

⎞
⎟⎟⎟⎟⎠ ,
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� = det

⎛
⎜⎜⎜⎜⎝

H   –a

H iωk – b  –b

H  iωk – c –c

H –de–iωkτ
(j)
k –de–iωkτ

(j)
k iωk

⎞
⎟⎟⎟⎟⎠ ,

� = det

⎛
⎜⎜⎜⎜⎝

iωk – a H  –a

 H  –b

 H iωk – c –c

–de–iωkτ
(j)
k H –de–iωkτ

(j)
k iωk

⎞
⎟⎟⎟⎟⎠ ,

� = det

⎛
⎜⎜⎜⎜⎝

iωk – a  H –a

 iωk – b H –b

  H –c

–de–iωkτ
(j)
k –de–iωkτ

(j)
k H iωk

⎞
⎟⎟⎟⎟⎠ ,

� = det

⎛
⎜⎜⎜⎜⎝

iωk – a   H

 iωk – b  H

  iωk – c H

–de–iωkτ
(j)
k –de–iωkτ

(j)
k –de–iωkτ

(j)
k H

⎞
⎟⎟⎟⎟⎠ .

Similarly, substituting (.) and (.) into (.), we have

(∫ 

–τ
(j)
k

dη(θ )
)

E = (P, P, P, P)T . (.)

That is,

⎛
⎜⎜⎜⎝

a   a

 b  b

  c c

d d d 

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

E()


E()


E()


E()


⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

P

P

P

P

⎞
⎟⎟⎟⎠ . (.)

Hence,

E()
 =

�

�
, E()

 =
�

�
, E()

 =
�

�
, E()

 =
�

�
, (.)

where

� = det

⎛
⎜⎜⎜⎝

a   a

 b  b

  c c

d d d 

⎞
⎟⎟⎟⎠ ,

� = det

⎛
⎜⎜⎜⎝

–P   a

–P b  b

–P  c c

–P d d 

⎞
⎟⎟⎟⎠ ,
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(a) (b)

(c) (d)

Figure 1 Dynamic behavior of system (4.1): times series of xi (i = 1, 2, 3) and p(t). A Matlab simulation of
the asymptotically stable origin to system (4.1) with τ = 1.65 < τ0 ≈ 1.85. The initial value is (0.5, 0.5, 0.5, 0.5).

� = det

⎛
⎜⎜⎜⎝

a –P  a

 –P  b

 –P c c

d –P d 

⎞
⎟⎟⎟⎠ ,

� = det

⎛
⎜⎜⎜⎝

a  –P a

 b –P b

  –P c

d d –P 

⎞
⎟⎟⎟⎠ ,

� = det

⎛
⎜⎜⎜⎝

a   –P

 b  –P

  c –P

d d d –P

⎞
⎟⎟⎟⎠ .

From (.), (.), (.), (.), we can calculate g and derive the following values:

c() =
i

ωk

(
gg – |g| –

|g|


)
+

g


,

μ = –
Re{c()}

Re{λ′(τ (j)
k )}

,
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(a) (b)

(c) (d)

Figure 2 Dynamic behavior of system (4.1): projection on x1-p, x2-p, x3-p plane and projection on
x2-x3-p space. A Matlab simulation of the asymptotically stable origin to system (4.1) with
τ = 1.65 < τ0 ≈ 1.85. The initial value is (0.5, 0.5, 0.5, 0.5).

β =  Re
(
c()

)
,

T = –
Im {c()} + μ Im{λ′(τ (j)

k )}
ωk

.

These formulas give a description of the Hopf bifurcation periodic solutions of (.) at
τ = τ

(j)
k on the center manifold. From the discussion above, we have the following re-

sult.

Theorem . For system (.), if (H)-(H) hold, the periodic solution is supercritical (sub-
critical) if μ >  (μ < ); the bifurcating periodic solutions are orbitally asymptotically
stable with asymptotical phase (unstable) if β <  (β > ); the periods of the bifurcating
periodic solutions increase (decrease) if T >  (T < ).

4 Numerical examples
In this section, we present some numerical results of system (.) to verify the analytical
predictions obtained in the previous section. From Section , we may determine the di-
rection of a Hopf bifurcation and the stability of the bifurcation periodic solutions. Let us
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(a) (b)

(c) (d)

Figure 3 Dynamic behavior of system (4.1): times series of xi (i = 1, 2, 3) and p. A Matlab simulation of a
periodic solution to system (4.1) with τ = 1.97 > τ0 ≈ 1.85. The initial value is (0.5, 0.5, 0.5, 0.5).

consider the following special case of system (.):

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ(t) = .x(t – τ )[ –p(t)
.x(t) – .x(t)p(t)],

ẋ(t) = .x(t – τ )[ –p(t)
.x(t) – .x(t)p(t)],

ẋ(t) = .x(t – τ )[ –p(t)
.x(t) – .x(t)p(t)],

ṗ(t) = .p(t)[x(t – τ ) + x(t – τ ) + x(t – τ ) – ].

(.)

By some complicated computation by means of Matlab ., we get ω ≈ ., τ ≈ .,
λ′(τ) ≈ . – .i. Thus we can calculate the following values: c() ≈ –. –
.i, μ ≈ ., β ≈ –., T ≈ .. We see that the conditions indi-
cated in Theorem . are satisfied. Furthermore, it follows that μ >  and β < . Choose
τ = . < τ ≈ .. Thus, the equilibrium (x∗

 , x∗
, x∗

, p∗) is stable when τ < τ, which
is illustrated by the computer simulations (see Figure  and Figure ). When τ passes
through the critical value τ ≈ ., the equilibrium (x∗

 , x∗
, x∗

, p∗) loses its stability and
a Hopf bifurcation occurs, i.e., a family of periodic solutions bifurcate from the equilib-
rium (x∗

 , x∗
, x∗

, p∗). Choose τ = . > τ ≈ .. Since μ >  and β < , the direction of
the Hopf bifurcation is τ > τ, and these bifurcating periodic solutions from (x∗

 , x∗
, x∗

, p∗)
at τ are stable; they are depicted in Figure  and Figure .



Xu and Li Advances in Difference Equations  (2016) 2016:40 Page 23 of 24

(a) (b)

(c) (d)

Figure 4 Dynamic behavior of system (4.1): projection on the x1-p, x2-p, x3-p plane and projection on
the x2-x3-p space, respectively. A Matlab simulation of a periodic solution to system (4.1) with
τ = 1.97 > τ0 ≈ 1.85. The initial value is (0.5, 0.5, 0.5, 0.5).

5 Conclusions
In this paper, we have investigated the properties of Hopf bifurcation in an exponen-
tial RED algorithm with communication delay. It is shown that under certain conditions,
the Hopf bifurcation occurs as the delay τ passes through some critical values τ = τ

(j)
k ,

k, j = , , , . . . . Moreover, the direction of the Hopf bifurcation and the stability of the bi-
furcating periodic orbits are derived by applying the normal form theory and the center
manifold theorem.
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