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#### Abstract

This paper is concerned with regular approximations of isolated eigenvalues of singular second-order symmetric linear difference equations. It is shown that the $k$ th eigenvalue of any given self-adjoint subspace extension is exactly the limit of the $k$ th eigenvalues of the induced regular self-adjoint subspace extensions in the case that each endpoint is either regular or in the limit circle case. Furthermore, error estimates for the approximations of eigenvalues are given in this case. In addition, it is shown that isolated eigenvalues in every gap of the essential spectrum of any self-adjoint subspace extension are exactly the limits of eigenvalues of suitably chosen induced regular self-adjoint subspace extensions in the case that at least one endpoint is in the limit point case.
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## 1 Introduction

Consider the following second-order symmetric linear difference equation:

$$
-\nabla(p(t) \Delta x(t))+q(t) x(t)=\lambda w(t) x(t), \quad t \in I,
$$

where $I$ is the integer set $\{t\}_{t=a}^{b}, a$ is a finite integer or $-\infty$ and $b$ is a finite integer or $+\infty$; $\Delta$ and $\nabla$ are the forward and backward difference operators, respectively, i.e., $\Delta x(t)=$ $x(t+1)-x(t), \nabla x(t)=x(t)-x(t-1) ; p(t)$ and $q(t)$ are all real-valued with $p(t) \neq 0$ for $t \in I$, $p(a-1) \neq 0$ if $a$ is finite and $p(b+1) \neq 0$ if $b$ is finite; $w(t)>0$ for $t \in I$; and $\lambda$ is a complex spectral parameter.

Spectral problems can be divided into two classifications. Those defined over finite closed intervals with well-behaved coefficients are called regular; otherwise they are called singular. Regular approximations of spectra of singular differential equations have been investigated widely and deeply, and some good results have been obtained, including spectral inclusion in general cases and spectral exactness in the case that each endpoint is either regular or in the limit circle case (briefly, l.c.c.) [1-9]. In particular, Stolz, Weidmann, and Teschl [5-9] got spectral exactness for isolated eigenvalues in essential spectral
gaps. In addition, Brown et al. [3] constructed a sequence of regular problems for a given fourth-order singular symmetric differential operator and showed that the eigenvalues of the singular problem are exactly the limits of eigenvalues of this sequence in the case that each endpoint is either regular or in l.c.c.
In the present paper, we are wondering whether there are analogous results for singular symmetric difference equations. We shall study a similar problem for singular secondorder symmetric linear difference equations. Note that for a symmetric linear difference equation, its minimal operator may not be densely defined, and its minimal and maximal operators may be multi-valued (cf. [10-12]). So it cannot be treated by the methods described in [3, 5-9], which are based on self-adjoint extensions of densely defined Hermitian operators.
This major difficulty can be overcome by using the theory of self-adjoint subspace extensions of Hermitian subspaces. This theory was developed by Coddington, Dijksma, de Snoo, and others ( $c f$. [13-19]). The second author of the present paper extended the classical Glazman-Krein-Naimark (briefly, GKN) theory to Hermitian subspaces [11], and based on this, she with her coauthor Sun presented complete characterizations of selfadjoint extensions for second-order symmetric linear difference equation in both regular and singular cases [12]. Later, she studied some spectral properties of self-adjoint subspaces together with her coauthors Shao and Ren [20]. Recently, based on the above results, we studied the resolvent convergence and spectral approximations of sequences of self-adjoint subspaces [21].
Applying the results given in [12, 21], we studied regular approximations of spectra of singular second-order symmetric linear difference equations [22]. We constructed suitable induced regular self-adjoint subspace extensions and proved that the sequence of induced regular self-adjoint subspace extensions is both spectrally inclusive and exact for a given self-adjoint subspace extension in the case that each endpoint is either regular or in l.c.c., while, in general, it is only spectrally inclusive in the case that at least one endpoint is in the limit point case (briefly, l.p.c.). Here, we shall further investigate how to approximate the spectrum of singular second-order symmetric linear difference equations with eigenvalues of regular problems in the case that each endpoint is either regular or in l.c.c. Furthermore, we shall also give their error estimates. In addition, enlightened by Stolz, Weidmann, and Teschl's work [5-9], we shall show the spectral exactness in an open interval laking essential spectral points in the case that at least one endpoint is in l.p.c.
In the study of regular approximation problems, the related induced regular self-adjoint extensions should be extended to the whole interval referred for the singular problems. This problem can easily be dealt with by 'zero extension' in the continuous case. But it is somewhat difficult in the discrete case. This difficulty was overcome in Section 3.2 in [22] and recalled in Section 2.3 in the present manuscript. So the method used in the present manuscript is not a trivial and direct generalization of that used for ODEs [3,59]. Further, we shall remark that although the minimal operator is densely defined in the case that $a=-\infty$ and $b=+\infty$, the minimal operators of the induce regular problems that will be used to approximate the singular one are not densely defined, and so their selfadjoint extensions have to be characterized by the theory of subspaces. These self-adjoint extensions are multi-valued in general. Therefore, it is better for us to uniformly apply the theory of subspaces to study regular approximations in all the cases in the present paper.

The rest of this paper is organized as follows. In Section 2, some basic concepts and fundamental results about subspaces in Hilbert spaces and second-order symmetric linear difference equations are introduced. In addition, the induced regular self-adjoint subspace extensions for any given self-adjoint subspace extension are introduced. In particular, a sufficient condition is given for spectral exactness of a sequence of self-adjoint subspaces in an open interval laking essential spectral points. It will play an important role in the study of regular approximations in the case that at least one endpoint is in l.p.c. In Section 3, regular approximations of isolated eigenvalues of equation (1.1) are studied in the case that each endpoints is either regular or in l.c.c. It is shown that the $k$ th eigenvalue of the given self-adjoint subspace extension is exactly the limit of the $k$ th eigenvalues of the induced regular self-adjoint subspace extensions. In addition, their error estimates are given. Spectral exactness in every gap of the essential spectrum of any self-adjoint subspace extension is obtained in the other three cases in Sections 4-6, separately.

## 2 Preliminaries

This section is divided into three parts. In Section 2.1, some basic concepts and fundamental results about subspaces are listed. In Section 2.2, the maximal, pre-minimal, and minimal subspaces corresponding to equation (1.1) are introduced. In Section 2.3, some results about self-adjoint subspace extensions of the minimal subspace and their induced self-adjoint restrictions given in [22] are recalled.

### 2.1 Some basic concepts and fundamental results about subspaces

By $\mathbf{C}, \mathbf{R}$, and $\mathbf{N}$ denote the sets of the complex numbers, real numbers, and positive integer numbers, respectively. Let $X$ be a complex Hilbert space with inner product $\langle\cdot, \cdot\rangle$, and $T$ a linear subspace (briefly, subspace) in the product space $X^{2}$ with the following induced inner product, still denoted by $\langle\cdot, \cdot\rangle$ without any confusion:

$$
\langle(x, f),(y, g)\rangle=\langle x, y\rangle+\langle f, g\rangle, \quad(x, f),(y, g) \in X^{2} .
$$

Denote the domain, range, and null space of $T$ by $D(T), R(T)$, and $N(T)$, respectively. Its adjoint subspace $T^{*}$ is defined by

$$
T^{*}=\left\{(y, g) \in X^{2}:\langle g, x\rangle=\langle y, f\rangle \text { for all }(x, f) \in T\right\} .
$$

Further, denote

$$
T(x):=\{f \in X:(x, f) \in T\}, \quad T^{-1}:=\{(f, x):(x, f) \in T\} .
$$

It is evident that $T(0)=\{0\}$ if and only if $T$ can uniquely determine a (singled-valued) linear operator from $D(T)$ into $X$ whose graph is $T$. For convenience, a linear operator in $X$ will always be identified with a subspace in $X^{2}$ via its graph.

Let $T$ and $S$ be two subspaces in $X^{2}$ and $\lambda \in \mathbf{C}$. Define

$$
\begin{aligned}
& \lambda T:=\{(x, \lambda f):(x, f) \in T\}, \\
& T+S:=\{(x, f+g):(x, f) \in T,(x, g) \in S\},
\end{aligned}
$$

$$
S T:=\left\{(x, g) \in X^{2}:(x, f) \in T,(f, g) \in S \text { for some } f \in X\right\} .
$$

It is evident that if $T$ is closed, then $T-\lambda I_{i d}$ is closed and $\left(T-\lambda I_{i d}\right)^{*}=T^{*}-\bar{\lambda} I_{i d}$, where $I_{i d}:=$ $\{(x, x): x \in X\}$, briefly denoted by $I$ without any confusion between it and the interval $I$.

Throughout the whole paper, denote the resolvent set, spectrum, point spectrum, essential spectrum, and discrete spectrum of $T$ by $\rho(T), \sigma(T), \sigma_{p}(T), \sigma_{e}(T)$, and $\sigma_{d}(T)$, respectively.

Definition 2.1 ([21], Definition 5.1) Let $\left\{T_{n}\right\}_{n=1}^{\infty}$ and $T$ be subspaces in $X^{2}$.
(1) The sequence $\left\{T_{n}\right\}_{n=1}^{\infty}$ is said to be spectrally inclusive for $T$ if for any $\lambda \in \sigma(T)$, there exists a sequence $\left\{\lambda_{n}\right\}_{n=1}^{\infty}, \lambda_{n} \in \sigma\left(T_{n}\right)$, such that $\lim _{n \rightarrow \infty} \lambda_{n}=\lambda$.
(2) The sequence $\left\{T_{n}\right\}_{n=1}^{\infty}$ is said to be spectrally exact for $T$ if it is spectrally inclusive and every limit point of any sequence $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ with $\lambda_{n} \in \sigma\left(T_{n}\right)$ belongs to $\sigma(T)$.
(3) The sequence $\left\{T_{n}\right\}_{n=1}^{\infty}$ is said to be spectrally exact for $T$ in some set $\Omega \subset \mathbf{R}$ if the condition in (2) holds in $\Omega$.

Lemma 2.1 ([21], Lemma 2.1) Let $T$ be a closed subspace in $X^{2}$. Then

$$
\begin{aligned}
& \rho\left(T^{-1}\right) \backslash\{0\}=\left\{\lambda^{-1}: \lambda \in \rho(T) \text { with } \lambda \neq 0\right\}, \\
& \sigma\left(T^{-1}\right) \backslash\{0\}=\left\{\lambda^{-1}: \lambda \in \sigma(T) \text { with } \lambda \neq 0\right\} .
\end{aligned}
$$

Consequently, if $\rho(T) \neq \emptyset$, then

$$
\sigma\left(\left(\lambda_{0} I-T\right)^{-1}\right) \backslash\{0\}=\left\{\left(\lambda_{0}-\lambda\right)^{-1}: \lambda \in \sigma(T)\right\}, \quad \lambda_{0} \in \rho(T) .
$$

Let $T$ and $S$ be two subspaces in $X^{2}$. If $T \cap S=\{(0,0)\}$, denote

$$
T \dot{+} S:=\{(x+y, f+g):(x, f) \in T,(y, g) \in S\} .
$$

Further, if $T$ and $S$ are orthogonal, denoted by $T \perp S$; that is, $\langle(x, f),(y, g)\rangle=0$ for any $(x, f) \in T,(y, g) \in S$, we denote

$$
T \oplus S:=T \dot{+} S .
$$

In addition, we introduce the following notation for convenience:

$$
T \ominus S:=\{(x, f) \in T:\langle x, y\rangle+\langle f, g\rangle=0 \text { for all }(y, g) \in S\} .
$$

In 1961, Arens [23] introduced the following important decomposition for a closed subspace $T$ in $X^{2}$ :

$$
T=T_{s} \oplus T_{\infty}
$$

where

$$
T_{\infty}:=\left\{(0, f) \in X^{2}:(0, f) \in T\right\}, \quad T_{s}:=T \ominus T_{\infty}
$$

It can easily be verified that $T_{s}$ is an operator, and $T$ is an operator if and only if $T=$ $T_{s} . T_{s}$ and $T_{\infty}$ are called the operator and pure multi-valued parts of $T$, respectively. In addition,

$$
\begin{equation*}
R\left(T_{\infty}\right)=T(0), \quad T_{\infty}=\{0\} \times T(0), \quad R\left(T_{s}\right) \subset T(0)^{\perp}, \quad D\left(T_{s}\right)=D(T) \tag{2.1}
\end{equation*}
$$

and $D\left(T_{s}\right)=D(T)$ is dense in $T^{*}(0)^{\perp}$.
Throughout the present paper, the resolvent set and spectrum of $T_{s}$ and $T_{\infty}$ mean those of $T_{s}$ and $T_{\infty}$ restricted to $\left(T(0)^{\perp}\right)^{2}$ and $T(0)^{2}$, respectively.

Lemma 2.2 ([20], Proposition 2.1 and Theorems 2.1, 2.2, and 3.4) Let $T$ be a closed Hermitian subspace in $X^{2}$. Then

$$
T_{\infty}=T \cap T(0)^{2}, \quad T_{s}=T \cap\left(T(0)^{\perp}\right)^{2}
$$

$T_{s}$ is a closed Hermitian operator in $T(0)^{\perp}, T_{\infty}$ is a closed Hermitian subspace in $T(0)^{2}$,

$$
\begin{array}{lll}
\rho(T)=\rho\left(T_{s}\right), & \sigma(T)=\sigma\left(T_{s}\right), & \sigma\left(T_{\infty}\right)=\emptyset \\
\sigma_{p}(T)=\sigma_{p}\left(T_{s}\right), & \sigma_{e}(T)=\sigma_{e}\left(T_{s}\right), & \sigma_{d}(T)=\sigma_{d}\left(T_{s}\right),
\end{array}
$$

and $N(T-\lambda I)=N\left(T_{s}-\lambda I\right)$ for every $\lambda \in \sigma_{p}(T)$.

Lemma 2.3 ([17], p.26) If $T$ is a self-adjoint subspace in $X^{2}$, then $T_{\infty}$ and $T_{s}$ are selfadjoint subspaces in $T(0)^{2}$ and $\left(T(0)^{\perp}\right)^{2}$, respectively.

To end this subsection, we shall briefly recall the concept of the spectral family of a selfadjoint subspace, which was introduced by Coddington and Dijksma in [15].
Let $T$ be a self-adjoint subspace in $X^{2}$. By Lemma 2.3, $T_{s}$ is a self-adjoint operator in $T(0)^{\perp}$. Then $T_{s}$ has the following spectral resolution:

$$
T_{s}=\int t d E_{s}(t)
$$

where $\left\{E_{s}(t)\right\}_{t \in \mathbf{R}}$ is the spectral family of $T_{s}$ in $T(0)^{\perp}$. The spectral family of the subspace $T$ is defined by

$$
E(t)=E_{s}(t) \oplus O, \quad t \in \mathbf{R},
$$

where $O$ is the zero operator defined on $T(0)$. It is obvious that for any $t \in \mathbf{R}$ and any $f \in X$,

$$
\begin{equation*}
E(t) f=E_{s}(t) f_{1} \tag{2.2}
\end{equation*}
$$

where $f=f_{1}+f_{2}$ with $f_{1} \in T(0)^{\perp}$ and $f_{2} \in T(0)$.
The following result weakens the condition (5.7) of Theorem 5.3 in [21]. It will be useful in studying spectral exactness in every gap of the essential spectrum of any self-adjoint subspace extension in Sections 4-6.

Lemma 2.4 Let $\left\{T_{n}\right\}_{n=1}^{\infty}$ and $T$ be self-adjoint subspaces in $X^{2}$, and let $E\left(T_{n}, \lambda\right)$ and $E(T, \lambda)$ be spectral families of $T_{n}$ and $T$, respectively. Assume that $I_{0} \subset \mathbf{R}$ is an open interval and satisfies

$$
\begin{equation*}
I_{0} \cap \sigma_{e}(T)=\emptyset, \quad I_{0} \cap \sigma_{d}(T) \neq \emptyset \tag{2.3}
\end{equation*}
$$

Let $\gamma \in I_{0}$. If for any given $\alpha, \beta \in I_{0} \cap \rho(T)$ with $\alpha<\gamma \leq \beta$, there exists an integer $n_{0} \geq 1$ such that for all $n \geq n_{0}$,

$$
\begin{equation*}
\operatorname{dim} R\left\{E\left(T_{n}, \beta\right)-E\left(T_{n}, \alpha\right)\right\}=\operatorname{dim} R\{E(T, \beta)-E(T, \alpha)\} \tag{2.4}
\end{equation*}
$$

then $\left\{T_{n}\right\}_{n=1}^{\infty}$ is spectrally exact for $T$ in $I_{0}$.
Proof By Theorem 5.3 in [21], it suffices to show that (2.4) holds for all $\alpha, \beta \in I_{0} \cap \rho(T)$ with $\alpha<\beta$. Fix any $\alpha, \beta \in I_{0} \cap \rho(T)$ with $\alpha<\beta$. The following discussions are divided into three cases.

Case 1. $\gamma \in(\alpha, \beta]$. Obviously, (2.4) holds in this case.
Case 2. $\gamma \leq \alpha$. By (2.3), there exists $\epsilon>0$ such that $\gamma-\epsilon \in I_{0} \cap \rho(T)$. By (2.4), there exists $n_{0} \geq 1$ such that for all $n \geq n_{0}$,

$$
\begin{align*}
& \operatorname{dim} R\left\{E\left(T_{n}, \beta\right)-E\left(T_{n}, \gamma-\epsilon\right)\right\}=\operatorname{dim} R\{E(T, \beta)-E(T, \gamma-\epsilon)\}, \\
& \operatorname{dim} R\left\{E\left(T_{n}, \alpha\right)-E\left(T_{n}, \gamma-\epsilon\right)\right\}=\operatorname{dim} R\{E(T, \alpha)-E(T, \gamma-\epsilon)\} . \tag{2.5}
\end{align*}
$$

Note that

$$
\begin{aligned}
& E\left(T_{n}, \beta\right)-E\left(T_{n}, \alpha\right)=\left\{E\left(T_{n}, \beta\right)-E\left(T_{n}, \gamma-\epsilon\right)\right\}-\left\{E\left(T_{n}, \alpha\right)-E\left(T_{n}, \gamma-\epsilon\right)\right\}, \\
& E(T, \beta)-E(T, \alpha)=\{E(T, \beta)-E(T, \gamma-\epsilon)\}-\{E(T, \alpha)-E(T, \gamma-\epsilon)\} ;
\end{aligned}
$$

that is,

$$
\begin{align*}
& E\left(T_{n},(\alpha, \beta]\right)=E\left(T_{n},(\gamma-\epsilon, \beta]\right)-E\left(T_{n},(\gamma-\epsilon, \alpha]\right), \\
& E(T,(\alpha, \beta])=E(T,(\gamma-\epsilon, \beta])-E(T,(\gamma-\epsilon, \alpha]) . \tag{2.6}
\end{align*}
$$

Since $E\left(T_{n},(\alpha, \beta]\right)$ and $E(T,(\alpha, \beta])$ are orthogonal projections and

$$
\begin{aligned}
& R\left\{E\left(T_{n},(\gamma-\epsilon, \alpha]\right)\right\} \subset R\left\{E\left(T_{n},(\gamma-\epsilon, \beta]\right)\right\}, \\
& R\{E(T,(\gamma-\epsilon, \alpha])\} \subset R\{E(T,(\gamma-\epsilon, \beta])\},
\end{aligned}
$$

by (c) of Theorem 4.30 in [24] we have

$$
\begin{aligned}
& R\left\{E\left(T_{n},(\alpha, \beta]\right)\right\}=R\left\{E\left(T_{n},(\gamma-\epsilon, \beta]\right)\right\} \ominus R\left\{E\left(T_{n},(\gamma-\epsilon, \alpha]\right)\right\}, \\
& R\{E(T,(\alpha, \beta])\}=R\{E(T,(\gamma-\epsilon, \beta])\} \ominus R\{E(T,(\gamma-\epsilon, \alpha])\} .
\end{aligned}
$$

It follows that

$$
\operatorname{dim} R\left\{E\left(T_{n},(\alpha, \beta]\right)\right\}=\operatorname{dim} R\left\{E\left(T_{n},(\gamma-\epsilon, \beta]\right)\right\}-\operatorname{dim} R\left\{E\left(T_{n},(\gamma-\epsilon, \alpha]\right)\right\},
$$

$$
\operatorname{dim} R\{E(T,(\alpha, \beta])\}=\operatorname{dim} R\{E(T,(\gamma-\epsilon, \beta])\}-\operatorname{dim} R\{E(T,(\gamma-\epsilon, \alpha])\} .
$$

This, together with (2.5), shows that (2.4) holds in this case.
Case 3. $\gamma>\beta$. With a similar argument for Case 2, one can easily show that (2.4) holds in Case 3. This completes the proof.

### 2.2 Maximal, pre-minimal and minimal subspaces

In this subsection, we first introduce the concepts of maximal, pre-minimal and minimal subspaces corresponding to (1.1) and then briefly recall their properties.
Since $a, b$ may be finite or infinite, we give the following convention for briefness in the sequent expressions: $a-1$ means $-\infty$ in the case of $a=-\infty ; b+1$ means $+\infty$ in the case of $b=+\infty$.

Denote

$$
l_{w}^{2}(I):=\left\{x=\{x(t)\}_{t=a-1}^{b+1} \subset \mathbf{C}: \sum_{t=a}^{b} w(t)|x(t)|^{2}<+\infty\right\} .
$$

Then $l_{w}^{2}(I)$ is a Hilbert space with the inner product

$$
\langle x, y\rangle:=\sum_{t=a}^{b} w(t) \bar{y}(t) x(t)
$$

where $x=y$ in $l_{w}^{2}(I)$ if and only if $\|x-y\|=0$, i.e., $x(t)=y(t), t \in I$, while $\|\cdot\|$ is the induced norm.

The natural difference operator corresponding to (1.1) is denoted by

$$
\mathcal{L}(x)(t):=-\nabla(p(t) \triangle x(t))+q(t) x(t), \quad t \in I .
$$

Now, we introduce the corresponding maximal, pre-minimal, and minimal subspaces corresponding to (1.1) in the interval $I$. Let

$$
\begin{aligned}
H:=\{ & \left.(x, f) \in\left(l_{w}^{2}(I)\right)^{2}: \mathcal{L}(x)(t)=w(t) f(t), t \in I\right\}, \\
H_{00}:= & \left\{(x, f) \in H: \text { there exist two integers } t_{0}, t_{1} \in I \text { with } t_{0}<t_{1}\right. \\
& \text { such that } \left.x(t)=0 \text { for } t \leq t_{0} \text { and } t \geq t_{1}\right\},
\end{aligned}
$$

where $H$ and $H_{00}$ are called the maximal and pre-minimal subspaces corresponding to $\mathcal{L}$ or (1.1), respectively. The subspace $H_{0}:=\bar{H}_{00}$ is called the minimal subspace corresponding to $\mathcal{L}$ or (1.1). By Corollary 3.1 and Theorem 3.3 in [12], $H_{0}$ is a closed densely defined Hermitian operator in $l_{w}^{2}(I)$ in the case that $a=-\infty$ and $b=+\infty$, and a closed non-densely defined Hermitian operator in $l_{w}^{2}(I)$ in the other case that at least one of $a$ and $b$ is finite. In addition, $H \subset H_{0}{ }^{*}$ and $H=H_{0}{ }^{*}$ in the sense of the norm $\|\cdot\|$.

In addition, we take the notation for convenience:

$$
\begin{equation*}
(x, y)(t)=p(t)[(\Delta \bar{y}(t)) x(t)-\bar{y}(t) \Delta x(t)], \quad t=\{t\}_{t=a-1}^{b} . \tag{2.7}
\end{equation*}
$$

### 2.3 Self-adjoint subspace extensions and their induced self-adjoint restrictions

In this subsection, we recall the results about self-adjoint subspace extensions of $H_{0}$ and their induced regular self-adjoint subspace extensions, i.e., induced self-adjoint restrictions constructed in [22].
Let $I_{r}=\{t\}_{t=a_{r}}^{b_{r}}$, where $-\infty<a_{r}+1<b_{r}-1<+\infty, a_{r+1} \leq a_{r}<b_{r} \leq b_{r+1}, r \in \mathbf{N}$, and $a_{r} \rightarrow a$, $b_{r} \rightarrow b$ as $r \rightarrow \infty$. That is, $\lim _{r \rightarrow \infty} I_{r}=I$. If $a$ (resp. $b$ ) is finite, take $a_{r}=a$ (resp. $b_{r}=b$ ). For convenience, by $H^{r}$ and $H_{0}^{r}$ denote the corresponding maximal and minimal subspaces to equation (1.1) or $\mathcal{L}$ on $I_{r}$, respectively. Noting that all the coefficient functions $p$ and $q$ and weight function $w$ in (1.1) are real-valued, one has $d_{+}\left(H_{0}\right)=d_{-}\left(H_{0}\right)$, where $d_{ \pm}\left(H_{0}\right)$ are the positive and negative defect indices of $H_{0}$. Consequently, $H_{0}$ has self-adjoint subspace extensions by [14].
Let $\varphi_{1}(\cdot, \lambda)$ and $\varphi_{2}(\cdot, \lambda)$ be two linearly independent solutions of $\left(1.1_{\lambda}\right)$ with $\lambda \in \mathbf{R}$ satisfying the following initial conditions:

$$
\begin{array}{ll}
\varphi_{1}\left(d_{0}-1, \lambda\right)=0, & p\left(d_{0}-1\right) \Delta \varphi_{1}\left(d_{0}-1, \lambda\right)=-1, \\
\varphi_{2}\left(d_{0}-1, \lambda\right)=1, & p\left(d_{0}-1\right) \Delta \varphi_{2}\left(d_{0}-1, \lambda\right)=0, \tag{2.8}
\end{array}
$$

where $d_{0} \in I$ is any fixed.
In the case that $I=[a,+\infty)$ (resp. $I=(-\infty, b]), \mathcal{L}$ is regular at $a$ (resp. $b$ ) and either in l.c.c. or l.p.c. at $t=+\infty$ (resp. $t=-\infty$ ). In the case that $I=(-\infty,+\infty), \mathcal{L}$ is either in l.c.c. or l.p.c. at each endpoint. Consequently, the following discussions are divided into the five cases due to different expressions of their self-adjoint subspace extensions.
Case 1. One endpoint is regular and the other in l.c.c.
Without loss of generality, we only consider the case that $\mathcal{L}$ is regular at $a$ and in l.c.c. at $t=+\infty$. Take $d_{0}=a$ in (2.8) in this case.

Suppose that $H_{1}$ is any fixed self-adjoint subspace extension of $H_{0}$. Then, by (3.5) in [22], we have

$$
\begin{equation*}
H_{1}=\left\{(x, f) \in H:\left(x, \hat{y}_{j}\right)(a-1)-\left(x, \hat{y}_{j}\right)(+\infty)=0, j=1,2\right\}, \tag{2.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{y}_{j}(a-1)=-m_{2 j}, \quad p(a-1) \Delta \hat{y}_{j}(a-1)=m_{1 j}, \quad \hat{y}_{j}(t)=u_{j}(t), \quad t \geq c_{0},  \tag{2.10}\\
& J M^{*}=\left(\begin{array}{cc}
-m_{21} & -m_{22} \\
m_{11} & m_{12}
\end{array}\right), \quad N=-\left(n_{i j}\right)_{2 \times 2}, \quad u_{j}:=\sum_{k=1}^{2} \bar{n}_{j k} \varphi_{k}, \quad j=1,2,
\end{align*}
$$

while

$$
J=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

matrices $M, N \in \mathbf{C}^{2 \times 2}$ satisfying $\operatorname{rank}(M, N)=2$ and $M J M^{*}=N J N^{*}$, and $c_{0}>a+1$ is any fixed integer.
Let $a_{r}=a$ and $b_{r}>c_{0}$. According to (3.7) in [22], an induced self-adjoint restriction of $H_{1}$ on $I_{r}$ can be given by

$$
\begin{equation*}
H_{1, r}=\left\{(x, f) \in H^{r}:\left(x, \hat{y}_{j}\right)(a-1)-\left(x, \hat{y}_{j}\right)\left(b_{r}\right)=0, j=1,2\right\} . \tag{2.11}
\end{equation*}
$$

Case 2. One endpoint is regular and the other in l.p.c.
Without loss of generality, we only consider the case that $\mathcal{L}$ is regular at $a$ and in l.p.c. at $t=+\infty$. Still take $d_{0}=a$ in (2.8) in this case.

Suppose that $H_{1}$ is any fixed self-adjoint subspace extension of $H_{0}$. Then, by (3.9) in [22], we have

$$
\begin{equation*}
H_{1}=\{(x, f) \in H:(x, \hat{y})(a-1)=0\}, \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{y}(a-1)=-m_{2}, \quad p(a-1) \Delta \hat{y}(a-1)=m_{1}, \quad \hat{y}(t)=0, \quad t \geq c_{0}, \tag{2.13}
\end{equation*}
$$

with $M=\left(m_{1}, m_{2}\right) \in \mathbf{R}^{1 \times 2}$ and $M \neq 0$, and $c_{0}>a+1$ is any fixed integer.
Let $a_{r}=a$ and $b_{r}>c_{0}$. According to the discussion for (3.12) in [22], an induced selfadjoint restriction of $H_{1}$ on $I_{r}$ can be given by

$$
\begin{equation*}
H_{1, r}=\left\{(x, f) \in H^{r}:(x, \hat{y})(a-1)=0,(x, u)\left(b_{r}\right)=0\right\}, \tag{2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
u=n_{1} \varphi_{1}(\cdot, \lambda)+n_{2} \varphi_{2}(\cdot, \lambda), \tag{2.15}
\end{equation*}
$$

with $N=\left(n_{1}, n_{2}\right) \in \mathbf{R}^{1 \times 2}$ and $N \neq 0$.
Case 3. Both endpoints are in l.c.c.
Suppose that $H_{1}$ is any fixed self-adjoint subspace extension of $H_{0}$. Then, by (4.4) in [22], we have

$$
\begin{equation*}
H_{1}=\left\{(x, f) \in H:\left(x, \hat{y}_{j}\right)(-\infty)-\left(x, \hat{y}_{j}\right)(+\infty)=0, j=1,2\right\}, \tag{2.16}
\end{equation*}
$$

where

$$
\hat{y}_{j}=\left\{\begin{array}{ll}
u_{j}, & t \leq d_{0}-1,  \tag{2.17}\\
v_{j}, & t \geq d_{0}+1,
\end{array} \quad u_{j}:=\sum_{k=1}^{2} \bar{m}_{j k} \varphi_{k}(\cdot, \lambda), \quad v_{j}:=\sum_{k=1}^{2} \bar{n}_{j k} \varphi_{k}(\cdot, \lambda), \quad j=1,2,\right.
$$

with matrices $M=\left(m_{j k}\right)_{2 \times 2}$ and $N=\left(n_{j k}\right)_{2 \times 2}$ satisfying $\operatorname{rank}(M, N)=2$ and $M J M^{*}=N J N^{*}$.
Let $a_{r}<d_{0}-1, b_{r}>d_{0}$. Based on the discussion for (4.6) in [22], an induced self-adjoint restriction of $H_{1}$ on $I_{r}$ can be given by

$$
\begin{equation*}
H_{1, r}=\left\{(x, f) \in H^{r}:\left(x, \hat{y}_{j}\right)\left(a_{r}-1\right)-\left(x, \hat{y}_{j}\right)\left(b_{r}\right)=0, j=1,2\right\} . \tag{2.18}
\end{equation*}
$$

Case 4. One endpoint is in l.c.c. and the other in l.p.c.
Without loss of generality, we only consider the case that $\mathcal{L}$ is in l.c.c. at $t=-\infty$ and l.p.c. at $t=+\infty$.

Suppose that $H_{1}$ is any fixed self-adjoint subspace extension of $H_{0}$. According to the discussion for (4.8) in [22], we have

$$
\begin{equation*}
H_{1}=\{(x, f) \in H:(x, \hat{y})(-\infty)=0\}, \tag{2.19}
\end{equation*}
$$

where

$$
\hat{y}(t)= \begin{cases}m_{1} \varphi_{1}(t, \lambda)+m_{2} \varphi_{2}(t, \lambda), & t \leq d_{0}-1  \tag{2.20}\\ 0, & t \geq d_{0}+1\end{cases}
$$

while $M=\left(m_{1}, m_{2}\right) \in \mathbf{R}^{1 \times 2}$ with $M \neq 0$.
Let $a_{r}<d_{0}-1, b_{r}>d_{0}$. By the discussion for (4.11) in [22], an induced self-adjoint restriction of $H_{1}$ on $I_{r}$ can be given by

$$
\begin{equation*}
H_{1, r}=\left\{(x, f) \in H^{r}:(x, \hat{y})\left(a_{r}-1\right)=0,(x, u)\left(b_{r}\right)=0\right\}, \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
u=n_{1} \varphi_{1}(\cdot, \lambda)+n_{2} \varphi_{2}(\cdot, \lambda), \tag{2.22}
\end{equation*}
$$

while $N=\left(n_{1}, n_{2}\right) \in \mathbf{R}^{1 \times 2}$ with $N \neq 0$.
Case 5. Both endpoints are in l.p.c.
In this case that $\mathcal{L}$ is in l.p.c. at both endpoints $t= \pm \infty, H_{1}=H_{0}$ is the unique self-adjoint subspace extension of $H_{0}$.

Let $a_{r}<d_{0}-1, b_{r}>d_{0}$. By the discussion for (4.12) in [22], an induced self-adjoint restriction of $H_{1}$ on $I_{r}$ can be given by

$$
\begin{equation*}
H_{1, r}=\left\{(x, f) \in H^{r}:(x, u)\left(a_{r}-1\right)=0,(x, u)\left(b_{r}\right)=0\right\} \tag{2.23}
\end{equation*}
$$

where

$$
u= \begin{cases}m_{1} \varphi_{1}(\cdot, \lambda)+m_{2} \varphi_{2}(\cdot, \lambda), & t \leq d_{0}-1  \tag{2.24}\\ n_{1} \varphi_{1}(\cdot, \lambda)+n_{2} \varphi_{2}(\cdot, \lambda), & t \geq d_{0}+1\end{cases}
$$

while $M=\left(m_{1}, m_{2}\right) \in \mathbf{R}^{1 \times 2}$ with $M \neq 0$ and $N=\left(n_{1}, n_{2}\right) \in \mathbf{R}^{1 \times 2}$ with $N \neq 0$.

Remark 2.1 By Theorem 6.1 in [12], each self-adjoint subspace extension $H_{1}$ of $H_{0}$ is a self-adjoint operator in the case that $I=(-\infty,+\infty)$; that is, $H_{1}$ can define a single-valued self-adjoint operator in $l_{w}^{2}(-\infty,+\infty)$ whose graph is $H_{1}$.

To end this section, we consider extensions of the induced self-adjoint restrictions from $I_{r}$ to $I$.

Note that $H_{1}, H_{1, r}$ are self-adjoint subspaces in $\left(l_{w}^{2}(I)\right)^{2}$ and $\left(l_{w}^{2}\left(I_{r}\right)\right)^{2}$, respectively. It is difficult to study the convergence of $H_{1, r}$ to $H_{1}$ in some sense since $l_{w}^{2}(I)$ and $l_{w}^{2}\left(I_{r}\right)$ are different spaces. In order to overcome this problem, we extended $l_{w}^{2}\left(I_{r}\right)$ and $H_{1, r}$ to $\tilde{l}_{w}^{2}\left(I_{r}\right)$ and $\tilde{H}_{1, r}$, separately, in [22]. Now, we recall them for convenience.
In the case that $I=[a,+\infty)$,

$$
\begin{align*}
& \tilde{l}_{w}^{2}\left(I_{r}\right):=\left\{f \in l_{w}^{2}(I): f(t)=0, t \geq b_{r}+1\right\}, \\
& \tilde{H}_{1, r}:=\left\{(\tilde{x}, \tilde{f}) \in\left(\tilde{l}_{w}^{2}\left(I_{r}\right)\right)^{2}: \text { there exists }(x, f) \in H_{1, r}\right. \text { such that }  \tag{2.25}\\
& \left.\quad \tilde{x}(t)=x(t), \tilde{f}(t)=f(t), a-1 \leq t \leq b_{r}\right\} .
\end{align*}
$$

In the case that $I=(-\infty,+\infty)$,

$$
\begin{align*}
& \tilde{l}_{w}^{2}\left(I_{r}\right):=\left\{f \in l_{w}^{2}(I): f(t)=0, t \leq a_{r}-1 \text { and } t \geq b_{r}+1\right\}, \\
& \tilde{H}_{1, r}:=\left\{(\tilde{x}, \tilde{f}) \in\left(\tilde{l}_{w}^{2}\left(I_{r}\right)\right)^{2}: \text { there exists }(x, f) \in H_{1, r}\right. \text { such that }  \tag{2.26}\\
& \left.\quad \tilde{x}(t)=x(t), \tilde{f}(t)=f(t), a_{r} \leq t \leq b_{r}\right\} .
\end{align*}
$$

Let $P_{r}$ be the orthogonal projection from $l_{w}^{2}(I)$ onto $\tilde{l}_{w}^{2}\left(I_{r}\right)$. Define

$$
\begin{equation*}
H_{1, r}^{\prime}:=\tilde{H}_{1, r} G\left(P_{r}\right) \tag{2.27}
\end{equation*}
$$

Lemma 2.5 ([22], Lemmas 3.1, 3.2, 3.3 and 4.1) $\tilde{H}_{1, r}$ and $H_{1, r}^{\prime}$ are self-adjoint subspaces in $\left(\tilde{l}_{w}^{2}\left(I_{r}\right)\right)^{2}$ and $\left(l_{w}^{2}(I)\right)^{2}$, respectively, $D\left(H_{1, r}^{\prime}\right)=D\left(\tilde{H}_{1, r}\right) \oplus\left(\tilde{l}_{w}^{2}\left(I_{r}\right)\right)^{\perp}, \sigma\left(\tilde{H}_{1, r}\right)=\sigma\left(H_{1, r}\right)$, and $\sigma\left(H_{1, r}^{\prime}\right)=\sigma\left(\tilde{H}_{1, r}\right) \cup\{0\}=\sigma\left(H_{1, r}\right) \cup\{0\}$.

The following result can be directly derived from (2.25)-(2.27).

Lemma $2.6 H_{1, r}^{\prime}(0)=\tilde{H}_{1, r}(0)=\left\{\tilde{f} \in \tilde{l}_{w}^{2}\left(I_{r}\right)\right.$ : there exists $f \in H_{1, r}(0)$ such that $\tilde{f}(t)=f(t)$ for $\left.t \in I_{r}\right\}$.

## 3 One endpoint is regular or in l.c.c. and the other in l.c.c

In this section, we study regular approximations of isolated eigenvalues of (1.1) in Cases 1 and 3. Without loss of generality, we only consider the case that $\mathcal{L}$ is regular or in l.c.c. at $a$ and l.c.c. at $t=+\infty$.

We showed that the induced self-adjoint restrictions $\left\{H_{1, r}\right\}_{r=1}^{\infty}$ is spectrally exact for the given self-adjoint subspace extension $H_{1}$ in Cases 1 and 3 in [22]. Now, we shall further study how the spectrum $\sigma\left(H_{1}\right)$ of $H_{1}$ is approximated by the eigenvalues of $H_{1, r}$. In addition, we also give their error estimates.

Lemma 3.1 Each self-adjoint subspace extension of $H_{0}$ has a pure discrete spectrum in Cases 1 and 3.

Proof According to Theorems 6.7 and 6.10 in [24] and Lemma 2.1, it suffices to prove that $\left(z I-H_{1}\right)^{-1}$ is a Hilbert-Schmidt operator for any $z \in \rho\left(H_{1}\right)$.
We only prove that $\left(z I-H_{1}\right)^{-1}$ is a Hilbert-Schmidt operator for any $z \in \rho\left(H_{1}\right)$ in Case 1 with $I=[a,+\infty)$. For the other cases, it can be proved similarly.
By Proposition 3.1 in [22], for any $z \in \rho\left(H_{1}\right)$ and any $f \in l_{w}^{2}(I)$,

$$
\left(z I-H_{1}\right)^{-1}(f)(t)=\sum_{j=a}^{+\infty} G(t, j, z) w(j) f(j), \quad t \in I
$$

where

$$
G(t, j, z)= \begin{cases}\sum_{k, l=1}^{2} m_{k} \phi_{k}(t) \phi_{l}(j), & a \leq j \leq t<+\infty, \\ \sum_{k, l=1}^{2} n_{k l} \phi_{k}(t) \phi_{l}(j), & a \leq t<j<+\infty,\end{cases}
$$

while $m_{k l}, n_{k l}(1 \leq k, l \leq 2)$ are constants, and $\phi_{1}, \phi_{2}$ are two linearly independent solutions of $\left(1.1_{z}\right)$ satisfying certain initial conditions. It is evident that $\phi_{1}, \phi_{2} \in l_{w}^{2}(I)$. Denote

$$
m_{0}:=\max _{k, l=1,2}\left\{\left|m_{k l}\right|\right\}, \quad \alpha_{0}:=\max _{k=1,2}\left\{\left\|\phi_{k}\right\|\right\} .
$$

Define

$$
\begin{aligned}
& \mathcal{F}_{1}(f)(t):=\sum_{j=a}^{+\infty} F_{1}(t, j, z) w(j) f(j), \\
& \mathcal{F}_{2}(f)(t):=\sum_{j=a}^{+\infty} F_{2}(t, j, z) w(j) f(j), \quad t \in I,
\end{aligned}
$$

where

$$
\begin{aligned}
& F_{1}(t, j, z)= \begin{cases}\sum_{k, l=1}^{2} m_{k l} \phi_{k}(t) \phi_{l}(j), & a \leq j \leq t<+\infty \\
0, & a \leq t<j<+\infty\end{cases} \\
& F_{2}(t, j, z)= \begin{cases}0, & a \leq j \leq t<+\infty \\
\sum_{k, l=1}^{2} n_{k l} \phi_{k}(t) \phi_{l}(j), & a \leq t<j<+\infty\end{cases}
\end{aligned}
$$

Obviously, $\left(z I-H_{1}\right)^{-1}=\mathcal{F}_{1}+\mathcal{F}_{2}$. Thus, it is sufficient to prove that $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ are both Hilbert-Schmidt operators.

We first prove that $\mathcal{F}_{1}$ is a Hilbert-Schmidt operator. Let $\left\{e_{n}: n \in \mathbf{N}\right\}$ be an orthonormal basis of $l_{w}^{2}(I)$. Then

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left\|\mathcal{F}_{1}\left(e_{n}\right)\right\|^{2} & =\sum_{n=1}^{\infty}\left\|\sum_{j=a}^{t} \sum_{k, l=1}^{2} m_{k l} \phi_{k}(t) \phi_{l}(j) w(j) e_{n}(j)\right\|^{2} \\
& \leq 8 m_{0}^{2} \alpha_{0}^{2} \sum_{l=1}^{2} \sum_{n=1}^{\infty}\left|\left\langle\phi_{l}, e_{n}\right\rangle\right|^{2} \\
& \leq 16 m_{0}^{2} \alpha_{0}^{4}<\infty
\end{aligned}
$$

in which Parseval's identity have been used. Therefore, $\mathcal{F}_{1}$ is a Hilbert-Schmidt operator. Similarly, one can show that $\mathcal{F}_{2}$ is a Hilbert-Schmidt operator and thus $\left(z I-H_{1}\right)^{-1}$ is a Hilbert-Schmidt operator. The proof is complete.

## Remark 3.1

(1) In Lemma 2.22 in [25], Teschl showed that each self-adjoint operator extension $H_{1}$ with separated boundary conditions has a pure discrete spectrum, and its resolvent is a Hilbert-Schmidt operator in Case 3.
(2) By applying the Green functions of resolvents of $H_{1, r}$ given in Propositions 3.2 and 4.2 in [22], which still hold for $z \in \rho\left(H_{1, r}\right)$, it can easily be verified that the resolvents of $H_{1, r}$ are Hilbert-Schmidt operators in Cases 1 and 3. In addition, by (2.25)-(2.26), it is evident that the resolvent of $\tilde{H}_{1, r}$ is also a Hilbert-Schmidt operator in Cases 1 and 3. Moreover, we point out that the results given in Propositions 3.1 and 4.1 in [22] still hold for $z \in \rho\left(H_{1}\right)$.

The following useful lemma can be directly derived from (i)-(ii) of Theorem 3.6 in [21].

Lemma 3.2 Assume that $X_{1}$ is a proper closed subspace in $X, P: X \rightarrow X_{1}$ the orthogonal projection, and $T$ a self-adjoint operator on $X_{1}$. Then
(i) $T^{\prime}=T P$ is a self-adjoint operator on $X$ with $D\left(T^{\prime}\right)=D(T) \oplus X_{1}^{\perp}$;
(ii) $\sigma\left(T^{\prime}\right)=\sigma(T) \cup\{0\}$.

By Lemma 3.1, $H_{1}$ has a discrete spectrum. Via translating it if necessary, we may suppose that 0 is not an eigenvalue of $H_{1}$. The eigenvalues of $H_{1}$ may be ordered as (multiplicity included):

$$
\begin{equation*}
\cdots \leq \lambda_{-3} \leq \lambda_{-2} \leq \lambda_{-1}<0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n} \leq \cdots . \tag{3.1}
\end{equation*}
$$

For convenience, we briefly denote it by $\sigma\left(H_{1}\right)=\left\{\lambda_{n}: n \in \Lambda \subset \mathbf{Z} \backslash\{0\}\right\}$, where $\mathbf{Z}$ denotes the set of all integer numbers. Recall that $\left\{H_{1, r}\right\}$ is spectrally exact for $H_{1}$ if $0 \notin \sigma\left(H_{1}\right)$ (see Theorems 3.2 and 4.2 in [22]). Since $0 \notin \sigma\left(H_{1}\right)$, there exists $r_{0}$ such that $0 \notin \sigma\left(H_{1, r}\right)$ for all $r \geq r_{0}$. Therefore, for $r \geq r_{0}$, the eigenvalues of $H_{1, r}$ may be ordered as (multiplicity included):

$$
\begin{equation*}
\lambda_{-m(r)}^{(r)} \leq \cdots \leq \lambda_{-2}^{(r)} \leq \lambda_{-1}^{(r)}<0<\lambda_{1}^{(r)} \leq \lambda_{2}^{(r)} \leq \cdots \leq \lambda_{n(r)}^{(r)}, \tag{3.2}
\end{equation*}
$$

where $m(r)$ and $n(r)$ are the numbers of negative and positive eigenvalues of $H_{1, r}$, respectively. For convenience, we briefly denote it by $\sigma\left(H_{1, r}\right)=\left\{\lambda_{n}^{(r)}: n \in \Lambda_{r} \subset \mathbf{Z} \backslash\{0\}\right\}$. Let

$$
S=\left(-H_{1}\right)^{-1}, \quad S_{r}=\left(-\tilde{H}_{1, r}\right)^{-1}, \quad r \geq r_{0} .
$$

Then, according to (2) of Remark 3.1 and Lemma 3.2, it follows that $S_{r} P_{r}$ and $S$ are both self-adjoint and Hilbert-Schmidt operators. Note that the results of Theorems 3.2 and 4.2 in [22] still hold for every $z \in \rho\left(H_{1}\right) \cap \rho\left(\tilde{H}_{1, r}\right)$. By Lemma 2.5, $\sigma\left(H_{1, r}\right)=\sigma\left(\tilde{H}_{1, r}\right)$, which implies that $0 \in \rho\left(\tilde{H}_{1, r}\right)$ as $r \geq r_{0}$, and thus $0 \in \rho\left(H_{1}\right) \cap \rho\left(\tilde{H}_{1, r}\right)$ as $r \geq r_{0}$. Therefore, $S_{r} P_{r} \rightarrow S$ in norm as $r \rightarrow \infty$ by Theorems 3.2 and 4.2 in [22].

Theorem 3.1 In Cases 1 and 3, for each $n \in \Lambda$, there exists an $r_{n} \geq r_{0}$ such that for $r \geq r_{n}$, $n \in \Lambda_{r}$ and $\lambda_{n}^{(r)} \rightarrow \lambda_{n}$ as $r \rightarrow \infty$.

Proof Based on the above discussion, $S$ and $S_{r} P_{r}$ are self-adjoint and Hilbert-Schmidt operators for $r \geq r_{0}$, and $S_{r} P_{r} \rightarrow S$ in norm as $r \rightarrow \infty$. Thus they are self-adjoint and compact operators with eigenvalues $\mu_{n}=-1 / \lambda_{n}$ for $n \in \Lambda$ and $\mu_{n}^{(r)}=-1 / \lambda_{n}^{(r)}$ for $n \in \Lambda_{r}$, separately, by Lemma 2.1. ( $S_{r} P_{r}$ also has 0 as an eigenvalue of infinite multiplicity. But it is not related to $H_{1, r}$ or $H_{1}$, and so can be ignored.) Furthermore, since $S_{r} P_{r} \rightarrow S$ in norm as $r \rightarrow \infty$, we can get $S_{r} P_{r} \rightarrow S$ in the norm resolvent sense as $r \rightarrow \infty$ according to the proof of Theorem 8.18 in [26] (for the concept of convergence of self-adjoint operators in the norm resolvent sense, please see $[24,26])$. Let $E\left(S_{r} P_{r}, \lambda\right)$ and $E(S, \lambda)$ be spectral families of $S_{r} P_{r}$ and $S$, respectively. Then, by (b) of Theorem 8.23 in [26], it follows that for any $\alpha, \beta \in \mathbf{R} \cap \rho(S)$ with $\alpha<\beta$,

$$
\left\|\left\{E\left(S_{r} P_{r}, \beta\right)-E\left(S_{r} P_{r}, \alpha\right)\right\}-\{E(S, \beta)-E(S, \alpha)\}\right\| \rightarrow 0 \quad \text { as } r \rightarrow \infty,
$$

which, together with Theorem 4.35 in [24], shows that

$$
\operatorname{dim} R\left\{E\left(S_{r} P_{r}, \beta\right)-E\left(S_{r} P_{r}, \alpha\right)\right\}=\operatorname{dim} R\{E(S, \beta)-E(S, \alpha)\}
$$

for all sufficiently large $r$. Hence, for each $n \in \Lambda$, there exists an $r_{n} \geq r_{0}$ such that for $r \geq r_{n}$, $\mu_{n}^{(r)}$ exists. This implies that $H_{1, r}$ has an eigenvalue $\lambda_{n}^{(r)}$ for all $r \geq r_{n}$; namely, $n \in \Lambda_{r}$ for all $r \geq r_{n}$.
Next, we show that $\lambda_{n}^{(r)} \rightarrow \lambda_{n}$ as $r \rightarrow \infty$. To do so, it suffices to prove that $\mu_{n}^{(r)} \rightarrow \mu_{n}$ as $r \rightarrow \infty$. The negative eigenvalues are described by a min-max principle, and the positive eigenvalues by a max-min principle according to Section 12.1 in [27]; that is,

$$
\mu_{n}= \begin{cases}\min _{V_{n}} \max _{\substack{x \in V_{n},\|x\|=1}}\langle S x, x\rangle, & n \in \Lambda \text { with } n>0,  \tag{3.3}\\ \max _{V_{n}} \min _{\substack{x \in V_{n},\|x\|=1}}\langle S x, x\rangle, & n \in \Lambda \text { with } n<0,\end{cases}
$$

where $V_{n}$ runs through all the $|n|$-dimensional subspaces of $l_{w}^{2}(I)$. For $r \geq r_{n}, \mu_{n}^{(r)}$ is similarly expressed in terms of $\left\langle S_{r} P_{r} x, x\right\rangle$; that is,

$$
\mu_{n}^{(r)}= \begin{cases}\left.\min _{V_{n}} \max _{\substack{x \in V_{n} \\\|x\|=1}}, S_{r} P_{r} x, x\right\rangle, & n \in \Lambda \text { with } n>0,  \tag{3.4}\\ \max _{V_{n}} \min _{\substack{x \in V_{n} \\\|x\|=1}},\left\langle S_{r} P_{r} x, x\right\rangle, & n \in \Lambda \text { with } n<0 .\end{cases}
$$

We first consider the case that $n \in \Lambda$ with $n>0$. Let $r \geq r_{n}$. It follows from (3.3)-(3.4) that there exist two $n$-dimensional subspaces $V_{n}$ and $\tilde{V}_{n}$ of $l_{w}^{2}(I)$ such that

$$
\begin{equation*}
\mu_{n}=\max _{\substack{x \in V_{n},\|x\|=1}}\langle S x, x\rangle, \quad \mu_{n}^{(r)}=\max _{\substack{x \in \tilde{V}_{n},\|x\|=1}}\left\langle S_{r} P_{r} x, x\right\rangle . \tag{3.5}
\end{equation*}
$$

In addition, there exist $x_{1} \in \tilde{V}_{n}$ with $\left\|x_{1}\right\|=1$ and $x_{2} \in V_{n}$ with $\left\|x_{2}\right\|=1$ such that

$$
\begin{equation*}
\max _{\substack{x \in \tilde{V}_{n},\|x\|=1}}\langle S x, x\rangle=\left\langle S x_{1}, x_{1}\right\rangle, \quad \max _{\substack{x \in V_{n},\|x\|=1}}\left\langle S_{r} P_{r} x, x\right\rangle=\left\langle S_{r} P_{r} x_{2}, x_{2}\right\rangle . \tag{3.6}
\end{equation*}
$$

From (3.3)-(3.6), we have

$$
\begin{aligned}
& \mu_{n}-\mu_{n}^{(r)} \leq \max _{\substack{x \in \tilde{V}_{n},\|x\|=1}}\langle S x, x\rangle-\max _{\substack{x \in \bar{V}_{n},\|x\|=1}}\left\langle S_{r} P_{r} x, x\right\rangle \leq\left\langle\left(S-S_{r} P_{r}\right) x_{1}, x_{1}\right\rangle, \\
& \mu_{n}-\mu_{n}^{(r)} \geq \max _{\substack{x \in V_{n},\|x\|=1}}\langle S x, x\rangle-\max _{\substack{x V_{n},\|x\|=1}}\left\langle S_{r} P_{r} x, x\right\rangle \geq\left\langle\left(S-S_{r} P_{r}\right) x_{2}, x_{2}\right\rangle .
\end{aligned}
$$

Therefore, it follows that

$$
\begin{align*}
\left|\mu_{n}-\mu_{n}^{(r)}\right| & \leq \max \left\{\left|\left\langle\left(S-S_{r} P_{r}\right) x_{1}, x_{1}\right\rangle\right|,\left|\left\langle\left(S-S_{r} P_{r}\right) x_{2}, x_{2}\right)\right|\right\} \\
& \leq\left\|S-S_{r} P_{r}\right\| \rightarrow 0 \quad \text { as } r \rightarrow \infty . \tag{3.7}
\end{align*}
$$

Thus, $\mu_{n}^{(r)} \rightarrow \mu_{n}$ as $r \rightarrow \infty$ for $n \in \Lambda$ with $n>0$.
Similarly, we can get $\mu_{n}^{(r)} \rightarrow \mu_{n}$ as $r \rightarrow \infty$ for $n \in \Lambda$ with $n<0$. This completes the proof.

At the end of this section, we shall try to give an error estimate for the approximation of $\lambda_{n}$ by $\lambda_{n}^{(r)}$ for each $n \in \Lambda$. Obviously, it is very important in numerical analysis and applications. In order to give error estimates of $\lambda_{n}^{(r)}$ to $\lambda_{n}$, in view of $\lambda_{n}=-1 / \mu_{n}$ and $\lambda_{n}^{(r)}=$ $-1 / \mu_{n}^{(r)}$, we shall first investigate the error estimates of $\mu_{n}^{(r)}$ to $\mu_{n}$ for $n \in \Lambda$ instead.

In view of the arbitrariness of $\lambda \in \mathbf{R}$ in (2.8), we might as well take $\lambda=0$ in (2.8) in the following discussions.

Proposition 3.1 Assume that $\mathcal{L}$ is regular at $t=a$ and in l.c.c. at $t=+\infty$. Then, for each $n \in \Lambda$ and $r \geq r_{n}$, where $r_{n}$ is specified in Theorem 3.1,

$$
\begin{equation*}
\left|\mu_{n}^{(r)}-\mu_{n}\right| \leq 4 \alpha_{0}\left(2 m_{0}^{2}+5 n_{0}^{2}\right)^{\frac{1}{2}}\left(2+\frac{1}{p^{2}(a-1)}\right) \varepsilon_{r} \tag{3.8}
\end{equation*}
$$

where $\alpha_{0}, m_{0}$, and $n_{0}$ are constants and determined by (3.10)-(3.16), and $\varepsilon_{r}$ is completely determined by the coefficients of (1.1), more precisely, it is determined by (3.17)-(3.18), (3.21), (3.23)-(3.24). In addition, $\varepsilon_{r} \rightarrow 0$ as $r \rightarrow \infty$.

Proof Note that the results of Propositions 3.1 and 3.2 and Theorem 3.2 in [22] still hold for every $z \in \rho\left(H_{1}\right) \cap \rho\left(\tilde{H}_{1, r}\right)$. By Lemma 2.5, $\sigma\left(H_{1, r}\right)=\sigma\left(\tilde{H}_{1, r}\right)$, which implies that $0 \in \rho\left(\tilde{H}_{1, r}\right)$ as $r \geq r_{0}$, and thus $0 \in \rho\left(H_{1}\right) \cap \rho\left(\tilde{H}_{1, r}\right)$ as $r \geq r_{0}$. Consequently, by (3.43)-(3.44) in [22], one has

$$
\begin{equation*}
\left\|S-S_{r} P_{r}\right\| \leq 4 \alpha_{0}\left[3 \alpha_{0}^{2}\left(m_{r}^{2}+n_{r}^{2}\right)+\left(2 m_{0}^{2}+5 n_{0}^{2}\right) \alpha_{r}^{2}\right]^{\frac{1}{2}}, \quad r \geq r_{0} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{align*}
& m_{0}:=\max _{k, l=1,2}\left\{\left|m_{k l}^{0}\right|\right\}, \quad n_{0}:=\max _{k, l=1,2}\left\{\left|n_{k l}^{0}\right|\right\}, \quad m_{r}:=\max _{k, l=1,2}\left\{\left|m_{k l}^{0}-m_{k l}^{r}\right|\right\}, \\
& n_{r}:=\max _{k, l=1,2}\left\{\left|n_{k l}^{0}-n_{k l}^{r}\right|\right\}, \quad \alpha_{0}:=\max _{i=1,2}\left\{\left\|\phi_{i}\right\|\right\},  \tag{3.10}\\
& \alpha_{r}:=\max _{i=1,2}\left\{\sum_{t=b_{r}+1}^{\infty}\left|\phi_{i}(t)\right|^{2} w(t)\right\},
\end{align*}
$$

while $\phi_{1}$ and $\phi_{2}$ are two linearly independent solutions of $\left(1.1_{\lambda}\right)$ with $\lambda=0$ satisfying the following initial conditions:

$$
\begin{align*}
& \phi_{1}(a-1)=0, \quad \phi_{2}(a-1)=-1,  \tag{3.11}\\
& p(a-1) \Delta \phi_{1}(a-1)=1, \quad p(a-1) \Delta \phi_{2}(a-1)=0, \\
& M_{0}=\left(\begin{array}{ll}
-m_{12}^{0} & m_{11}^{0} \\
-m_{22}^{0} & m_{21}^{0}
\end{array}\right)=I+N_{0},  \tag{3.12}\\
& N_{0}=\left(\begin{array}{ll}
-n_{12}^{0} & n_{11}^{0} \\
-n_{22}^{0} & n_{21}^{0}
\end{array}\right)=-\left(\hat{Y}_{0}^{*}(a-1)+K\right)^{-1} K, \quad K=\lim _{t \rightarrow+\infty} \hat{Y}_{0}^{*}(t) J \Phi(t),  \tag{3.13}\\
& M_{r}=\left(\begin{array}{ll}
-m_{12}^{r} & m_{11}^{r} \\
-m_{22}^{r} & m_{21}^{r}
\end{array}\right)=I+N_{r},  \tag{3.14}\\
& N_{r}=\left(\begin{array}{ll}
-n_{12}^{r} & n_{11}^{r} \\
-n_{22}^{r} & n_{21}^{r}
\end{array}\right)=-\left(\hat{Y}_{0}^{*}(a-1)+K_{r}\right)^{-1} K_{r}, \quad K_{r}=\hat{Y}_{0}^{*}\left(b_{r}\right) J \Phi\left(b_{r}\right), \tag{3.15}
\end{align*}
$$

$$
\Phi(t)=\left(\begin{array}{cc}
\phi_{1}(t) & \phi_{2}(t)  \tag{3.16}\\
p(t) \Delta \phi_{1}(t) & p(t) \Delta \phi_{2}(t)
\end{array}\right), \quad \hat{Y}_{0}(t)=\left(\begin{array}{cc}
\hat{y}_{1}(t) & \hat{y}_{2}(t) \\
p(t) \Delta \hat{y}_{1}(t) & p(t) \Delta \hat{y}_{2}(t)
\end{array}\right)
$$

where $\hat{y}_{1}(t)$ and $\hat{y}_{2}(t)$ are defined by (2.10). Noting that $\hat{y}_{1}, \hat{y}_{2}, \phi_{1}$, and $\phi_{2}$ are both solutions of $\left(1.1_{\lambda}\right)$ with $\lambda=0$ in $\left[c_{0},+\infty\right)$, where $c_{0}$ is the same as in (2.10). Since $b_{r}>c_{0}$, by Lemma 2.3 in [12], we get $K=K_{r}$, which shows that $M_{r}=M_{0}, N_{r}=N_{0}$, and thus $m_{r}=n_{r}=0$.

Now, it remains to estimate $\alpha_{r}$. Let

$$
W(t):=\left(\begin{array}{cc}
w(t+1) & 0  \tag{3.17}\\
0 & w(t)
\end{array}\right), \quad U(t):=\left(\begin{array}{cc}
c(t) & -d(t) \\
1 & 0
\end{array}\right), \quad t \geq a
$$

where

$$
\begin{equation*}
c(t):=1+\frac{q(t)}{p(t)}+\frac{p(t-1)}{p(t)}, \quad d(t):=\frac{p(t-1)}{p(t)}, \quad t \geq a . \tag{3.18}
\end{equation*}
$$

From (1.1 $)$ with $\lambda=0$, we get

$$
x(t+1)=c(t) x(t)-d(t) x(t-1), \quad t \geq a .
$$

It follows that

$$
\begin{equation*}
\binom{x(t+1)}{x(t)}=U(t)\binom{x(t)}{x(t-1)}, \quad t \geq a \tag{3.19}
\end{equation*}
$$

By (3.17) and (3.19), we get

$$
\begin{align*}
w(t & +1) x^{2}(t+1)+w(t) x^{2}(t) \\
& =(x(t+1), x(t)) W(t)(x(t+1), x(t))^{\top} \\
& =(x(t), x(t-1)) U^{\top}(t) W(t) U(t)(x(t), x(t-1))^{\top} \\
& =(x(a), x(a-1)) V^{\top}(t) W(t) V(t)(x(a), x(a-1))^{\top}, \quad t \geq a, \tag{3.20}
\end{align*}
$$

where

$$
\begin{equation*}
V(t):=U(t) U(t-1) \cdots U(a+1) U(a), \quad t \geq a . \tag{3.21}
\end{equation*}
$$

Let $x(a)$ and $x(a-1)$ be any real numbers. Since $\mathcal{L}$ is regular at $t=a$ and in l.c.c. at $t=+\infty$, it follows from (3.20) that

$$
\begin{align*}
& \sum_{t=b_{r}+1}^{\infty} w(t) x^{2}(t) \\
& \quad=\sum_{i=0}^{\infty}\left[w\left(b_{r}+2 i+2\right) x^{2}\left(b_{r}+2 i+2\right)+w\left(b_{r}+2 i+1\right) x^{2}\left(b_{r}+2 i+1\right)\right] \\
& \quad=(x(a), x(a-1)) D_{r}(x(a), x(a-1))^{\top} \rightarrow 0 \quad \text { as } r \rightarrow \infty, \tag{3.22}
\end{align*}
$$

where

$$
\begin{equation*}
D_{r}:=\sum_{i=0}^{\infty} V^{\top}\left(b_{r}+2 i+1\right) W\left(b_{r}+2 i+1\right) V\left(b_{r}+2 i+1\right) \tag{3.23}
\end{equation*}
$$

Denote

$$
\begin{equation*}
\varepsilon_{r}:=\left\|D_{r}\right\|, \tag{3.24}
\end{equation*}
$$

where the norm of the matrix $D_{r}=\left(d_{i j}^{r}\right)_{2 \times 2}$ is defined as $\left\|D_{r}\right\|=\sum_{i, j=1}^{2}\left|d_{i j}^{r}\right|$. Since $D_{r}$ is symmetric and $(x(a), x(a-1))$ is arbitrary, it follows from (3.22) that $\varepsilon_{r} \rightarrow 0$ as $r \rightarrow \infty$. In addition, since $\phi_{1}$ and $\phi_{2}$ satisfy (3.22), it follows that

$$
\begin{align*}
\alpha_{r} & =\max _{i=1,2}\left\{\left(\phi_{i}(a), \phi_{i}(a-1)\right) D_{r}\left(\phi_{i}(a), \phi_{i}(a-1)\right)^{\top}\right\} \\
& \leq \varepsilon_{r} \max _{i=1,2}\left\{\phi_{i}^{2}(a)+\phi_{i}^{2}(a-1)\right\} \\
& \leq \varepsilon_{r}\left(2+\frac{1}{p^{2}(a-1)}\right) \tag{3.25}
\end{align*}
$$

in which (3.11) has been used. This, together with $m_{r}=n_{r}=0$, (3.9), and (3.7), shows that (3.8) holds. This completes the proof.

Theorem 3.2 Assume that $\mathcal{L}$ is regular at $t=a$ and in l.c.c. at $t=+\infty$. Then, for each $n \in \Lambda$, there exists an $r_{n}^{\prime} \geq r_{n}$ such that for all $r \geq r_{n}^{\prime}$,

$$
\begin{align*}
& \left|\lambda_{n}^{(r)}-\lambda_{n}\right| \leq \frac{\left|\lambda_{n}^{(r)}\right|^{2} e_{r}}{1-\left|\lambda_{n}^{(r)}\right| e_{r}},  \tag{3.26}\\
& \left|\lambda_{n}^{(r)}-\lambda_{n}\right| \leq \frac{\left|\lambda_{n}\right|^{2} e_{r}}{1-\left|\lambda_{n}\right| e_{r}} \tag{3.27}
\end{align*}
$$

where $e_{r}$ denotes the number on the right-hand side in (3.8).
Proof For each $n \in \Lambda, \lambda_{n}$ and $\lambda_{n}^{(r)}$ have the same sign for sufficiently large $r$. In view of $\lambda_{k}=-1 / \mu_{k}$ and $\lambda_{k}^{(r)}=-1 / \mu_{k}^{(r)}$, it follows from (3.8) that for each $n \in \Lambda$,

$$
\left|\frac{1}{\lambda_{n}^{(r)}}-\frac{1}{\lambda_{n}}\right| \leq e_{r}, \quad r \geq r_{n},
$$

which shows that

$$
\begin{equation*}
\left|\lambda_{n}^{(r)}-\lambda_{n}\right| \leq e_{r}\left|\lambda_{n}^{(r)}\right|\left|\lambda_{n}\right|, \quad r \geq r_{n} . \tag{3.28}
\end{equation*}
$$

Thus,

$$
\left|\lambda_{n}\right|=\left|\lambda_{n}+\lambda_{n}^{(r)}-\lambda_{n}^{(r)}\right| \leq\left|\lambda_{n}-\lambda_{n}^{(r)}\right|+\left|\lambda_{n}^{(r)}\right| \leq e_{r}\left|\lambda_{n}^{(r)}\right|\left|\lambda_{n}\right|+\left|\lambda_{n}^{(r)}\right|, \quad r \geq r_{n},
$$

which implies that

$$
\begin{equation*}
\left|\lambda_{n}\right|\left(1-\left|\lambda_{n}^{(r)}\right| e_{r}\right) \leq\left|\lambda_{n}^{(r)}\right| . \tag{3.29}
\end{equation*}
$$

By Theorem 3.1 and Proposition 3.1, there exists an $r_{n}^{\prime} \geq r_{n}$ such that $1-\left|\lambda_{n}^{(r)}\right| e_{r}>0$. Hence, it follows from (3.28) and (3.29) that (3.26) holds. With a similar argument, one can show that (3.27) holds. This completes the proof.

We now turn to error estimates of approximations of $\lambda_{n}^{(r)}$ to $\lambda_{n}$ in Case 3.

Proposition 3.2 Assume that $\mathcal{L}$ is in l.c.c. at $t= \pm \infty$. Then, for each $n \in \Lambda$ and $r \geq r_{n}$, where $r_{n}$ is specified in Theorem 3.1,

$$
\begin{equation*}
\left|\mu_{n}^{(r)}-\mu_{n}\right| \leq 8 \sqrt{2} \tilde{\alpha}_{0}\left(\tilde{m}_{0}^{2}+\tilde{n}_{0}^{2}\right)^{\frac{1}{2}}\left(2+\frac{1}{p^{2}\left(d_{0}-1\right)}\right) \tilde{\varepsilon}_{r} \tag{3.30}
\end{equation*}
$$

where $\tilde{\alpha}_{0}, \tilde{m}_{0}$, and $\tilde{n}_{0}$ are constants and given by (3.32), $d_{0}$ is the same as in (2.8), and $\tilde{\varepsilon}_{r}$ is completely determined by the coefficients of (1.1), more precisely, it is determined by (3.17)-(3.18), (3.36), (3.39)-(3.41). In addition, $\tilde{\varepsilon}_{r} \rightarrow 0$ as $r \rightarrow \infty$.

Proof The main idea of the proof is similar to that of Proposition 3.1, where the interval $I=[a,+\infty)$ is replaced by $I=(-\infty,+\infty)$. For completeness, we now give its detailed proof.
Note that the results of Propositions 4.1 and 4.2 and Theorem 4.2 in [22] still hold for every $z \in \rho\left(H_{1}\right) \cap \rho\left(\tilde{H}_{1, r}\right)$. By Lemma 2.5, $\sigma\left(H_{1, r}\right)=\sigma\left(\tilde{H}_{1, r}\right)$, which implies that $0 \in \rho\left(\tilde{H}_{1, r}\right)$ as $r \geq r_{0}$, and thus $0 \in \rho\left(H_{1}\right) \cap \rho\left(\tilde{H}_{1, r}\right)$ as $r \geq r_{0}$. Consequently, by Theorem 4.2 in [22] one has

$$
\begin{equation*}
\left\|S-S_{r} P_{r}\right\| \leq 8 \tilde{\alpha}_{0}\left[\tilde{\alpha}_{0}^{2}\left(\tilde{m}_{r}^{2}+\tilde{n}_{r}^{2}\right)+2\left(\tilde{m}_{0}^{2}+\tilde{n}_{0}^{2}\right) \tilde{\alpha}_{r}^{2}\right]^{\frac{1}{2}}, \quad r \geq r_{0} \tag{3.31}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{m}_{0}:=\max _{k, l=1,2}\left\{\left|m_{k l}^{0}\right|\right\}, \quad \tilde{n}_{0}:=\max _{k, l=1,2}\left\{\left|n_{k l}^{0}\right|\right\}, \\
& \tilde{m}_{r}:=\max _{k, l=1,2}\left\{\left|m_{k l}^{0}-m_{k l}^{r}\right|\right\}, \quad \tilde{n}_{r}:=\max _{k, l=1,2}\left\{\left|n_{k l}^{0}-n_{k l}^{r}\right|\right\},  \tag{3.32}\\
& \tilde{\alpha}_{0}:=\max _{i=1,2}\left\{\left\|\phi_{i}\right\|\right\}, \quad \tilde{\alpha}_{r}:=\max _{i=1,2}\left\{\sum_{t=-\infty}^{a_{r}-1}\left|\phi_{i}(t)\right|^{2} w(t)+\sum_{t=b_{r}+1}^{\infty}\left|\phi_{i}(t)\right|^{2} w(t)\right\},
\end{align*}
$$

while $m_{k l}^{0}, n_{k l}^{0}$ and $m_{k l}^{r}, n_{k l}^{r}$ are given by (4.19) and (4.21) in [22], separately; $\phi_{1}$ and $\phi_{2}$ are two linearly independent solutions of $\left(1.1_{\lambda}\right)$ with $\lambda=0$ satisfying the initial conditions (3.11), in which $a$ is replaced by $d_{0}$ given in (2.8). With a similar discussion to that in the proof of Proposition 3.1, we can prove that $\tilde{m}_{r}=\tilde{n}_{r}=0$. Therefore, it remains to estimate $\tilde{\alpha}_{r}$.
Let $W(t), U(t), c(t), d(t)$ be defined as these in (3.17)-(3.18) for every $t \in I$. It is evident that $U(t)$ is invertible for any $t \in I$. From (1.1 $)$ with $\lambda=0$, we get

$$
x(t+1)=c(t) x(t)-d(t) x(t-1), \quad t \in I,
$$

which shows that

$$
\begin{equation*}
\binom{x(t+1)}{x(t)}=U(t)\binom{x(t)}{x(t-1)}, \quad t \in I . \tag{3.33}
\end{equation*}
$$

By (3.17) and (3.33), we get

$$
\begin{align*}
w(t & +1) x^{2}(t+1)+w(t) x^{2}(t) \\
& =(x(t+1), x(t)) W(t)(x(t+1), x(t))^{\top} \\
& =(x(t), x(t-1)) U^{\top}(t) W(t) U(t)(x(t), x(t-1))^{\top} \\
& =\left(x\left(d_{0}\right), x\left(d_{0}-1\right)\right) V_{+}^{\top}(t) W(t) V_{+}(t)\left(x\left(d_{0}\right), x\left(d_{0}-1\right)\right)^{\top}, \quad t \geq d_{0},  \tag{3.34}\\
w(t) & x^{2}(t)+w(t-1) x^{2}(t-1) \\
& =(x(t), x(t-1)) W(t-1)(x(t), x(t-1))^{\top} \\
& =(x(t+1), x(t))\left(U^{-1}\right)^{\top}(t) W(t-1) U^{-1}(t)(x(t+1), x(t))^{\top} \\
& =\left(x\left(d_{0}\right), x\left(d_{0}-1\right)\right) V_{-}^{\top}(t) W(t-1) V_{-}(t)\left(x\left(d_{0}\right), x\left(d_{0}-1\right)\right)^{\top}, \quad t \leq d_{0}-1, \tag{3.35}
\end{align*}
$$

where

$$
\begin{align*}
& V_{+}(t)=U(t) U(t-1) \cdots U\left(d_{0}+1\right) U\left(d_{0}\right), \quad t \geq d_{0},  \tag{3.36}\\
& V_{-}(t)=U^{-1}(t) U^{-1}(t+1) \cdots U^{-1}\left(d_{0}-2\right) U^{-1}\left(d_{0}-1\right), \quad t \leq d_{0}-1 .
\end{align*}
$$

Let $x\left(d_{0}\right)$ and $x\left(d_{0}-1\right)$ be any real numbers. Recall that $a_{r}<d_{0}-1, b_{r}>d_{0}$. Since $\mathcal{L}$ is in l.c.c. at $t= \pm \infty$, it follows from (3.34)-(3.35) that

$$
\begin{align*}
& \sum_{t=b_{r}+1}^{\infty} w(t) x^{2}(t) \\
& \quad=\sum_{i=0}^{\infty}\left[w\left(b_{r}+2 i+2\right) x^{2}\left(b_{r}+2 i+2\right)+w\left(b_{r}+2 i+1\right) x^{2}\left(b_{r}+2 i+1\right)\right] \\
& \quad=\left(x\left(d_{0}\right), x\left(d_{0}-1\right)\right) D_{r_{+}}\left(x\left(d_{0}\right), x\left(d_{0}-1\right)\right)^{\top} \rightarrow 0 \quad \text { as } r \rightarrow \infty,  \tag{3.37}\\
& \sum_{t=-\infty}^{a_{r}-1} w(t) x^{2}(t) \\
& \quad=\sum_{i=0}^{\infty}\left[w\left(a_{r}-2 i-1\right) x^{2}\left(a_{r}-2 i-1\right)+w\left(a_{r}-2 i-2\right) x^{2}\left(a_{r}-2 i-2\right)\right] \\
& \quad=\left(x\left(d_{0}\right), x\left(d_{0}-1\right)\right) D_{r_{-}}\left(x\left(d_{0}\right), x\left(d_{0}-1\right)\right)^{\top} \rightarrow 0 \quad \text { as } r \rightarrow \infty, \tag{3.38}
\end{align*}
$$

where

$$
\begin{align*}
& D_{r_{+}}:=\sum_{i=0}^{\infty} V_{+}^{\top}\left(b_{r}+2 i+1\right) W\left(b_{r}+2 i+1\right) V_{+}\left(b_{r}+2 i+1\right),  \tag{3.39}\\
& D_{r_{-}}:=\sum_{i=0}^{\infty} V_{-}^{\top}\left(a_{r}-2 i-1\right) W\left(a_{r}-2 i-2\right) V_{-}\left(a_{r}-2 i-1\right) .
\end{align*}
$$

Denote

$$
\begin{equation*}
\varepsilon_{r_{+}}:=\left\|D_{r_{+}}\right\|, \quad \varepsilon_{r_{-}}:=\left\|D_{r_{-}}\right\|, \tag{3.40}
\end{equation*}
$$

where the norm of the matrix $D=\left(d_{i j}\right)_{2 \times 2}$ is defined as $\|D\|=\sum_{i, j=1}^{2}\left|d_{i j}\right|$. Since $D_{r_{+}}$and $D_{r_{+}}$ are both symmetric and $\left(x\left(d_{0}\right), x\left(d_{0}-1\right)\right)$ is arbitrary, it follows from (3.37)-(3.38) that

$$
\begin{equation*}
\tilde{\varepsilon}_{r}:=\varepsilon_{r_{+}}+\varepsilon_{r_{-}} \rightarrow 0 \quad \text { as } r \rightarrow \infty . \tag{3.41}
\end{equation*}
$$

In addition, since $\phi_{1}$ and $\phi_{2}$ satisfy (3.37)-(3.38), one gets

$$
\begin{align*}
\alpha_{r} & =\max _{i=1,2}\left\{\left(\phi_{i}\left(d_{0}\right), \phi_{i}\left(d_{0}-1\right)\right)\left(D_{r_{+}}+D_{r_{-}}\right)\left(\phi_{i}\left(d_{0}\right), \phi_{i}\left(d_{0}-1\right)\right)^{\top}\right\} \\
& \leq \tilde{\varepsilon}_{r} \max _{i=1,2}\left\{\phi_{i}^{2}\left(d_{0}\right)+\phi_{i}^{2}\left(d_{0}-1\right)\right\} \\
& \leq \tilde{\varepsilon}_{r}\left(2+\frac{1}{p^{2}\left(d_{0}-1\right)}\right) \tag{3.42}
\end{align*}
$$

in which (3.11) with $a=d_{0}$ has been used. This, together with $\tilde{m}_{r}=\tilde{n}_{r}=0$, (3.31), and (3.7), shows that (3.30) holds. This completes the proof.

The proof of the following result is similar to that of Theorem 3.2 and so its details are omitted.

Theorem 3.3 Assume that $\mathcal{L}$ is in l.c.c. at $t= \pm \infty$. Then, for each $n \in \Lambda$, there exists an $r_{n}^{\prime} \geq r_{n}$ such that for all $r \geq r_{n}^{\prime}$,

$$
\left|\lambda_{n}^{(r)}-\lambda_{n}\right| \leq \frac{\left|\lambda_{n}^{(r)}\right|^{2} \tilde{e}_{r}}{1-\left|\lambda_{n}^{(r)}\right| \tilde{e}_{r}}, \quad\left|\lambda_{n}^{(r)}-\lambda_{n}\right| \leq \frac{\left|\lambda_{n}\right|^{2} \tilde{e}_{r}}{1-\left|\lambda_{n}\right| \tilde{e}_{r}},
$$

where $\tilde{e}_{r}$ denotes the number on the right-hand side in (3.30).

Remark 3.2 The authors in [1, 4] and [3] gave similar results to Theorem 3.1 for singular second-order and fourth-order differential Sturm-Liouville problems, respectively, where the results in $[1,4]$ hold under the assumption that each endpoint is regular or in l.c.c. and non-oscillatory. However, they did not give any error estimate for the approximations of isolated eigenvalues. To the best of our knowledge, there have been no results about error estimates for approximations of isolated eigenvalues of singular differential and difference equations in the existing literature.

## 4 One endpoint is regular and the other in I.p.c

In this section, we shall study spectral exactness in an open interval laking essential spectral points in Case 2. Without loss of generality, we only consider the case that $\mathcal{L}$ is regular at $a$ and in l.p.c. at $t=+\infty$.
In [22], we proved that the sequence of induced self-adjoint restrictions $\left\{H_{1, r}\right\}_{r=1}^{\infty}$ is spectrally inclusive for a given self-adjoint subspace extension $H_{1}$ in Case 2 and pointed out that it is not spectrally exact in general. In this section, we will choose a sequence of special induced self-adjoint restrictions, still denoted by $\left\{H_{1, r}\right\}_{r=1}^{\infty}$ without any confusion, such that it is spectrally exact for $H_{1}$ in an interval laking essential spectral points.
The following are some useful lemmas.

Lemma 4.1 ([24], Exercise 7.37) Let $T$ be a self-adjoint operator with spectral family $E$, and $S$ a subspace in $D(T)$ such that $\|(\lambda-T) f\| \leq c\|f\|$ for all $f \in S$. Then $\operatorname{dim} R\{E(\lambda+c)-$ $E(\lambda-c-)\} \geq \operatorname{dim} S$.

Lemma 4.2 ([28], Lemma 8.1.23) If $P$ and $P_{n}$ are orthogonal projections on $X$ with $\operatorname{dim} R\left(P_{n}\right) \leq \operatorname{dim} R(P)<\infty$ for $n \geq 1$ and $P_{n}$ is strongly convergent to $P$ as $n \rightarrow \infty$, denoted by $P_{n} \xrightarrow{s} P$, then $\operatorname{dim} R\left(P_{n}\right)=\operatorname{dim} R(P)$ for sufficiently large $n$.

Lemma 4.3 Let $\mathcal{L}$ be regular or in l.c.c. at one endpoint and in l.p.c. at the other endpoint, i.e., in Case 2 or Case 4 . If for some $\lambda \in \mathbf{R}$ the equation ( $1.1_{\lambda}$ ) has no nontrivial square summable solutions, then $\lambda$ belongs to the essential spectrum of every self-adjoint subspace extension $\mathrm{H}_{1}$ of $\mathrm{H}_{0}$.

Proof By the assumption, $\lambda$ is not an eigenvalue of $H_{1}$. Denote

$$
M_{\lambda}:=\{(x, \lambda x) \in H\} .
$$

Then $M_{\lambda}=M_{\bar{\lambda}}=\{(0,0)\}$. Hence, by Lemma 2.2 in [11] we have $R\left(H_{0}-\lambda I\right)^{\perp}=D\left(M_{\bar{\lambda}}\right)=\{0\}$. In addition, since the deficiency indices of $H_{0}$ are (1,1), $\lambda$ is not in the regularity domain of $H_{0}$ by Theorem 2.3 in [11], and therefore it is not in the resolvent set of $H_{1}$. Hence, $\lambda$ is in the essential spectrum of $H_{1}$, i.e., $\lambda \in \sigma_{e}\left(H_{1}\right)$. This completes the proof.

Remark 4.1 Teschl in Lemma 2.2 in [25] showed the same statement as Lemma 4.3 when one endpoint is finite and the other endpoint is in l.p.c. and $H_{1}$ is an operator. The authors in Corollary 6.4 in [29] showed a similar result to Lemma 4.3 when it is regular at one endpoint and in l.p.c. at the other endpoint. Since our proof of Lemma 4.3 is more simple, we list it here.

Let $E_{s}\left(H_{1}, \lambda\right), E_{s}\left(H_{1, r}, \lambda\right), E_{s}\left(\tilde{H}_{1, r}, \lambda\right)$, and $E_{s}\left(H_{1, r}^{\prime}, \lambda\right)$ be spectral families of $H_{1, s}, H_{1, r, s}, \tilde{H}_{1, r, s}$, and $H_{1, r, s}^{\prime}$, respectively, which denote the operator parts of $H_{1}, H_{1, r}, \tilde{H}_{1, r}$, and $H_{1, r}^{\prime}$, respectively.

Theorem 4.1 Assume that $\mathcal{L}$ is regular at $t=a$ and in l.p.c. at $t=+\infty$. Let $H_{1}$ be any fixed self-adjoint subspace extension of $H_{0}$ given by (2.12). Assume that $0 \notin I_{0} \subset \mathbf{R}$ is an open interval with $I_{0} \cap \sigma_{e}\left(H_{1}\right)=\emptyset$ and $I_{0} \cap \sigma_{d}\left(H_{1}\right) \neq \emptyset$. Let $v$ be a nontrivial real square summable solution of $\left(1.1_{\gamma}\right)$ with any fixed $\gamma \in I_{0}, H_{1, r}$ the induced self-adjoint restriction of $H_{1}$ on $I_{r}$ defined by

$$
\begin{equation*}
H_{1, r}=\left\{(x, f) \in H^{r}:(x, \hat{y})(a-1)=0,(x, v)\left(b_{r}\right)=0\right\}, \tag{4.1}
\end{equation*}
$$

where $\hat{y}$ is defined by (2.13) and $\left\{b_{r}\right\}_{r=1}^{\infty}$ specified in Section 2.3 satisfies $v\left(b_{r}\right) \neq 0$ for $r \in \mathbf{N}$. Then $\left\{H_{1, r}\right\}_{r=1}^{\infty}$ is spectrally exact for $H_{1}$ in $I_{0}$.

By Lemma 4.3, there exists at least one nontrivial square summable solution $v$ of (1.1 ${ }_{\gamma}$ ) for any $\gamma \in I_{0}$, where $I_{0}$ is specified in Theorem 4.1. Consequently, there are infinite $t \in$ $I=\{t\}_{t=a}^{+\infty}$ such that $v(t) \neq 0$, and so we can choose $\left\{b_{r}\right\}_{r=1}^{\infty}$ specified in Section 2.3 such that $v\left(b_{r}\right) \neq 0$ for $r \in \mathbf{N}$ in (4.1). Hence, $H_{1, r}$ given by (4.1) is well defined.

Proof of Theorem 4.1 By (2.2) and Lemmas 2.4 and 2.5, it suffices to show that

$$
\begin{equation*}
H_{1, r}^{\prime}(0)=H_{1}(0), \tag{4.2}
\end{equation*}
$$

and for any given $\alpha, \beta \in I_{0} \cap \rho\left(H_{1}\right)$ with $\alpha<\gamma \leq \beta$, there exists an integer $\tilde{r} \geq 1$ such that for all $r \geq \tilde{r}$,

$$
\begin{equation*}
\operatorname{dim} R\left\{E_{s}\left(H_{1, r}^{\prime}, \beta\right)-E_{s}\left(H_{1, r}^{\prime}, \alpha\right)\right\}=\operatorname{dim} R\left\{E_{s}\left(H_{1}, \beta\right)-E_{s}\left(H_{1}, \alpha\right)\right\} . \tag{4.3}
\end{equation*}
$$

We first prove (4.2). By (2.7) and (2.12), it can be deduced that

$$
\begin{equation*}
H_{1}(0)=\left\{f \in l_{w}^{2}(I): \hat{y}(a) f(a)=0, f(t)=0, t \geq a+1\right\} \tag{4.4}
\end{equation*}
$$

By (4.1) and $v\left(b_{r}\right) \neq 0$ we get

$$
H_{1, r}(0)=\left\{f \in l_{w}^{2}\left(I_{r}\right): \hat{y}(a) f(a)=0, f(t)=0, a+1 \leq t \leq b_{r}\right\},
$$

which, together with Lemma 2.6, shows that

$$
H_{1, r}^{\prime}(0)=\tilde{H}_{1, r}(0)=\left\{f \in l_{w}^{2}(I): \hat{y}(a) f(a)=0, f(t)=0, t \geq a+1\right\} .
$$

Therefore, (4.2) holds.
Next, we show that (4.3) holds. Fix any $\alpha, \beta \in I_{0} \cap \rho\left(H_{1}\right)$ with $\alpha<\gamma \leq \beta$. For any fixed $r$, let $\lambda_{1}, \ldots, \lambda_{k_{r}}$ be all $k_{r}$ (counting multiplicity) eigenvalues of $H_{1, r}$ in $(\alpha, \beta]$, and $\eta_{1}, \ldots, \eta_{k_{r}}$ the corresponding orthonormal eigenfunctions. By Lemma 2.5 and the assumption that $0 \notin I_{0}$ we get

$$
\sigma\left(H_{1, r}^{\prime}\right) \cap(\alpha, \beta]=\sigma\left(\tilde{H}_{1, r}\right) \cap(\alpha, \beta]=\sigma\left(H_{1, r}\right) \cap(\alpha, \beta]=\left\{\lambda_{1}, \ldots, \lambda_{k_{r}}\right\} .
$$

By (i) of Theorem 3.9 in [20] we have

$$
\begin{align*}
\operatorname{dim} & R\left\{E_{s}\left(H_{1, r}^{\prime}, \beta\right)-E_{s}\left(H_{1, r}^{\prime}, \alpha\right)\right\} \\
& =\operatorname{dim} R\left\{E_{s}\left(\tilde{H}_{1, r}, \beta\right)-E_{s}\left(\tilde{H}_{1, r}, \alpha\right)\right\} \\
& =\operatorname{dim} R\left\{E_{s}\left(H_{1, r}, \beta\right)-E_{s}\left(H_{1, r}, \alpha\right)\right\}=k_{r} . \tag{4.5}
\end{align*}
$$

In addition, it follows from Lemma 2.2 that $\lambda_{1}, \ldots, \lambda_{k_{r}}$ are all $k_{r}$ (counting multiplicity) eigenvalues of $H_{1, r, s}$ in $\left(\alpha, \beta\right.$ ], and $\eta_{1}, \ldots, \eta_{k_{r}}$ are the corresponding orthonormal eigenfunctions. Since $\eta_{j} \in D\left(H_{1, r}\right)$, by (4.1) we have $\eta_{j}\left(b_{r}+1\right)=\frac{v\left(b_{r}+1\right)}{v\left(b_{r}\right)} \eta_{j}\left(b_{r}\right), 1 \leq j \leq k_{r}$. Hence, there exist constants $c_{j}, 1 \leq j \leq k_{r}$, such that

$$
\begin{equation*}
\binom{\eta_{j}\left(b_{r}\right)}{\eta_{j}\left(b_{r}+1\right)}=c_{j}\binom{v\left(b_{r}\right)}{v\left(b_{r}+1\right)} . \tag{4.6}
\end{equation*}
$$

For every $j \in\left\{1, \ldots, k_{r}\right\}$, let

$$
\psi_{j}(t)= \begin{cases}\eta_{j}(t), & a-1 \leq t \leq b_{r} \\ c_{j} v(t), & t \geq b_{r}+1\end{cases}
$$

Then $\psi_{j} \in D(H)$. This, together with (4.1) and $\eta_{j} \in D\left(H_{1, r}\right)$, shows that $\psi_{j} \in D\left(H_{1}\right)=$ $D\left(H_{1, s}\right)$, where (2.1) has been used. Let

$$
S:=L\left\{\psi_{1}, \ldots, \psi_{k_{r}}\right\} .
$$

Then $S$ obviously is $k_{r}$-dimensional, and every $\psi \in S$ is of the form

$$
\psi(t)= \begin{cases}\sum_{j=1}^{k_{r}} d_{j} \eta_{j}(t), & a-1 \leq t \leq b_{r},  \tag{4.7}\\ c v(t), & t \geq b_{r}+1,\end{cases}
$$

where $d_{j}, j=1, \ldots, k_{r}$, are constants, and $c=\sum_{j=1}^{k_{r}} d_{j} c_{j}$. It follows from (4.7) that

$$
\|\psi\|^{2}=\sum_{t=a}^{+\infty} w(t)|\psi(t)|^{2}=\sum_{j=1}^{k_{r}}\left|d_{j}\right|^{2}+|c|^{2} \sum_{t=b_{r}+1}^{+\infty} w(t)|v(t)|^{2} .
$$

Therefore,

$$
\begin{aligned}
& \left\|\left(H_{1, s}-\frac{\alpha+\beta}{2}\right) \psi\right\|^{2} \\
& \quad=\sum_{t=a}^{+\infty} w(t)\left|\left(H_{1, s}-\frac{\alpha+\beta}{2}\right) \psi(t)\right|^{2} \\
& \quad=\sum_{j=1}^{k_{r}}\left|d_{j}\right|^{2} \sum_{t=a}^{b_{r}} w(t)\left|\left(\lambda_{j}-\frac{\alpha+\beta}{2}\right) \eta_{j}(t)\right|^{2}+|c|^{2} \sum_{t=b_{r}+1}^{+\infty} w(t)\left|\left(\gamma-\frac{\alpha+\beta}{2}\right) v(t)\right|^{2} \\
& \quad=\sum_{j=1}^{k_{r}}\left|d_{j}\right|^{2}\left|\lambda_{j}-\frac{\alpha+\beta}{2}\right|^{2}+|c|^{2}\left|\gamma-\frac{\alpha+\beta}{2}\right|^{2} \sum_{t=b_{r}+1}^{+\infty} w(t)|v(t)|^{2} \\
& \quad \leq\left(\frac{\beta-\alpha}{2}\right)^{2}\|\psi\|^{2} .
\end{aligned}
$$

This shows that

$$
\left\|\left(H_{1, s}-\frac{\alpha+\beta}{2}\right) \psi\right\| \leq \frac{\beta-\alpha}{2}\|\psi\| .
$$

Consequently, by Lemma 4.1 one has

$$
\begin{equation*}
k_{r}=\operatorname{dim} S \leq \operatorname{dim} R\left\{E_{s}\left(H_{1}, \beta\right)-E_{s}\left(H_{1}, \alpha-\right)\right\}<\infty . \tag{4.8}
\end{equation*}
$$

Further, note that $\alpha \in \rho\left(H_{1}\right)=\rho\left(H_{1, s}\right)$ by Lemma 2.2. Hence, by Theorem 7.22 in [24] we have

$$
\operatorname{dim} R\left\{E_{s}\left(H_{1}, \beta\right)-E_{s}\left(H_{1}, \alpha-\right)\right\}=\operatorname{dim} R\left\{E_{s}\left(H_{1}, \beta\right)-E_{s}\left(H_{1}, \alpha\right)\right\},
$$

which, together with (4.5) and (4.8), shows that

$$
\begin{equation*}
\operatorname{dim} R\left\{E_{s}\left(H_{1, r}^{\prime}, \beta\right)-E_{s}\left(H_{1, r}^{\prime}, \alpha\right)\right\} \leq \operatorname{dim} R\left\{E_{s}\left(H_{1}, \beta\right)-E_{s}\left(H_{1}, \alpha\right)\right\} . \tag{4.9}
\end{equation*}
$$

On the other hand, one can show that $\left\{H_{1, r}^{\prime}\right\}$ converges to $H_{1}$ in the strong resolvent sense with a completely similar argument to that in the proof of Theorem 3.3 in [22] (for the concept of convergence of self-adjoint subspaces in the strong resolvent sense, please see Definition 4.1 in [21]). From (4.2), it follows that $\left\{H_{1, r, s}^{\prime}\right\}$ converges to $H_{1, s}$ in the strong resolvent sense by Theorem 4.2 in [21]. Therefore, by Theorem 9.19 in [24] we get

$$
\begin{equation*}
E_{s}\left(H_{1, r}^{\prime}, \lambda\right) \xrightarrow{s} E_{s}\left(H_{1}, \lambda\right) \quad \text { for } \lambda \in \mathbf{R} \backslash \sigma_{p}\left(H_{1}\right), \tag{4.10}
\end{equation*}
$$

where $\sigma_{p}\left(H_{1}\right)=\sigma_{p}\left(H_{1, s}\right)$ has been used. By (4.9)-(4.10), (4.3) follows from Lemma 4.2. This completes the proof.

The following result is a direct consequence of Theorem 4.1.

Corollary 4.1 Assume that $\mathcal{L}$ is regular at $t=a$ and in l.p.c. at $t=+\infty$. Let $H_{1}$ be any fixed self-adjoint subspace extension of $H_{0}$ given by (2.12). If $H_{1}$ has a pure discrete spectrum, then the sequence $\left\{H_{1, r}\right\}_{r=1}^{\infty}$ defined by (4.1) is spectrally exact for $H_{1}$ if $0 \notin \sigma\left(H_{1}\right)$.

## 5 One endpoint is in l.c.c. and the other in I.p.c

In this section, we shall study spectral exactness in an open interval laking essential spectral points in Case 4. Without loss of generality, we only consider the case that $\mathcal{L}$ is in l.c.c. at $t=-\infty$ and in l.p.c. at $t=+\infty$.

In this case, it was shown that the sequence of induced self-adjoint restrictions $\left\{H_{1, r}\right\}$ is spectrally inclusive for any given self-adjoint subspace extension $H_{1}$ but not spectrally exact for it in general in [22]. By Remark 2.1, every $H_{1}$ given by (2.19) is a self-adjoint operator extension of $H_{0}$. Now, we shall try to choose a sequence of induced regular selfadjoint operator extensions, still denoted by $\left\{H_{1, r}\right\}$ without any confusion, such that it is spectrally exact for $H_{1}$ in an open interval laking essential spectral points.
Let $H_{1}$ be any fixed self-adjoint operator extension of $H_{0}$ given by (2.19). Denote $I_{1}:=$ $\{t\}_{t=-\infty}^{d_{0}-1}$, where $d_{0}$ is the same as in (2.8). Let $H_{a}$ and $H_{a, 0}$ be the left maximal and minimal subspaces corresponding to (1.1) or $\mathcal{L}$ on $I_{1}$, respectively. Let

$$
\hat{H}_{a, 0}=\left\{(x, f) \in H_{a}: x\left(d_{0}-1\right)=x\left(d_{0}\right)=0 \text { and }(x, y)(-\infty)=0 \text { for all } y \in D\left(H_{a, 0}^{*}\right)\right\} .
$$

Assume that $0 \notin I_{0} \subset \mathbf{R}$ is an open interval and $I_{0} \cap \sigma_{e}\left(H_{1}\right)=\emptyset, I_{0} \cap \sigma_{d}\left(H_{1}\right) \neq \emptyset$. Then for $\hat{y}$ defined by (2.20) and any fixed $\delta \in I_{0}$, by virtue of Theorem 3.8 in [12], there exist uniquely $y_{0} \in D\left(\hat{H}_{a, 0}\right)$ and one solution $h$ in $l_{w}^{2}\left(I_{1}\right)$ of $\left(1.1_{\delta}\right)$ such that

$$
\begin{equation*}
\hat{y}(t)=y_{0}(t)+h(t), \quad t \leq d_{0}-2 . \tag{5.1}
\end{equation*}
$$

We assert that $h$ is nontrivial. In fact, if the assertion would not hold, then $\hat{y}(t)=y_{0}(t)$ for $t \leq d_{0}-2$. Hence, for any $(x, f) \in H$, one has $(x, \hat{y})(-\infty)=\left(x, y_{0}\right)(-\infty)=0$, where the definition of $\hat{H}_{a, 0}$ and $H_{a} \subset H_{a, 0}^{*}$ have been used. So, it follows from (2.19) that $H_{1}=H$. This leads to a contradiction. Thus, this assertion holds. For any $(x, f) \in H$, it follows from (5.1) that

$$
\begin{equation*}
(x, \hat{y})(-\infty)=(x, h)(-\infty) \tag{5.2}
\end{equation*}
$$

Therefore, $H_{1}$ determined by (2.19) can be expressed as

$$
H_{1}=\{(x, f) \in H:(x, h)(-\infty)=0\} .
$$

In addition, by Lemma 4.3, there exists at least one nontrivial square summable solution $v$ of (1.1 $)$ for any $\gamma \in I_{0}$. Consequently, we can choose $\left\{a_{r}\right\}_{r=1}^{\infty}$ and $\left\{b_{r}\right\}_{r=1}^{\infty}$ specified in Section 2.3 such that $h\left(a_{r}\right) \neq 0$ and $v\left(b_{r}\right) \neq 0$ for $r \in \mathbf{N}$.

Theorem 5.1 Assume that $\mathcal{L}$ is in l.c.c. at $t=-\infty$ and in l.p.c. at $t=+\infty$. Let $H_{1}$ be any fixed self-adjoint operator extension of $H_{0}$ given by (2.19). Assume that $0 \notin I_{0} \subset \mathbf{R}$ is an open interval with $I_{0} \cap \sigma_{e}\left(H_{1}\right)=\emptyset$ and $I_{0} \cap \sigma_{d}\left(H_{1}\right) \neq \emptyset$. Let $v$ be a nontrivial real square summable solution of $\left(1.1_{\gamma}\right)$ with any fixed $\gamma \in I_{0}, H_{1, r}$ the induced self-adjoint restriction of $H_{1}$ on $I_{r}$ defined by

$$
\begin{equation*}
H_{1, r}=\left\{(x, f) \in H^{r}:(x, h)\left(a_{r}-1\right)=0,(x, v)\left(b_{r}\right)=0\right\}, \tag{5.3}
\end{equation*}
$$

where $h$ is determined by (5.1) with $\delta=\gamma$ and $\left\{a_{r}\right\}_{r=1}^{\infty}$ and $\left\{b_{r}\right\}_{r=1}^{\infty}$ specified in Section 2.3 satisfy $h\left(a_{r}\right) \neq 0$ and $v\left(b_{r}\right) \neq 0$ for $r \in \mathbf{N}$, respectively. Then $\left\{H_{1, r}\right\}_{r=1}^{\infty}$ is spectrally exact for $H_{1}$ in $I_{0}$.

Proof The main idea of the proof is similar to that of the proof of Theorem 4.1. For completeness, we shall give its details.
Since $v\left(b_{r}\right) \neq 0$ and $h\left(a_{r}\right) \neq 0$, we have $H_{1, r}(0)=\{0\}$. Therefore, $H_{1, r}$ given by (5.3) is a self-adjoint operator extension of $H_{0}^{r}$. This, together with Lemma 2.6, shows that $\tilde{H}_{1, r}$ and $H_{1, r}^{\prime}$ are self-adjoint operators in $\tilde{l}_{w}^{2}\left(I_{r}\right)$ and $l_{w}^{2}(I)$, respectively.
By Lemmas 2.4 and 2.5, in order to prove $\left\{H_{1, r}\right\}_{r=1}^{\infty}$ is spectrally exact for $H_{1}$ in $I_{0}$, it suffices to show that for any given $\alpha, \beta \in I_{0} \cap \rho\left(H_{1}\right)$ with $\alpha<\gamma \leq \beta$ and sufficiently large $r$,

$$
\begin{equation*}
\operatorname{dim} R\left\{E\left(H_{1, r}^{\prime}, \beta\right)-E\left(H_{1, r}^{\prime}, \alpha\right)\right\}=\operatorname{dim} R\left\{E\left(H_{1}, \beta\right)-E\left(H_{1}, \alpha\right)\right\} . \tag{5.4}
\end{equation*}
$$

Fix any $\alpha, \beta \in I_{0} \cap \rho\left(H_{1}\right)$ with $\alpha<\gamma \leq \beta$. For any fixed $r$, let $\lambda_{1}, \ldots, \lambda_{k_{r}}$ be all $k_{r}$ (counting multiplicity) eigenvalues of $H_{1, r}$ in ( $\alpha, \beta$ ], and $\eta_{1}, \ldots, \eta_{k_{r}}$ the corresponding orthonormal eigenfunctions. Then, by Lemma 2.5 , the assumption that $0 \notin I_{0}$, and the first proposition in [24], p.204, we get

$$
\begin{align*}
\operatorname{dim} & R\left\{E\left(H_{1, r}^{\prime}, \beta\right)-E\left(H_{1, r}^{\prime}, \alpha\right)\right\} \\
= & \operatorname{dim} R\left\{E\left(\tilde{H}_{1, r}, \beta\right)-E\left(\tilde{H}_{1, r}, \alpha\right)\right\} \\
= & \operatorname{dim} R\left\{E\left(H_{1, r}, \beta\right)-E\left(H_{1, r}, \alpha\right)\right\}=k_{r} . \tag{5.5}
\end{align*}
$$

On the other hand, it is obvious that $\eta_{j} \in D\left(H_{1, r}\right)$ and thus by (5.3) we have

$$
\eta_{j}\left(a_{r}-1\right)=\frac{h\left(a_{r}-1\right)}{h\left(a_{r}\right)} \eta_{j}\left(a_{r}\right), \quad \eta_{j}\left(b_{r}+1\right)=\frac{\nu\left(b_{r}+1\right)}{v\left(b_{r}\right)} \eta_{j}\left(b_{r}\right), \quad 1 \leq j \leq k_{r} .
$$

Hence, there exist constants $c_{j}$ and $d_{j}, 1 \leq j \leq k_{r}$, such that

$$
\begin{equation*}
\binom{\eta_{j}\left(a_{r}-1\right)}{\eta_{j}\left(a_{r}\right)}=c_{j}\binom{h\left(a_{r}-1\right)}{h\left(a_{r}\right)}, \quad\binom{\eta_{j}\left(b_{r}\right)}{\eta_{j}\left(b_{r}+1\right)}=d_{j}\binom{v\left(b_{r}\right)}{v\left(b_{r}+1\right)} . \tag{5.6}
\end{equation*}
$$

For every $j \in\left\{1, \ldots, k_{r}\right\}$, let

$$
\psi_{j}(t)= \begin{cases}c_{j} h(t), & t \leq a_{r}-1  \tag{5.7}\\ \eta_{j}(t), & a_{r} \leq t \leq b_{r} \\ d_{j} v(t), & t \geq b_{r}+1\end{cases}
$$

Then $\psi_{j} \in D(H)$. Since $\hat{y} \in D\left(H_{1}\right)$, it follows from (5.2) that $(h, \hat{y})(-\infty)=(\hat{y}, \hat{y})(-\infty)=0$ and thus $\psi_{j} \in D\left(H_{1}\right)$ by (2.19). Let

$$
S:=L\left\{\psi_{1}, \ldots, \psi_{k_{r}}\right\} .
$$

Then $S$ obviously is $k_{r}$-dimensional, and every $\psi \in S$ is of the form

$$
\psi(t)= \begin{cases}\operatorname{ch}(t), & t \leq a_{r}-1  \tag{5.8}\\ \sum_{j=1}^{k_{r}} l_{j} \eta_{j}(t), & a_{r} \leq t \leq b_{r} \\ d v(t), & t \geq b_{r}+1\end{cases}
$$

where $l_{j}, 1 \leq j \leq k_{r}$, are constants, $c=\sum_{j=1}^{k_{r}} l_{j} c_{j}$, and $d=\sum_{j=1}^{k_{r}} l_{j} d_{j}$. It follows from (5.8) that

$$
\begin{aligned}
\|\psi\|^{2} & =\sum_{t=-\infty}^{+\infty} w(t)|\psi(t)|^{2} \\
& =|c|^{2} \sum_{t=-\infty}^{a_{r}-1} w(t)|h(t)|^{2}+\sum_{j=1}^{k_{r}}\left|l_{j}\right|^{2}+|d|^{2} \sum_{t=b_{r}+1}^{+\infty} w(t)|v(t)|^{2} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
&\left\|\left(H_{1}-\frac{\alpha+\beta}{2}\right) \psi\right\|^{2} \\
&= \sum_{t=-\infty}^{+\infty} w(t)\left|\left(H_{1}-\frac{\alpha+\beta}{2}\right) \psi(t)\right|^{2} \\
&= \sum_{t=-\infty}^{a_{r}-1} w(t)\left|\left(\gamma-\frac{\alpha+\beta}{2}\right) c h(t)\right|^{2}+\sum_{t=a_{r}}^{b_{r}} w(t)\left|\left(\lambda_{j}-\frac{\alpha+\beta}{2}\right) \sum_{j=1}^{k_{r}} l_{j} \eta_{j}(t)\right|^{2} \\
&+\sum_{t=b_{r}+1}^{+\infty} w(t)\left|\left(\gamma-\frac{\alpha+\beta}{2}\right) d v(t)\right|^{2} \\
&=|c|^{2}\left|\gamma-\frac{\alpha+\beta}{2}\right|^{2} \sum_{t=-\infty}^{a_{r}-1} w(t)|h(t)|^{2}+\sum_{j=1}^{k_{r}}\left|l_{j}\right|^{2}\left|\lambda_{j}-\frac{\alpha+\beta}{2}\right|^{2} \\
&+|d|^{2}\left|\gamma-\frac{\alpha+\beta}{2}\right|^{2} \sum_{t=b_{r}+1}^{+\infty} w(t)|v(t)|^{2} \\
& \leq\left(\frac{\beta-\alpha}{2}\right)^{2}\|\psi\|^{2} .
\end{aligned}
$$

Thus,

$$
\left\|\left(H_{1}-\frac{\alpha+\beta}{2}\right) \psi\right\| \leq \frac{\beta-\alpha}{2}\|\psi\| .
$$

Consequently, by Lemma 4.1 one has

$$
\begin{equation*}
k_{r}=\operatorname{dim} S \leq \operatorname{dim} R\left\{E\left(H_{1}, \beta\right)-E\left(H_{1}, \alpha-\right)\right\}<\infty . \tag{5.9}
\end{equation*}
$$

Since $\alpha \in \rho\left(H_{1}\right)$, by Theorem 7.22 in [24] we have

$$
\operatorname{dim} R\left\{E\left(H_{1}, \beta\right)-E\left(H_{1}, \alpha-\right)\right\}=\operatorname{dim} R\left\{E\left(H_{1}, \beta\right)-E\left(H_{1}, \alpha\right)\right\}
$$

which, together with (5.5) and (5.9), shows that

$$
\begin{equation*}
\operatorname{dim} R\left\{E\left(H_{1, r}^{\prime}, \beta\right)-E\left(H_{1, r}^{\prime}, \alpha\right)\right\} \leq \operatorname{dim} R\left\{E\left(H_{1}, \beta\right)-E\left(H_{1}, \alpha\right)\right\} . \tag{5.10}
\end{equation*}
$$

On the other hand, one can show that $\left\{H_{1, r}^{\prime}\right\}$ converges to $H_{1}$ in the strong resolvent sense with a completely similar argument to that in the proof of Theorem 4.3 in [22] and so we omit the details. Therefore, by Theorem 9.19 in [24], it follows that

$$
E\left(H_{1, r}^{\prime}, \lambda\right) \xrightarrow{s} E\left(H_{1}, \lambda\right) \quad \text { for } \lambda \in \mathbf{R} \backslash \sigma_{p}\left(H_{1}\right)
$$

Together with (5.10), (5.4) follows from Lemma 4.2. This completes the proof.
The following result is a direct consequence of Theorem 5.1.

Corollary 5.1 Assume that $\mathcal{L}$ is in l.c.c. at $t=-\infty$ and in l.p.c. at $t=+\infty$. Let $H_{1}$ be any fixed self-adjoint subspace extension of $H_{0}$ given by (2.19). If $H_{1}$ has a pure discrete spectrum, then the sequence $\left\{H_{1, r}\right\}_{r=1}^{\infty}$ defined by (5.3) is spectrally exact for $H_{1}$ if $0 \notin \sigma\left(H_{1}\right)$.

## 6 Both endpoints are in I.p.c

In this section, we shall study spectral exactness in an open interval laking essential spectral points in Case 5. In this case, $H_{1}=H_{0}=H$ is a self-adjoint operator. In [22], it was shown that the sequence of induced self-adjoint restrictions $\left\{H_{1, r}\right\}$ is spectrally inclusive for $H_{0}$ but not spectrally exact for $H_{0}$ in general. Now, we shall try to choose a sequence of induced regular self-adjoint operator extensions, denoted by $\left\{H_{0, r}\right\}$, which is spectrally exact for $H_{0}$ in an open interval laking essential spectral points.
Denote $I_{2}:=\{t\}_{t=d_{0}}^{+\infty}$, where $d_{0}$ is the same as in (2.8). Let $H_{b}$ and $H_{b, 0}$ be the right maximal and minimal subspaces corresponding to (1.1) or $\mathcal{L}$ on $I_{2}$, respectively. $I_{1}, H_{a}$, and $H_{a, 0}$ are specified in Section 5. Let $H_{a, 1}$ and $H_{b, 1}$ be any self-adjoint subspace extensions of $H_{a, 0}$ and $H_{b, 0}$, separately. Then, by Theorem 3.3 in [29] and Corollary 2.1 in [30], one has

$$
\begin{equation*}
\sigma_{e}\left(H_{1}\right)=\sigma_{e}\left(H_{0}\right)=\sigma_{e}\left(H_{a, 1}\right) \cup \sigma_{e}\left(H_{b, 1}\right) \tag{6.1}
\end{equation*}
$$

in Case 5. Assume that $0 \notin I_{0} \subset \mathbf{R}$ is an open interval with $I_{0} \cap \sigma_{e}\left(H_{0}\right)=\emptyset$ and $I_{0} \cap \sigma_{d}\left(H_{0}\right) \neq$ $\emptyset$. Then, by Lemma 4.3 and (6.1), there exist two nontrivial real solutions $v_{1}$ in $l_{w}^{2}\left(I_{1}\right)$ and $v_{2}$ in $l_{w}^{2}\left(I_{2}\right)$ of $\left(1.1_{\gamma}\right)$ with any $\gamma \in I_{0}$. Consequently, we can choose $\left\{a_{r}\right\}_{r=1}^{\infty}$ and $\left\{b_{r}\right\}_{r=1}^{\infty}$ specified in Section 2.3 such that $v_{1}\left(a_{r}\right) \neq 0$ and $\nu_{2}\left(b_{r}\right) \neq 0$ for $r \in \mathbf{N}$.

Theorem 6.1 Assume that $\mathcal{L}$ is in l.p.c. at $t= \pm \infty, 0 \notin I_{0} \subset \mathbf{R}$ is an open interval with $I_{0} \cap \sigma_{e}\left(H_{0}\right)=\emptyset$ and $I_{0} \cap \sigma_{d}\left(H_{0}\right) \neq \emptyset$. Let $v_{1}$ and $v_{2}$ be two nontrivial real solutions of $\left(1.1_{\gamma}\right)$ with any fixed $\gamma \in I_{0}$, which are square summable near $\mp \infty$, respectively, $H_{0, r}$ the induced self-adjoint restriction of $H_{0}$ on $I_{r}$ defined by

$$
\begin{equation*}
H_{0, r}=\left\{(x, f) \in H^{r}:\left(x, v_{1}\right)\left(a_{r}-1\right)=0,\left(x, v_{2}\right)\left(b_{r}\right)=0\right\} \tag{6.2}
\end{equation*}
$$

where $\left\{a_{r}\right\}_{r=1}^{\infty}$ and $\left\{b_{r}\right\}_{r=1}^{\infty}$ specified in Section 2.3 satisfy $v_{1}\left(a_{r}\right) \neq 0$ and $v_{2}\left(b_{r}\right) \neq 0$ for $r \in \mathbf{N}$, respectively. Then $\left\{H_{0, r}\right\}_{r=1}^{\infty}$ is spectrally exact for $H_{0}$ in $I_{0}$.

Proof The main idea of the proof is similar to that of the proof of Theorem 5.1. So we omit its details. This completes the proof.

Corollary 6.1 Assume that $\mathcal{L}$ is in l.p.c. at $t= \pm \infty$, and $H_{0}$ has a pure discrete spectrum. Then the sequence $\left\{H_{0, r}\right\}_{r=1}^{\infty}$ defined by (6.2) is spectrally exact for $H_{0}$ if $0 \notin \sigma\left(H_{0}\right)$.

Remark 6.1 $H_{1, r}$ defined by (4.1), (5.3), and (6.2) can be viewed as special cases of those defined by (2.14), (2.18), and (2.21), respectively. For example, consider $H_{1, r}$ defined by (4.1). It can be obtained by taking $\lambda=\gamma$ in (2.8) and $u=v$ in (2.14) and choosing $\left\{b_{r}\right\}_{t=1}^{\infty}$ specified in Section 2.3 such that $v\left(b_{r}\right) \neq 0$ for $r \in \mathbf{N}$.

## Competing interests

The authors declare that they have no competing interests.

## Authors' contributions

YL carried out the results of this article and drafted the manuscript. YS proposed this study and inspected the manuscript. All authors read and approved the final manuscript.

## Acknowledgements

The authors are grateful to the editor and referees for their valuable suggestions. This research was supported by the NNSF of China (Grant 11571202) and the China Scholarship Council (Grant 201406220019).

Received: 15 March 2016 Accepted: 28 April 2016 Published online: 09 May 2016

## References

1. Bailey, PB, Everitt, WN, Weidmann, J, Zettl, A: Regular approximation of singular Sturm-Liouville problems. Results Math. 23, 3-22 (1993)
2. Bailey, PB, Everitt, WN, Zettl, A: Computing eigenvalues of singular Sturm-Liouville problems. Results Math. 20, 391-423 (1991)
3. Brown, M, Greenberg, $L$, Marletta, $M$ : Convergence of regular approximations to the spectra of singular fourth-order Sturm-Liouville problems. Proc. R. Soc. Edinb., Sect. A 128, 907-944 (1998)
4. Kong, L, Kong, Q, Wu, H, Zettl, A: Regular approximations of singular Sturm-Liouville problems with limit-circle endpoints. Results Math. 45, 274-292 (2004)
5. Stolz, G, Weidmann, J: Approximation of isolated eigenvalues of ordinary differential operators. J. Reine Angew. Math. 445, 31-44 (1993)
6. Stolz, G, Weidmann, J: Approximation of isolated eigenvalues of general singular ordinary differential operators. Results Math. 28, 345-358 (1995)
7. Teschl, G: On the approximations of isolated eigenvalues of ordinary differential operators. Proc. Am. Math. Soc. 136, 2473-2476 (2006)
8. Weidmann, J: Strong operators convergence and spectral theory of ordinary differential operators. Univ. lagel. Acta Math. 34, 153-163 (1997)
9. Weidmann, J: Spectral theory of Sturm-Liouville operators, approximation by regular problems. In: Amrein, WO, Hinz, AM, Pearson, DB (eds.) Sturm-Liouville Theory: Past and Present, pp. 75-98. Birkhäuser, Basel (2005)
10. Ren, G, Shi, Y: Defect indices and definiteness conditions for discrete linear Hamiltonian systems. Appl. Math. Comput. 218, 3414-3429 (2011)
11. Shi, Y: The Glazman-Krein-Naimark theory for Hermitian subspaces. J. Oper. Theory 68, 241-256 (2012)
12. Shi, Y, Sun, H: Self-adjoint extensions for second-order symmetric linear difference equations. Linear Algebra Appl. 434, 903-930 (2011)
13. Coddington, EA: Extension Theory of Formally Normal and Symmetric Subspaces. Mem. Am. Math. Soc., vol. 134 (1973)
14. Coddington, EA: Self-adjoint subspace extensions of nondensely defined symmetric operators. Adv. Math. 14, 309-332 (1974)
15. Coddington, EA, Dijksma, A: Self-adjoint subspaces and eigenfunction expansions for ordinary differential subspaces. J. Differ. Equ. 20, 473-526 (1976)
16. Dijksma, A, Snoo, HSVD: Self-adjoint extensions of symmetric subspaces. Pac. J. Math. 54, 71-99 (1974)
17. Dijksma, A, Snoo, HSVD: Eigenfunction extensions associated with pairs of ordinary differential expressions. J. Differ. Equ. 60, 21-56 (1985)
18. Dijksma, A, Snoo, HSVD: Symmetric and selfadjoint relations in Krein spaces I. Oper. Theory, Adv. Appl. 24, 145-166 (1987)
19. Hassi, S, Snoo, HSVD, Szafraniec, FH: Componentwise and Cartesian decompositions of linear relations. Diss. Math 465, 59 (2009)
20. Shi, Y, Shao, C, Ren, G: Spectral properties of self-adjoint subspaces. Linear Algebra Appl. 438, 191-218 (2013)
21. Shi, Y, Shao, C, Liu, Y: Resolvent convergence and spectral approximations of sequences of self-adjoint subspaces. J. Math. Anal. Appl. 409, 1005-1020 (2014)
22. Liu, Y, Shi, Y: Regular approximations of spectra of singular second-order symmetric linear difference equations. Linear Algebra Appl. 444, 183-210 (2014)
23. Arens, R: Operational calculus of linear relations. Pac. J. Math. 11, 9-23 (1961)
24. Weidmann, J: Linear Operators in Hilbert Spaces. Graduate Texts in Math., vol. 68. Springer, Berlin (1980)
25. Teschl, G: Jacobi Operators and Completely Integrable Nonlinear Lattices. Math. Surveys Monogr., vol. 72. Am. Math. Soc., Providence (2000)
26. Reed, M, Simon, B: Methods of Modern Mathematical Physics I: Functional Analysis. Academic Press, New York (1972)
27. Schmüdgen, K: Unbounded Self-Adjoint Operators on Hilbert Space. Springer, Dordrecht (2012)
28. Kato, T: Perturbation Theory for Linear Operators, 2nd edn. Springer, Berlin (1984)
29. Sun, H, Kong, Q, Shi, Y: Essential spectrum of singular discrete linear Hamiltonian systems. Math. Nachr. 289, 343-359 (2016)
30. Sun, H, Shi, Y: Spectral properties of singular discrete linear Hamiltonian systems. J. Differ. Equ. Appl. 20, 379-405 (2014)

## Submit your manuscript to a SpringerOpen ${ }^{\bullet}$ journal and benefit from:

- Convenient online submission
- Rigorous peer review
- Immediate publication on acceptance
- Open access: articles freely available online

High visibility within the field
Retaining the copyright to your article

Submit your next manuscript at $>$ springeropen.com

