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Abstract
In non-cylindrical domains, we use the definition of the variational solution and the
maximum principle (the Galerkin method used usually in a cylindrical domain cannot
be applied directly) to prove the existence of a pullback Dλ1 attractor in Lp(Ot) (any
p ≥ 2) for a reaction-diffusion equation. Then, with an appropriate assumption, the
higher-order integrability of variational solution is obtained. Finally, we discuss the
existence of a pullback Dλ1 attractor in L2+δ (Ot) for any δ ∈ [0, +∞).
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1 Introduction
The problems defined in cylindrical domains have been considered extensively. But for
some phenomena, such as water waves representing rich phenomena on time-varying spa-
tial domains, for example, the propagation of a tsunami across the open ocean (see []),
the depth changes as the wave propagates toward the shore, which be seen as an exam-
ple of a system with time-varying domain. In situations involving rapid temporal changes,
such as those occurring during earthquakes or landslides, we may consider a time de-
pendent depth. In other areas, there are a large number of biological processes involving
non-cylindrical domains, such as the migrating range of species with season changing,
mammalian coat patterns, skin patterns on tropical fish, solid tumor growth etc. Hence,
it is necessary to study problems defined in domains varying with time.

Let {Ot}t∈R be a family of nonempty bounded open subsets of RN such that

Os ⊂Ot , s < t. (.)

Define

Qτ ,T :=
⋃

t∈(τ ,T)

Ot × {t}, Q̃τ ,T :=
⋃

t∈(τ ,T)

OT × {t} for any T > τ , (.)
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and

Qτ :=
⋃

t∈(τ ,+∞)

Ot × {t}, ∀τ ∈R,

�τ ,T :=
⋃

t∈(τ ,T)

∂Ot × {t}, ∀τ < T and �τ :=
⋃

t∈(τ ,+∞)

∂Ot × {t}.

We consider the following initial boundary value problem with homogeneous Dirichlet
boundary condition:

⎧
⎪⎨

⎪⎩

∂u
∂t – �u + g(u) = f (t) in Qτ ,
u =  on �τ ,
u(τ , x) = uτ (x), x ∈Oτ ,

(.)

where uτ : Oτ → R and f : Qτ → R are given for τ ∈ R, and g ∈ C(R,R) satisfies the
conditions that there exist nonnegative constants α, α, β , l, and p ≥ , such that

–β + α|s|p ≤ g(s)s ≤ β + α|s|p, ∀s ∈R, (.)

and

g ′(s) ≥ –l, ∀s ∈R. (.)

For each T > τ , consider the auxiliary problem

⎧
⎪⎨

⎪⎩

∂u
∂t – �u + g(u) = f (t) in Qτ ,T ,
u =  on �τ ,T ,
u(τ , x) = uτ (x), x ∈Oτ ,

(.)

where uτ : Oτ →R for τ ∈R, g satisfies (.)-(.), and f : Qτ ,T →R.
When the domains vary with respect to time, even though the forcing term f is inde-

pendent of time, the problem is still non-autonomous.
For domains Ot ≡ O, t ∈ R, (.) returns to the usual non-autonomous reaction-

diffusion equation which was studied extensively (see, for example, [–]). Specially, we
have [] obtained a pullback attractor in Lp(O) (p comes from (.)) by requiring

‖f ‖L(O) ≤ Ceα|t|, ∀t ∈R,

where  ≤ α < λ, λ is the first eigenvalue of –� in H
(O). Recently, Łukaszewicz in []

applying the Galerkin method and the Gronwall lemma introduced in [] with forcing
terms f ∈ L

loc(R; L(O)) and

∫ t

–∞
eλs∥∥f (s)

∥∥
L(O) ds < ∞

considered the existence of pullback D attractor in Lp, which, to the best of our knowledge,
is the best result.
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For the case of domains changing in time, one may refer to [–] and the references
therein. Specially, for domains expanding in time (that is, the condition (.)), by using a
penalty method, the authors in [] considered the existence and uniqueness of a varia-
tional solution for (.) and obtained (L(Oτ ), L(Ot)) pullback Dλ attractor. By applying
a diffeomorphism, [] obtained the existence and uniqueness of a weak solution for (.),
furthermore, one proved the existence of a (L(Oτ ), L(Ot)) pullback D attractor.

Then, as the problem defined in a cylindrical domain, we may ask whether the pullback
attractor in Lp(Ot) exists as well; moreover, for any δ ≥ , what is the result as regards the
pullback attractor in L+δ(Ot)?

In cylindrical domains, by applying the Garlerkin method and selecting |(u–M)+|p–(u–
M)+ as a testing function, the pullback attractor in Lp has been proved (see [–]). But
in non-cylindrical domains, due to the characteristic of the penalty term (which is de-
fined in Hilbert space), it is difficult or even impossible to choose |(u – M)+|p–(u – M)+

as a testing function, so the method in [] cannot be applied directly to deduce the ex-
istence of pullback attractor in Lp(Ot). On the other hand, when we have a forcing term
f ∈ L

loc(R; L(Ot)), it is impossible to obtain a solution u ∈ L+δ(Ot) for any δ ≤ . Based
on the existence of the L(Ot) pullback Dλ attractor, the authors in [] provided a new
method to show that the pullback Dλ attractor in L(Ot) can attract sets in the topology
of L+δ(Ot) (∀δ ∈ [,∞)). But the existence of a pullback Dλ attractor in L+δ(Ot) is still
unknown.

In this paper, by applying the definition of a variational solution and a maximum princi-
ple, we first consider the existence of a pullback Dλ attractor in Lp(Ot); then, as a corollary,
with the forcing term satisfying f ∈ L∞

loc(RN+), we establish the existence of the pullback
Dλ attractor in L+δ(Ot) (δ ∈ [, +∞)) for a non-autonomous reaction-diffusion equation
defined in non-cylindrical domains. The main results are the following.

Theorem . Suppose (.), (.), (.), and (.) hold, uτ ∈ L(Oτ ) and f ∈ L
loc(RN+) sat-

isfying

∫ t

–∞
eλ,t r∣∣f (r)

∣∣
r dr < +∞ for all t ∈R,

here λ,t is the first eigenvalue of –� in H
(Ot). Then the process U(·, ·) corresponding to

problem (.) has a minimal unique pullback Dλ attractors A (t) in Lp(Ot) (p comes from
(.)) for all t ∈R.

Theorem . Suppose that (.), (.), (.), and (.) hold, uτ ∈ L(Oτ ) and f ∈ L∞
loc(RN+).

Let U(·, ·) be the process generated by the variational solutions of (.). Then, for any δ ∈
[,∞), there exists a pullback Dλ attractor ˆA in L+δ(Ot), that is, ˆA is compact, invariant
and we have a pullback Dλ attracting in the topology of L+δ(Ot) for any δ ∈ [, +∞).

This paper is organized as follows. In Section , we will present some definitions, and
related results as regards the pullback attractor and a variational solution. By means of
the definition of the variational solution and the maximum principle, in Section , the
pullback Dλ attractor in Lp(Ot) is established (see Theorem .). In Section , the higher-
order integrability of the approximation solution and the variational solution associated
to (.) are obtained. Furthermore, we discuss the existence of a pullback Dλ attractor in
L+δ(Ot) (δ ∈ [, +∞)) (see Theorem .).
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2 Preliminaries
For each t ∈ R, we denote by (·, ·)t and | · |t the usual inner product and related norm in
L(Ot) and by ((·, ·))t and ‖ · ‖t the usual gradient inner product and associated norm in
H

(Ot). The usual duality product between H
(Ot) and H–(Ot) will be denoted by 〈·, ·〉t .

Also (·, ·)t and ‖ · ‖Lp(Ot ) represent the duality product between Lp(Ot) and Lq(Ot) with

p + 

q =  and associated norm.

2.1 Pullback attractor
We will recall some concepts about pullback attractor which can be found, for example,
in [, ].

We consider a process (also called a two-parameter semigroup) U on a Banach space X,
i.e. a family {U(t, τ ); –∞ < τ ≤ t < +∞} of continuous mappings U(t, τ ) : X → X, such that

U(τ , τ )x = x and U(t, τ ) = U(t, s)U(s, τ ) for all τ ≤ s ≤ t and x ∈ X.

Suppose D is a nonempty class of parameterized sets D̂ = {D(t) : t ∈ R} ⊂ P(X), where
P(X) denotes the family of all nonempty subsets of X.

Definition . It is said that B̂ ∈ D is pullback D-absorbing for the process U(·, ·) if for
any t ∈R and any D̂ ∈ D , there exists a τ = τ(t, D̂) ≤ t such that

U(t, τ )D(τ ) ⊂ B(t) for all τ ≤ τ(t, D̂).

Definition . The process U(·, ·) is called norm-to-weak continuous if

U(t, τ )xn ⇀ U(t, τ )x as xn → x in X

for all t ≥ τ , τ ∈ R, where X is a Banach space.

Let X be a complete metric space and B be a bounded subset of X. The Kuratowskii
measure of noncompactness α(B) of B is defined by

α(B) = inf{δ >  | B has a finite open cover of sets of diameter ≤ δ}.

Definition . A process {U(t, τ )} is called pullback ω-D-limit compact if for any ε > 
and D̂ ∈ D , there exists a τ(D̂, t) ≤ t such that α(

⋃
τ≤τ

U(t, τ )D(τ )) ≤ ε.

Theorem . Let U(t, τ ) be a process in X satisfying the following conditions:
(i) U(t, τ ) is norm-to-weak continuous in X ;

(ii) there exists a family B̂ of pullback D -absorbing sets in X ;
(iii) U(t, τ ) is pullback ω-D -limit compact in X .

Then there exists a minimal pullback D -attractor ˆA in X given by

ˆA = ω(B̂, t) =
⋂

s≤t

⋃

τ≤s
U(s, τ )B(τ ).
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By following a similar process to Lemma . in [], we can get the result defined in non-
cylindrical domains; it is very useful for checking condition (iii) in Theorem . when the
phase space is a Lebesgue space Lp(Ot).

Theorem . Let U(t, τ ) be a process in Lp(Ot) and Lq(Ot) respectively, p > q > , satisfying
the following conditions:

(i) U(t, τ ) is pullback ω-D -limit compact in Lq(Ot);
(ii) for every ε >  and B̂ ∈ D , there exist M = M(ε, B̂) and τ = τ(ε, B̂) such that

∫

|U(t,τ )uτ |≥M

∣∣U(t, τ )uτ

∣∣p dx < ε

for any uτ ∈ B(τ ), τ ≤ τ and any t ∈R.
Then U(t, τ ) is pullback ω-D -limit compact in Lp(Ot).

Theorem . ([]) Let X, Y be two Banach spaces, X∗, Y ∗ be respectively their dual
spaces. Assume that X is dense in Y , the injection i : X → Y is continuous, its adjoint
i∗ : Y ∗ → X∗ is dense, and U is a norm-to-weak continuous process on Y . Then U is a
norm-to-weak continuous process on X if and only if, for any τ ∈ R, t ≥ τ , U(t, τ ) maps
compact sets of X to bounded sets of X.

2.2 Variational solutions for equation (1.6)
As it is convenient for the application later, we recall some notations and variational solu-
tions of (.) given by [].

For each T > τ , denote

Uτ ,T :=
{
φ ∈ L(τ , T ; H

(OT )
) ∩ Lp(τ , T ; Lp(OT )

)
,φ′ ∈ L(τ , T ; L(OT )

)

and φ(τ ) = φ(T) = ,φ(t) ∈ H
(Ot) for a.e. t ∈ (τ , T)

}
.

Definition . A variational solution of equation (.) is a function u such that

(C) u ∈ L(τ , T ; H
(OT )

) ∩ Lp(τ , T ; Lp(OT )
)
;

(C) u(t) ∈ H
(Ot) a.e. t ∈ (τ , T);

(C)
∫ T

τ

[
–
(
u(t),φ′(t)

)
T +

((
u(t),φ(t)

))
T +

(
g
(
u(t)

)
,φ(t)

)
T

]
dt

=
∫ T

τ

(
f (t),φ(t)

)
T dt for any φ ∈ Uτ ,T ;

(C) lim
t→τ


t – τ

∫ t

τ

∣∣u(s) – u(τ )
∣∣
T ds = .

Theorem . ([]) Suppose that (.), (.), (.), and (.) hold, for f ∈ L(τ , T ; L(OT ))
and uτ ∈ L(Oτ ), there exists a unique variational solution u ∈ L(τ , T ; H

(OT )) ∩
Lp(τ , T ; Lp(OT )) of equation (.) and the variational solution satisfies the energy equality
a.e. t ∈ [τ , T], that is,

∣∣u(t)
∣∣
T + 

∫ t

τ

∥∥u(s)
∥∥

T ds + 
∫ t

τ

(
g
(
u(s)

)
, u(s)

)
T ds = |uτ |T + 

∫ t

τ

(
f (s), u(s)

)
T ds (.)
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holds for a.e. t ∈ [τ , T]. In addition, u ∈ C([τ , T]; L(OT )) and satisfies the energy equality
for all t ∈ [τ , T]. Moreover, if uτ ∈ H

(Oτ ) ∩ Lp(Oτ ), then u also satisfies

u ∈ L∞(
τ , T ; H

(OT )
) ∩ L∞(

τ , T ; Lp(OT )
)
, u′ ∈ L(τ , T ; L(OT )

)
.

Definition . ([]) u : Qτ → R is called a variational solution of (.), if, for any T > τ ,
u restricted in Qτ ,T is the variational solution of (.).

Let

f ∈ L
loc

(
R

N+) and
∫ t

–∞
eλ,t s∣∣f (s)

∣∣
s ds < +∞ for any t ∈ R. (.)

Suppose f satisfies (.), from Theorem . and Definition ., for any τ ∈ R, any uτ ∈
Ł(Oτ ) and a.e. t ∈ (τ , T) (T > τ ), there exists a unique variational solution u(·; τ , uτ ).

Let

U(t, τ )uτ := u(t; τ , uτ ), –∞ < τ ≤ t < ∞, uτ ∈ L(Oτ ), (.)

then (.) defines a process U(·, ·) of a family of set {uτ ∈ L(Oτ ), τ ∈R}.
Let Rλ be the set of functions r : R→ [,∞) satisfying

lim
τ→–∞ eλ,tτ r(τ ) = ,

where λ,t is the first eigenvalue of –� in H
(Ot). Denote by Dλ the family of D̂ := {D(t) ⊂

L(Ot), t ∈R} such that

D(t) ⊂ B̄
(
, rD̂(t)

)
for some rD̂(t) ∈Rλ ,

here B̄(, rD̂(t)) is the closed ball with center in  and radius rD̂(t).
Then, the following result holds.

Lemma . ([]) Suppose (.), (.), (.), and (.) hold, uτ ∈ L(Oτ ) and f satisfies
(.). Then, process U(·, ·) associated to equation (.) generates a unique (L(Oτ ), L(Ot))
pullback Dλ attractor ˆA .

Together with Theorem . and Theorem ., we easily obtain the pullback Dλ attractor
in Lp (p > ) defined in domains increasing with time.

Theorem . Let U(t, τ ) be a process in Lp(Ot) satisfying the following conditions:
(i) U(t, τ ) is norm-to-weak continuous in Lp(Ot);

(ii) there exists a family B̂ of pullback Dλ -absorbing sets in Lp(Ot);
(iii) U(t, τ ) is pullback ω-Dλ -limit compact in Lp(Ot).

Then there exists a minimal pullback Dλ -attractor ˆA in Lp(Ot) given by

ˆA = ω(B̂, t) =
⋂

s≤t

⋃

τ≤s
U(s, τ )B(τ ).



Xiao Advances in Difference Equations  (2016) 2016:230 Page 7 of 20

To make the test function used later meaningful, in [], the following maximum prin-
ciple holds.

Lemma . ([]) Suppose uτ ∈ L∞(Oτ ) ∩ H
(Oτ ), f ∈ L∞(Q̃τ ,T ), and g satisfies (.).

Then there exists a positive constant K depending on ‖uτ‖L∞(Oτ ), ‖f ‖L∞(Q̃τ ,T ), β , and α

such that the variational solution u of equation (.) satisfies

‖u‖L∞(Q̃τ ,T ) ≤ K .

3 Pullback Dλ1 attractor in Lp

In this section, by applying the definition of the variational solution of equation (.), we
consider the existence of a pullback Dλ attractor in Lp (p satisfying (.)).

Denote

u(t)+ :=

{
u(t), u(t) ≥ ,
, u(t) < ,

u(t)– :=

{
u(t), u(t) ≤ ,
, u(t) > .

Lemma . Assume uτm ∈ L∞(Oτ ) ∩ H
(Oτ ), fm ∈ L∞

loc(R, L∞(Ot)), then the variational
solution um(t) of (.) satisfies the inequality

d
dt

∥∥(∣∣um(t)
∣∣ – M

)
+

∥∥p
Lp(OT ) +

αp


Mp–
∫

OT

∣∣(∣∣um(t)
∣∣ – M

)
+

∣∣p dx

≤ Cp,α

∫

OT

∣∣fm(t)
∣∣ dx (.)

for a.e. t ∈ (τ , T).

Proof For any fixed τ ∈ (–∞, T], denoted by um(t) we have the variational solution of
equation (.) corresponding to data (uτm, fm) with

uτm ∈ L∞(Oτ ) ∩ H
(Oτ ) and fm ∈ L∞(Q̃τ ,T ). (.)

By Lemma . and Theorem ., we know

um ∈ L(τ , T ; H
(OT )

) ∩ L∞(Q̃τ ,T )

and for any η ∈ C
c (τ , T), ηum ∈ Uτ ,T . According to the details of Lemma . (introduced

in []), that is, denoting

K ′ := max
{‖uτm‖L∞(Oτ ),‖fm‖L∞(Q̃τ ,T )

}

and by (.), we know there exists a positive constant K ′ depending on nonnegative con-
stants β , α, and a positive constant M, such that

g(s) > K ′, s ≥ M or g(s) < –K ′, s ≤ –M. (.)

Defining

K := max
{

K ′, M
}

+ ,
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we have ‖um‖L∞(Q̃τ ,T ) ≤ K . Hence, we obtain

∣∣(um – M)+
∣∣p–(um – M)+ ∈ L(τ , T ; H

(OT )
) ∩ L∞(Q̃τ ,T )

for the M above and p > , and for any η ∈ C
c (τ , T),

η
∣∣(um – M)+

∣∣p–(um – M)+ ∈ Uτ ,T .

So, according to the definition of a variational solution, we can choose

ψ(t) := η
∣∣(um – M)+

∣∣p–(um – M)+

as a testing function to obtain

∫ T

τ

[
–
(
um(t),ψ ′(t)

)
T +

((
um(t),ψ(t)

))
T +

(
g
(
um(t)

)
,ψ(t)

)
T

]
dt =

∫ T

τ

(
fm(t),ψ(t)

)
T dt,

therefore, for a.e. t ∈ (τ , T),

(
u′

m(t),
∣∣(um – M)+

∣∣p–(um – M)+
)

T +
((

um(t),
∣∣(um – M)+

∣∣p–(um – M)+
))

T

+
(
g
(
um(t)

)
,
∣∣(um – M)+

∣∣p–(um – M)+
)

T

=
(
fm(t),

∣∣(um – M)+
∣∣p–(um – M)+

)
T . (.)

Notice

∫

OT

fm(t)
∣∣(um – M)+

∣∣p–(um – M)+ dx

≤ 
α

∫

OT

∣∣fm(t)
∣∣ dx +

α



∫

OT

∣∣(um – M)+
∣∣p– dx. (.)

By (.), as M is large enough, we know g(um(t)) ≥ α
 |um(t)|p–, hence,

∫

OT

g
(
um(t)

)∣∣(um – M)+
∣∣p–(um – M)+ dx

≥ α



∫

OT

∣∣um(t)
∣∣p–∣∣(um – M)+

∣∣p–(um – M)+ dx

≥ α


Mp–

∫

OT

∣∣(um – M)+
∣∣p dx +

α



∫

OT

∣∣(um – M)+
∣∣p– dx. (.)

Inserting (.) and (.) into (.), for a.e. t ∈ (τ , T), we deduce

d
dt

∥∥(
um(t) – M

)
+

∥∥p
Lp(OT ) +

αp


Mp–
∫

OT

∣∣(um(t) – M
)

+

∣∣p dx ≤ p
α

∫

OT

∣∣fm(t)
∣∣ dx (.)

for a.e. t ∈ (τ , T) holds.
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Similarly, replacing (um(t) – M)+ with (um(t) + M)– and following a similar process, we
obtain

d
dt

∥∥(
um(t) + M

)
–

∥∥p
Lp(OT ) +

αp


Mp–
∫

OT

∣∣(um(t) + M
)

–

∣∣p dx ≤ p
α

∫

OT

∣∣fm(t)
∣∣ dx (.)

for a.e. t ∈ (τ , T).
Combining inequalities (.) and (.), we see that (.) holds for a.e. t ∈ (τ , T). �

The following Gronwall lemma, introduced by Łukaszewicz in [], is useful in an in-
equality for estimating.

Lemma . ([]) For some λ > , τ ∈R and s > τ , let

y′(s) + λy(s) ≤ h(s),

where functions y, y′, h are assumed to be locally integrable and y, h are nonnegative on the
interval t < s < t + r, for some t ≥ τ . Then

y(t + r) ≤ e–λ r



r

∫ t+ r


t
y(s) ds + e–λ(t+r)

∫ t+r

t
eλsh(s) ds.

In cylindrical domains, Lemma . and Lemma . in [] have provided the method
checking the conditions of asymptotic compact in Lp(O) (p > ), and following a similar
idea, we establish the lemma in non-cylindrical domains.

Lemma . Let D̂ = {D(τ ) : τ ∈ R} ∈ Dλ . Then, for any ε >  and each t ∈ R, there exist
constants M and τ = τ(t, D̂) such that

∫

Ot (|U(t,τ )uτ |≥M)

∣∣(∣∣U(t, τ )uτ

∣∣ – M
)

+

∣∣p dx < ε (.)

for any τ ≤ τ, any uτ ∈ D̂. Furthermore, there exists a constant M̄ >  such that

∫

Ot (|U(t,τ )uτ |≥M̄)

∣∣U(t, τ )uτ

∣∣p dx < ε

for any τ ≤ τ and any uτ ∈ D̂.

Proof Assume that uτm ∈ L∞(Oτ ) ∩ H
(Oτ ) and fm ∈ L∞(Q̃τ ,T ) for any fixed τ ≤ T , T ∈

R. Then for uτ ∈ L(Oτ ) and f ∈ L
loc(R; L(Ot)), there exist sequences uτm ∈ L∞(Oτ ) ∩

H
(Oτ ), fm ∈ L∞(Q̃τ ,T ), such that

uτm → uτ in L(Oτ ), fm → f in L(τ , T ; L(Ot)
)
, m → +∞,

and, for each m = , , . . . ,

|uτm|τ ≤ |uτ |τ + , |fm|T ≤ |f |T + . (.)
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Applying the Gronwall Lemma . to (.) and combining with (.), we obtain for r > 

∥∥(∣∣um(t + r)
∣∣ – M

)
+

∥∥p
Lp(OT )

≤ e– αp
 Mp– r



r

∫ t+ r


t

∥∥(∣∣um(s)
∣∣ – M

)
+

∥∥p
Lp(OT ) ds

+ e– αp
 Mp–(t+r)Cp,α,r

∫ t+r

t
e

αp
 Mp–s∣∣f (s)

∣∣
T ds

≤ e– αp
 Mp– r



r

p
(∫ t+ r



t

∥∥um(s)
∥∥p

Lp(OT ) ds +
r


Mp|Ot+r|
)

+ e– αp
 Mp–(t+r)Cp,α,r

∫ t+r

t
e

αp
 Mp–s∣∣f (s)

∣∣
T ds. (.)

Noting ηum ∈ Uτ ,T (any η ∈ C
c (τ , T)), we have

∫ T

τ

[
–
(
um(t),

(
η(t)um(t)

)′)
T +

((
um(t),η(t)um(t)

))
T +

(
g
(
um(t)

)
,η(t)um(t)

)
T

]
dt

=
∫ T

τ

(
fm(t),η(t)um(t)

)
T dt,

in addition, for a.e. t ∈ (τ , T),

(
u′

m(t), um(t)
)

T +
((

um(t), um(t)
))

T +
(
g
(
um(t)

)
, um(t)

)
T =

(
fm(t), um(t)

)
T . (.)

By using (.) and the Cauchy inequality, it follows that

d
dt

∣∣um(t)
∣∣
T +

∥∥um(t)
∥∥

T + α
∥∥um(t)

∥∥p
Lp(OT )

≤ 
λ,T

∣∣fm(t)
∣∣
T + β|OT | a.e. t ∈ (τ , T),

and, in particular, that

d
dt

∣∣um(t)
∣∣
T + λ,T

∣∣um(t)
∣∣
T + α

∥∥um(t)
∥∥p

Lp(OT )

≤ 
λ,T

∣∣fm(t)
∣∣
T + β|OT | a.e. t ∈ (τ , T). (.)

Integrating the inequality (.) over [t, t + r
 ], we have

α

∫ t+ r


t

∥∥um(s)
∥∥p

Lp(OT ) ds

≤ 
λ,T

∫ t+ r


t

∣∣fm(s)
∣∣
T ds + rβ|OT | +

∣∣um(t)
∣∣
T

≤ 
λ,T

∫ t+ r


t

∣∣f (s)
∣∣
T ds +

r
λ,T

+ rβ|OT | +
∣∣um(t)

∣∣
T (.)
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for any t ∈ (τ , T). In addition, applying the Gronwall lemma to (.), we also have

∣∣um(t)
∣∣
T ≤ e–λ,T (t–τ )|uτm|τ +


λ,T

e–λ,T t
∫ t

τ

eλ,T s∣∣fm(s)
∣∣
T ds +

β|OT |
λ,T

≤ e–λ,T (t–τ )(|uτ |τ + 
)

+ C


λ,T
e–λ,T t

∫ t

–∞
eλ,T s∣∣f (s)

∣∣
T ds

+ C


λ,T
e–λ,T t +

β|OT |
λ,T

(.)

for any t ∈ [τ , T], where λ,T is the first eigenvalue of –� in H
(OT ).

Combining (.), (.), and (.), we know that

∥∥(∣∣um(t + r)
∣∣ – M

)
+

∥∥p
Lp(OT )

≤ e– αp
 Mp– r



r

pC + e– αp
 Mp–(t+r)Cp,α,r

∫ t+r

t
e

αp
 Mp–s∣∣f (s)

∣∣
T ds,

where C is a constant independent of m, and depending on 
α

, e–λ,T (t–τ )|uτ |τ ,
∫ t

–∞ eλ,T s|f (s)|T ds, β|OT |
λ,T

,
∫ t+ r


t |f (s)|T ds.

So, (|um(t + r)| – M)+ is bounded in L∞(τ , T ; Lp(OT )) and there exists a subsequence
denoted still by (|um(t + r)| – M)+ such that

(|um| – M
)

+ ⇀
(|u| – M

)
+ weakly star convergence in L∞(

τ , T ; Lp(OT )
)
.

Hence,

∥∥(∣∣u(t + r)
∣∣ – M

)
+

∥∥p
Lp(OT )

≤ e– αp
 Mp– r



r

pC + e– αp
 Mp–(t+r)Cp,α,r

∫ t+r

t
e

αp
 Mp–s∣∣f (s)

∣∣
T ds

for the C above.
For any t ∈R, ε > , and any D̂ ∈ Dλ , there exist constants τ(t, D̂) and M such that for

M ≥ M and τ < τ(t, D̂), one obtains

e– αp
 Mp– r



r

pC <
ε


,

moreover, with M large enough and the function f integrable on [t, t + r], we have

e– αp
 Mp–(t+r) p

rα

∫ t+r

t
e

αp
 Mp–s∣∣f (s)

∣∣
T ds <

ε


.

Therefore,

∥∥(∣∣u(t + r)
∣∣ – M

)
+

∥∥p
Lp(OT ) < ε

for M ≥ M and τ < τ(t, D̂).
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Finally, let M̄ := M, and by (.) we conclude that

∫

Ot (|U(t,τ )uτ |≥M)

∣∣U(t, τ )uτ

∣∣p dx

=
∫

Ot (|U(t,τ )uτ |≥M)

((∣∣U(t, τ )uτ

∣∣ – M
)

+ M
)p dx

≤ p–
(∫

Ot (|U(t,τ )uτ |≥M)

(∣∣U(t, τ )uτ

∣∣ – M
)p dx +

∫

Ot (|U(t,τ )uτ |≥M)
Mp dx

)

≤ p–
(∫

Ot (|U(t,τ )uτ |≥M)

(∣∣U(t, τ )uτ

∣∣ – M
)p dx

+
∫

Ot (|U(t,τ )uτ |≥M)

(∣∣U(t, τ )uτ

∣∣ – M
)p dx

)

≤ pε

for any τ ≤ τ(t, D̂) and any uτ ∈ D̂. �

Now, we prove Theorem ..
According to Lemma ., Theorem ., and Lemma ., it is sufficient to check the

existence of a pullback Dλ absorbing set in Lp.
By Lemma ., for any uτ ∈ D̂ and any τ ≤ τ(t, ε, D̂), we have

∫

Ot

∣∣U(t, τ )uτ

∣∣p dx

=
∫

Ot (|U(t,τ )uτ |≤M)

∣∣U(t, τ )uτ

∣∣p dx +
∫

Ot (|U(t,τ )uτ |≥M)

∣∣U(t, τ )uτ

∣∣p dx

≤ (M)p|Ot| + p
∫

Ot (|U(t,τ )uτ |≥M)

(∣∣U(t, τ )uτ

∣∣ – M
)p

+ dx

≤ (M)p|Ot| + .

4 Pullback Dλ1 attractor in L2+δ

Throughout this section, the T will be required to obey T ≥ t or T ≥ s + . We first con-
sider the higher-order integrability for approximation solutions and variational solutions
of (.), respectively, then we obtain a pullback Dλ absorbing set in L+δ(Ot) (∀δ ∈ [,∞)).
Finally, we prove the existence of a pullback Dλ attractor in L+δ(Ot) for any δ ∈ [,∞).

4.1 Higher-order integrability for approximation solutions
For any D̂ = {D(t) : t ∈ R} ∈ Dλ and uτ ∈ D(τ ), set u(t) = U(t, τ )uτ . For any fixed τ ∈
(–∞, T], denoted by um(t), we have the variational solution of equation (.) correspond-
ing to the data (uτm, f ) satisfying

uτm ∈ L∞(Oτ ) ∩ H
(Oτ ) and f ∈ L∞(Q̃τ ,T ). (.)

By Lemma . and Theorem ., we know

um ∈ L(τ , T ; H
(OT )

) ∩ L∞(Q̃τ ,T )



Xiao Advances in Difference Equations  (2016) 2016:230 Page 13 of 20

and

∫ T

τ

[
–
(
um(t),φ′(t)

)
T +

((
um(t),φ(t)

))
T +

(
g
(
um(t)

)
,φ(t)

)
T

]
dt =

∫ T

τ

(
f (t),φ

)
T dt

for any φ ∈ Uτ ,T .
For any θ ≥ , we still have

|um|θ um ∈ L(τ , T ; H
(OT )

) ∩ L∞(Q̃τ ,T ),

and, for any η ∈ C
c (τ , T),

η|um|θ um ∈ L(τ , T ; H
(OT )

) ∩ L∞(Q̃τ ,T ),

d
dt

(
η|um|θ um

) ∈ L(τ , T ; L(OT )
)
,

η(T)
∣∣um(T)

∣∣θ um(T) = η(τ )
∣∣um(τ )

∣∣θ um(τ ) = ,

η(t)
∣∣um(t)

∣∣θ um(t) ∈ H
(Ot) a.e. t ∈ (τ , T).

Hence, we can choose η|um|θ um as a test function to obtain

∫ T

τ

[
–
(
um(t),

(
η(t)

∣∣um(t)
∣∣θ um(t)

)′)
T +

((
um(t),η(t)

∣∣um(t)
∣∣θ um(t)

))
T

+
(
g
(
um(t)

)
,η(t)

∣∣um(t)
∣∣θ um(t)

)
T

]
dt

=
∫ T

τ

(
f (t),η(t)

∣∣um(t)
∣∣θ um(t)

)
T dt,

moreover,

∫ T

τ

[(
u′

m(t),
∣∣um(t)

∣∣θ um(t)
)

T +
((

um(t),
∣∣um(t)

∣∣θ um(t)
))

T

+
(
g
(
um(t)

)
,
∣∣um(t)

∣∣θ um(t)
)

T –
(
f (t),

∣∣um(t)
∣∣θ um(t)

)
T

]
η(t) dt = ,

for any η ∈ C
c (τ , T).

Therefore, for a.e. t ∈ (τ , T),

(
u′

m(t),
∣∣um(t)

∣∣θ um(t)
)

T +
((

um(t),
∣∣um(t)

∣∣θ um(t)
))

T +
(
g
(
um(t)

)
,
∣∣um(t)

∣∣θ um(t)
)

T

=
(
f (t),

∣∣um(t)
∣∣θ um(t)

)
T . (.)

By (.), we know

∫

OT

g
(
um(t)

)∣∣um(t)
∣∣θ um(t) dx ≥ –β

∫

OT

∣∣um(t)
∣∣θ dx + α

∫

OT

∣∣um(t)
∣∣θ+p dx. (.)

Noticing (.), we can select an appropriate K ′ such that

um(t) ≥ M >  for a.e. t ∈ (τ , T). (.)
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So,
∫

OT

f (t)
∣∣um(t)

∣∣θ um(t) dx ≤
∫

OT

∣∣f (t)
∣∣∣∣um(t)

∣∣θ+ dx

≤ ∥∥f (t)
∥∥

L∞(OT )

∫

OT

∣∣um(t)
∣∣θ+ dx

≤ ∥∥f (t)
∥∥

L∞(OT )

∫

OT

∣∣um(t)
∣∣θ+ dx. (.)

Combining (.), (.), and (.), we deduce


θ + 

d
dt

∥∥um(t)
∥∥θ+

Lθ+(OT ) –


θ + 

∫

∂OT

∣∣γ um(t)
∣∣θ+ dS

+ (θ + )
(


θ + 

) ∫

OT

∣∣∇∣∣um(t)
∣∣+ θ


∣∣ dx + α

∥∥um(t)
∥∥p+θ

Lp+θ (OT )

≤ β
∥∥um(t)

∥∥θ

Lθ (OT ) +
∥∥f (t)

∥∥
L∞(OT )

∥∥um(t)
∥∥θ+

Lθ+(OT ) (.)

for a.e. t ∈ (τ , T). Due to um(t) ∈ H
(Ot) and

∥∥um(t)
∥∥θ

Lθ (OT ) ≤ |OT | 
θ+

∥∥um(t)
∥∥θ+

Lθ+(OT ),

it follows from (.) that


θ + 

d
dt

∥∥um(t)
∥∥θ+

Lθ+(OT ) + (θ + )
(


θ + 

) ∫

OT

∣∣∇∣∣um(t)
∣∣+ θ


∣∣ dx + α

∥∥um(t)
∥∥p+θ

Lp+θ (OT )

≤ Cβ ,|OT |,θ ,‖f (t)‖L∞(OT )

∥∥um(t)
∥∥θ+

Lθ+(OT ) for a.e. t ∈ (τ , T). (.)

We prove the following result.

Theorem . Let D̂ ∈ Dλ and T be a fixed time. Assume further that the initial data uτm

and f satisfy (.). Then, for each t ∈ (τ , T) and each h = , , , . . . , there exist two sequences
(positive constants) T̃h(t, D̂) (depending only on h, t, λ,T and D̂) and M̃h(t) (depending
only on t, h, λ,T , N , |OT | and ‖f (t)‖L∞(OT )), such that for any m = , , . . . , the variational
solution um of (.) satisfies

(Ah)
∫

OT

∣∣um(t)
∣∣( N

N– )h
dx ≤ M̃h(t) for any t – τ ≥ T̃h(t, D̂)

and

(Bh)
∫ s+

s

(∫

OT

∣∣um(r, x)
∣∣( N

N– )h+
dx

) N–
N

dr ≤ M̃h(t)

for any s – τ ≥ T̃h(t, D̂).

Proof Selecting θ =  in (.), for a.e. t ∈ (τ , T), we have

(
u′

m(t), um(t)
)

T +
((

um(t), um(t)
))

T +
(
g
(
um(t)

)
, um(t)

)
T =

(
f (t), um(t)

)
T . (.)
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By using (.) and the Cauchy inequality, it follows that

d
dt

∣∣um(t)
∣∣
T +

∥∥um(t)
∥∥

T + α
∥∥um(t)

∥∥p
Lp(OT ) ≤ 

λ,T

∣∣f (t)
∣∣
T + β|OT | a.e. t ∈ (τ , T),

and, in particular, that

d
dt

∣∣um(t)
∣∣
T + λ,T

∣∣um(t)
∣∣
T + α

∥∥um(t)
∥∥p

Lp(OT )

≤ 
λ,T

∣∣f (t)
∣∣
T + β|OT | a.e. t ∈ (τ , T), (.)

moreover,

∣∣um(t)
∣∣
T ≤ e–λ,T (t–τ )|uτm|τ +

|OT |‖f (t)‖
L∞(OT )

λ
,T

+
β|OT |

λ,T
(.)

for any t ∈ [τ , T], where λ,T is the first eigenvalue of –� in H
(OT ).

By (.) and (.), we know

∣∣um(t)
∣∣
T ≤ e–λ,T (t–τ )(|uτ |τ + 

)

+
|OT |‖f (t)‖

L∞(OT )

λ
,T

+
β|OT |

λ,T
for all t ∈ (τ , T). (.)

For each t ∈R, let

M̃′
(t) :=

|OT |‖f (t)‖
L∞(OT )

λ
,T

+
β|OT |

λ,T
,

combined with (.) to get

∣∣um(t)
∣∣
T ≤ e–λ,T (t–τ )(|uτ |τ + 

)
+ M̃′

(t). (.)

Noticing that uτ ∈ D(τ ) with D̂ = {D(t) : t ∈ R} ∈ Dλ , by (.), there exists a constant
T ′(t, D̂) such that

∣∣um(t)
∣∣
T ≤  + M̃′

(t) for all t – τ ≥ T ′(t, D̂). (.)

Taking θ =  in (.) and integrating with respect to t, we obtain


∫ s+

s

∫

OT

∣∣∇∣∣um(t)
∣∣∣∣ dx dt ≤ (Cβ ,|OT |,‖f (t)‖L∞(OT ) + )

(
M̃′

(t) + 
)

for all s – τ ≥ T ′(t, D̂). (.)

On the other hand, from the embedding H
(OT ) ↪→ L

N
N– (OT ), we know that there is a

constant cN such that

‖φ‖
L

N
N– (OT )

≤ cN
∣∣∇|φ|∣∣L(OT ) ∀φ ∈ H

(OT ). (.)
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From (.) and (.), it follows that


∫ s+

s

∥∥um(t)
∥∥

L
N

N– (OT )
dt ≤ c

N (Cβ ,|OT |,‖f (t)‖L∞(OT ) + )
(
M̃′

(t) + 
)

for all s – τ ≥ T ′(t, D̂). (.)

Setting

M̃(t) := max
{

c
N (Cβ ,|OT |,‖f (t)‖L∞(OT ) + )

(
M̃′

(t) + 
)
, M̃′

(t) + 
}

and by (.), (.), we know that (A) and (B) hold.
In the following, performing induction, we assume (Ah) and (Bh) hold to prove (Ah+)

and (Bh+).
Taking θ = ( N

N– )h+ –  in (.), we obtain

d
dt

∥∥um(t)
∥∥( N

N– )h+

L( N
N– )h+

(OT )
+

(

(

N
N – 

)h+

– 
)(

N – 
N

)h+ ∫

OT

∣∣∇∣∣um(t)
∣∣( N

N– )h+ ∣∣ dx

+ α

(
N

N – 

)h+∥∥um(t)
∥∥p+( N

N– )h+–

Lp+( N
N– )h+–(OT )

≤ Cβ ,|OT |,N ,h,‖f (t)‖L∞(OT )

∥∥um(t)
∥∥( N

N– )h+

L( N
N– )h+

(OT )
a.e. t ∈ (τ , T), (.)

moreover,

d
dt

∥∥um(t)
∥∥( N

N– )h

L( N
N– )h+

(OT )
≤ Cβ ,|OT |,N ,h,‖f (t)‖L∞(OT )

∥∥um(t)
∥∥( N

N– )h

L( N
N– )h+

(OT )

a.e. t ∈ (τ , T). (.)

Applying the uniform Gronwall lemma to (.) and by (Bh) we get
∫

OT

∣∣um(t)
∣∣( N

N– )h+
dx ≤ CM̃h(t),β ,|OT |,N ,h,‖f (t)‖L∞(OT )

for any t – τ ≥ T̃h(t, D̂) + . (.)

For any s – τ ≥ T̃h(t, D̂) + , we integrate (.) over [s, s + ] and obtain

∫ s+

s

∫

OT

∣∣∇∣∣um(x, t)
∣∣( N

N– )h+ ∣∣ dx dt ≤ C′
M̃h(t),β ,|OT |,N ,h,‖f (t)‖L∞(OT )

. (.)

Since um is a variational solution of (.) and bounded in L∞(Q̃τ ,T ), um ∈ H
(Ot)∩L∞(Ot)

for a.e. t ∈ (τ , T), and |um(t)|( N
N– )h+ ∈ H

(Ot) for a.e. t ∈ (τ , T), again with the embedding

∥∥∣∣um(t)
∣∣( N

N– )h+∥∥
L

N
N– (OT )

≤ cN
∣∣∇∣∣um(t)

∣∣( N
N– )h+ ∣∣

L(OT )

to get

∫ s+

s

(∫

OT

∣∣um(t)
∣∣( N

N– )h+
dx

) N–
N

dt ≤ c
N C′

M̃h(t),β ,|OT |,N ,h,‖f (t)‖L∞(OT )
(.)
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for any s – τ ≥ T̃h(t, D̂) + . Therefore, we set

T̃h+(t, D̂) = T̃h(t, D̂) + 

and

M̃h+(t) = max
{

CM̃h(t),β ,|OT |,N ,h,‖f (t)‖L∞(OT )
, c

N C′
M̃h(t),β ,|OT |,N ,h,‖f (t)‖L∞(OT )

}
,

from (.) and (.) we know that (Ah+) and (Bh+) hold. �

4.2 Higher-order integrability for variational solutions
Now, as initial data uτ ∈ L(Oτ ), we establish the following results for the variational so-
lution of equation (.).

Theorem . Let D̂ = {D(τ ) : τ ∈ R} ∈ Dλ . Then for each t ∈ R and each δ ∈ [,∞), there
exist constants T(t, δ, D̂) and Mδ(t) such that

∥∥u(t)
∥∥

L+δ (Ot ) < Mδ(t) for any t – τ ≥ T(t, δ, D̂). (.)

Proof For each fixed t ∈ R and h ∈ {, , , . . .}, take

Th(t, D̂) = T̃h(t, D̂) + ,

where T̃h(t, D̂) is just the constant given in Theorem . corresponding to the pair t, h.
Setting

T = t + 

and for any (fixed) τ satisfying

τ ≤ t – Th(t, D̂),

we consider the approximation on the interval [τ , T].
When uτ ∈ L(Oτ ), there exists a sequence {uτm} ⊂ L∞(Oτ ) such that

uτm → uτ in L(Oτ ) as m → ∞.

On account of the proof of Proposition  in [], we have

∣∣um(t) – un(t)
∣∣
T + 

∫ t

τ

∥∥um(s) – un(s)
∥∥

T ds

≤ |uτm – uτn|T + l
∫ t

τ

∣∣um(s) – un(s)
∣∣
T ds

for all t ∈ [τ , T] and n, m ≥ . By applying the Gronwall lemma, we conclude from the
inequality above that

{um} is a Cauchy sequence in L(τ , T ; H
(OT )

) ∩ C
(
[τ , T]; L(OT )

)
. (.)
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On the other hand, by (.), it can be proved that

{um} is bounded in L∞(
τ , T ; L(OT )

) ∩ L(τ , T ; H
(OT )

)
. (.)

Consequently, from (.) and (.), it follows that

um → u in C
(
[τ , T]; L(OT )

)
,

in particular, for each t ∈ [τ , T], there exists a subsequence {umj} such that

umj(t) → u(t) a.e. x ∈OT .

Therefore, set M̄h(t) = M̃h(t) for (Ah) and (Bh) in Theorem ., and as m → +∞, accord-
ing to Fatou’s lemma:

∫

OT

∣∣U(t, τ )uτ

∣∣( N
N– )h

dx

≤ lim inf
m→∞

∫

OT

∣∣umj(t)
∣∣( N

N– )h
dx

≤ M̄h(t)

for any t – τ ≥ Th(t, D̂) holds.
For each δ ∈ [,∞), there is a unique h ∈ {, , , . . .} such that

 + δ +  ∈
(


(

N
N – 

)h–

, 
(

N
N – 

)h]
. (.)

Then, for each δ ∈ [,∞) and anyt – τ ≥ Th(t, D̂), we have

∥∥u(t)
∥∥+δ

L+δ (Ot ) ≤ ∥∥u(t)
∥∥

+δ

( N
N– )h

L( N
N– )h (Ot )

· |Ot|
– +δ

( N
N– )h

≤ (
M̄h(t)

) +δ

( N
N– )h · |Ot|

– +δ

( N
N– )h ,

and let

Mδ(t) :=
(
M̄h(t)

) 
 ( N–

N )h · |Ot| 
+δ

– 
 ( N–

N )h
+ 

(which depends only on δ, t, h, N , β , ‖f (t)‖L∞(Ot ), λ,t , and |Ot|) and T(t, δ, D̂) := Th(t, D̂)
(where the constant h is fixed by (.)), we know that, for any t ∈R, any D(τ ) ∈ Dλ , there
exist constants T(t, δ, D̂) and Mδ(t) such that

∥∥u(t)
∥∥

L+δ (Ot ) < Mδ(t) for any t – τ ≥ T(t, δ, D̂). �



Xiao Advances in Difference Equations  (2016) 2016:230 Page 19 of 20

4.3 The proof of Theorem 1.2

Proof It is sufficient to verify the conditions of Theorem .. According to Theorem .,
the norm-to-weak continuity is easily checked.

For any t ∈R, denote

B(t) =
{

u(t) satisfying
∥∥u(t)

∥∥
L+δ (Ot ) < Mδ(t)

}
,

then, according to Theorem ., for any t ∈ R and any uτ ∈ D(τ ), there exist B(t) and
T(t, δ, D̂) such that

U(t, τ )uτ ∈ B(t)

for any t – τ ≥ T(t, δ, D̂), that is, there exists a pullback Dλ absorbing set in L+δ (∀δ ∈
[, +∞)).

By Theorem ., we know that, for any ε > , any δ ∈ [, +∞), and each t ∈R, there exist
positive constants T̄(t, δ, D̂, ε) and M̄ such that

∫

Ot (|U(t,τ )uτ |≥M̄)

∣∣U(t, τ )uτ

∣∣+δ dx < ε

for any t – τ ≥ T̄(t, δ, D̂, ε). Combining Theorem . and Theorem ., we prove that the
process U(t, τ ) associated to (.) is pullback ω-D-limit compact in L+δ(Ot). �
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