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Abstract
In this paper, a general class of second-order nonlinear damped differential equations
under impulse effects is studied. By introducing an auxiliary function of two variables
and using Riccati transformation, several Kamenev type interval oscillation criteria are
established, which generalize and extend some known ones, such as those of Huang
and Feng. Moreover, examples are given to illustrate the effectiveness and
non-emptiness of our results.
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1 Introduction and preliminaries
In , Rogovchenko and Rogovchenko [] first studied the oscillation of the nonlinear
second-order differential equation with nonlinear damping of the form

(
r(t)k

(
x(t), x′(t)

))′ + p(t)k
(
x(t), x′(t)

)
x′(t) + q(t)h

(
x(t)

)
= . (.)

Later, Tiryaki and Zafer [], Zhao and Feng [], Zhao et al. [] and Huang and Meng []
obtained several oscillation criteria for solutions of (.), which extended and improved
the results in []. In this work, the conditions in terms of the coefficients involving inte-
gral averages over the whole half-line [t,∞) are used. However, oscillation is an interval
property as pointed out early in [, ]. So, it is more reasonable to investigate solutions on
an infinite set of bounded intervals. In , Tiryaki and Zafer [] investigated the interval
oscillation of (.). Later, some interval oscillation criteria were also given by Shi [] and
Huang and Meng [] for a forced equation of the form

(
r(t)k

(
x(t), x′(t)

))′ + p(t)k
(
x(t), x′(t)

)
x′(t) + q(t)h

(
x(t)

)
= f (t). (.)

In recent years, interval oscillation of impulsive differential equations also aroused the
interest of many researchers; see, for example, [–]. In , under impulse effects,
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Özbekler and Zafer [] first considered the special case of equation (.) as follows:
{

(r(t)ϕα(x′))′ + p(t)ϕα(x′) + q(t)ϕβ (x) = f (t), t �= θi,
�(r(t)ϕα(x′)) + qiϕβ (x) = fi, t = θi, i ∈N.

(.)

They improved and extended the earlier results for the equations without impulse or
damping of [–]. Recently, Li et al. [] investigated equation (.) with impulses and
obtained several interval oscillation theorems by introducing an auxiliary function of one
variable and generalized and extended some known results in [, , ].

In this article, motivated mainly by [–, , ], we continue to study the interval
oscillation of (.) under impulse effects of the form

{
(r(t)k(x(t), x′(t)))′ + p(t)k(x(t), x′(t))x′(t) + q(t)g(x(t)) = f (t), t �= ti,
�(r(t)k(x(t), x′(t))) + qig(x(t)) = fi, t = ti, i = , , . . . ,

(.)

where �y(t) = y(t+) – y(t–), y(t±) = limt→t± y(t), {ti} is an impulse moments sequence with
 ≤ t < t < t < · · · < ti < ti+ < · · · and limi→∞ ti = ∞.

By introducing an auxiliary function of two variables and using a Riccati transformation,
we establish some Kamenev type (cf. Philos []) interval oscillation criteria. Our methods
are different from those of Özbekler and Zafer [] and Li et al. [] because we use an
auxiliary function of two variables and divide the considered interval into two parts to
study oscillation of (.). The results obtained here are the generalization and extension
of some known ones, such as those of Huang and Feng []. Moreover, we also give two
examples to illustrate the effectiveness and non-emptiness of our results.

The organization of this paper is as follows. In the next section, we will give four the-
orems of Kamenev type interval oscillation criteria. Section  is devoted to the proofs of
the theorems. Two examples will be illustrated in Section .

2 The main results
We first introduce a set PLC(I,R) and a function class HD of bivariate functions H(t, s) on
a set D.

Let I ⊂ R be an interval, PLC(I,R) := {y : I → R|y is continuous on I \ {ti} and at each
ti, y(t+

i ) and y(t–
i ) exist, and the left continuity of y is assumed, i.e., y(t–

i ) = y(ti), i ∈N}.
Let D = {(t, s) : t ≥ s ≥ t}, HD is a class of functions H(t, s) ∈ C(D,R) which satisfy the

following assumptions:
(i) H(t, t) = , H(t, s) > , for t > s ≥ t;

(ii) ∂
∂t H(t, s) = h(t, s)

√
H(t, s), ∂

∂s H(t, s) = –h(t, s)
√

H(t, s),
for some h, h ∈ Lloc(D,R).

For any given t, we say a continuous function x(t) defined on [t,∞) is a solution of (.)
with initial value x(t) = x and x′(t) = x′

 if x′(t), (r(t)k(x(t), x′(t)))′ ∈ PLC([t,∞),R) and
x(t) satisfies (.) for t ≥ t.

The following preparatory lemma will be useful to prove our theorems.

Lemma . Let η,η,η ∈ C([t,∞),R) with η > , and w ∈ C([t,∞),R), for t �= ti, to-
gether with w(t±

i ) exist. If there exist [a, b] ⊂ [t,∞), ti ∈ (a, b), wi >  for i ∈ N, and α > 
such that

w′(t) ≤ –η(t) + η(t)w(t) – η(t)
∣∣w(t)

∣∣+/α , t ∈ (a, b), t �= ti, (.)
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and

�w(t) ≤ –wi, t = ti ∈ (a, b), (.)

then, for every H ∈ H(a,b) and c ∈ (a, b) \ {ti},


Hα+(c, a)

∫ c

a

[
η̃(s)H̃α+

 (s, a) – η(s)Hα+(s, a)
]

ds

+


Hα+(b, c)

∫ b

c

[
η̃(s)H̃α+

 (b, s) – η(s)Hα+(b, s)
]

ds

≥ 
Hα+(c, a)

∑

a<ti<c
Hα+(ti, a)wi +


Hα+(b, c)

∑

c<ti<b

Hα+(b, ti)wi, (.)

where

η̃(s) =
αα

(α + )α+ η–α
 (s),

H̃(s, a) =
∣
∣(α + )h(s, a)

√
H(s, a) + η(s)H(s, a)

∣
∣,

H̃(b, s) =
∣
∣(α + )h(b, s)

√
H(b, s) – η(s)H(b, s)

∣
∣.

Proof Multiplying (.) by Hα+(t, s) and integrating it (with t replaced by s) over [c, t) for
t ∈ [c, b), we have

∫ t

c
Hα+(t, s)w′(s) ds ≤ –

∫ t

c
η(s)Hα+(t, s) ds +

∫ t

c
η(s)w(s)Hα+(t, s) ds

–
∫ t

c
η(s)

∣
∣w(s)

∣
∣+/αHα+(t, s) ds. (.)

In view of (.) and the assumptions (i) and (ii) for H(t, s), we get

∫ t

c
η(s)Hα+(t, s) ds +

∑

c<ti<t
Hα+(t, ti)wi – Hα+(t, c)w(c)

≤
∫ t

c

[∣∣(α + )h(t, s)
√

H(t, s) – η(s)H(t, s)
∣∣Hα(t, s)

∣∣w(s)
∣∣

– η(s)Hα+(t, s)
∣
∣w(s)

∣
∣+/α]

ds. (.)

Defining the integrand function in right-hand side of (.) by

	(w) =
∣∣(α + )h(t, s)

√
H(t, s) – η(s)H(t, s)

∣∣Hα(t, s)
∣∣w(s)

∣∣ – η(s)Hα+(t, s)
∣∣w(s)

∣∣+/α ,

we easily see that

max
w∈R

	(w) =
αα

(α + )α+ η–α
 (s)

∣
∣(α + )h(t, s)

√
H(t, s) – η(s)H(t, s)

∣
∣α+.
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Therefore,

∫ t

c
η(s)Hα+(t, s) ds +

∑

c<ti<t
Hα+(t, ti)wi – Hα+(t, c)w(c)

≤
∫ t

c

αα

(α + )α+ η–α
 (s)

∣∣(α + )h(t, s)
√

H(t, s) – η(s)H(t, s)
∣∣α+ ds. (.)

Letting t → b– in (.)

∫ b

c
η(s)Hα+(b, s) ds +

∑

c<ti<b

Hα+(b, ti)wi – Hα+(b, c)w(c)

≤
∫ b

c

αα

(α + )α+ η–α
 (s)

∣
∣(α + )h(b, s)

√
H(b, s) – η(s)H(b, s)

∣
∣α+ ds. (.)

Similarly, if (.) (with t replaced by s) is multiplied by Hα+(s, t) and integrated over (t, c]
for t ∈ (a, c], we have

∫ c

t
Hα+(s, t)w′(s) ds ≤ –

∫ c

t
η(s)Hα+(s, t) ds +

∫ c

t
η(s)w(s)Hα+(s, t) ds

–
∫ c

t
η(s)

∣∣w(s)
∣∣+/αHα+(s, t) ds. (.)

In view of (.) and using the assumptions (i) and (ii), we get

∫ c

t
η(s)Hα+(s, t) ds +

∑

t<ti<c
Hα+(ti, t)wi + Hα+(c, t)w(c)

≤
∫ c

t

[∣∣(α + )h(s, t)
√

H(s, t) + η(s)H(s, t)
∣∣Hα(s, t)

∣∣w(s)
∣∣

– η(s)Hα+(s, t)
∣
∣w(s)

∣
∣+/α]

ds

≤
∫ c

t

αα

(α + )α+ η–α
 (s)

∣∣(α + )h(s, t)
√

H(s, t) + η(s)H(s, t)
∣∣α+ ds. (.)

Letting t → a+ in (.)

∫ c

a
η(s)Hα+(s, a) ds +

∑

a<ti<c
Hα+(ti, a)wi + Hα+(c, a)w(c)

≤
∫ c

a

αα

(α + )α+ η–α
 (s)

∣
∣(α + )h(s, a)

√
H(s, a) + η(s)H(s, a)

∣
∣α+ ds. (.)

Finally, dividing (.) and (.) by Hα+(b, c) and Hα+(c, a), respectively, and then
adding them, we get (.). �

2.1 Interval oscillation when g(x) is differentiable
In this section we need the following conditions:

(A) r(t) ∈ C([t,∞), (,∞)) and is nondecreasing, p(t), q(t), f (t) ∈ PLC([t,∞),R);
(A) vk(u, v) ≥ μ|k(u, v)|+/α for some μ > , α >  and for all (u, v) ∈R

;
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(A) vk(u, v)ϕ 
α

(g(u)) ≥ τ |k(u, v)|+/α for some τ > , α > , and for all (u, v) ∈R
, where

ϕ∗(g) = |g|∗–g ;
(A) g(u) is differentiable, ug(u) >  for u �=  and g ′(u) ≥ ς |g(u)|–/α for some ς > , α > ,

and for all u ∈R \ {}.

Theorem . Assume that (A)-(A) hold. For any given T ≥ t, there exist intervals Ij =
[aj, bj] ⊂ [T,∞), j = , , such that

(A) p(t) ≥ , ∀t ∈ {I ∪ I};
(A) q(t) ≥ , ∀t ∈ {I ∪ I} \ {ti}, qi ≥ , ti ∈ {I ∪ I}, ∀i ∈ N;
(A) f (t)

{≤ , t ∈ I \ {ti},
≥ , t ∈ I \ {ti}, fi

{≤ , ti ∈ I,
≥ , ti ∈ I, ∀i ∈N.

If there exist Hj ∈ H(aj ,bj) and cj ∈ (aj, bj) \ {ti}, j = , , such that


Hα+

j (cj, aj)

∫ cj

aj

[
p̃(s)H̃α+

j (s, aj) – q(s)Hα+
j (s, aj)

]
ds

+


Hα+
j (bj, cj)

∫ bj

cj

[
p̃(s)H̃α+

j (bj, s) – q(s)Hα+
j (bj, s)

]
ds

<


Hα+
j (cj, aj)

∑

aj<ti<cj

Hα+
j (ti, aj)qi +


Hα+

j (bj, cj)

∑

cj<ti<bj

Hα+
j (bj, ti)qi, (.)

where

p̃(s) =
αα

(α + )α+
rα+(s)

(τp(s) + μςr(s))α
,

H̃j(s, aj) =
∣
∣(α + )hj(s, aj)

√
Hj(s, aj)

∣
∣, (.)

H̃j(bj, s) =
∣
∣(α + )hj(bj, s)

√
Hj(bj, s)

∣
∣,

then (.) is oscillatory.

Proof Suppose that there exists a nonoscillatory solution x(t) of (.). Then there exists a
T ≥ t such that x(t) �=  on [T,∞). Define

w(t) =:
r(t)k(x(t), x′(t))

g(x(t))
, t ≥ T. (.)

Differentiating (.) and using (.) for t ≥ T, we have

w′(t) = –q(t) –
p(t)k(x(t), x′(t))x′(t)

g(x(t))

–
r(t)k(x(t), x′(t))x′(t)g ′(x(t))

g(x(t))
+

f (t)
g(x(t))

, t �= ti, (.)

and

�w(t) = –qi +
fi

g(x(t))
, t = ti. (.)
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By using assumptions (A)-(A) and from (.), we obtain, for t ∈ {I ∪ I},

w′(t) ≤ –q(t) –
τp(t) + μςr(t)

r+/α(t)
∣∣w(t)

∣∣+/α +
f (t)

g(x(t))
, t �= ti. (.)

If x(t) > , we choose the interval I to consider. From (.) and (.) and in view of
condition (A), we get

w′(t) ≤ –q(t) –
τp(t) + μςr(t)

r+/α(t)
∣∣w(t)

∣∣+/α , t ∈ I, t �= ti, (.)

and

�w(t) ≤ –qi, t ∈ I, t = ti. (.)

Applying Lemma . to (.) and (.), for every H ∈ H(a,b) and c ∈ (a, b) \ {ti}, we
have


Hα+

 (c, a)

∫ c

a

[
p̃(s)H̃α+

 (s, a) – q(s)Hα+
 (s, a)

]
ds

+


Hα+
 (b, c)

∫ b

c

[
p̃(s)H̃α+

 (b, s) – q(s)Hα+
 (b, s)

]
ds

≥ 
Hα+

 (c, a)

∑

a<ti<c

Hα+
 (ti, a)qi +


Hα+

 (b, c)

∑

c<ti<b

Hα+
 (b, ti)qi,

where p̃(s), H̃(s, a) and H̃(b, s) are defined by (.). This contradicts (.) for j = .
If x(t) < , we choose the interval I to consider. Similar to the above proof we can also

obtain a contradiction to (.) for j = . The proof is complete. �

Remark . In many published papers on the subject of interval oscillation criteria, the
authors have insisted on the use of the function ρ(t) as a multiplier in the Riccati transfor-
mation (.). This function has no meaning, i.e., it can be taken as ρ(t) = .

Remark . When the impulses in (.) disappear, i.e., qi = fi = , for all i ∈ N, (.) re-
duces to the equation (.) studied by Huang and Feng in []. Therefore Theorem .
provides an extension of Theorem . of [], to the impulsive differential equations.

Remark . If the inequality in condition (A) is strict, then the sign condition p(t) can
be replaced by

τp(t) + μςr(t) > 

in the above theorem.

In the next theorem the sign condition p(t) ≥  will be sufficiently eliminated by replac-
ing (A) with

(A′
) vk(u, v) = ζk(u, v) for some ζ >  and all (u, v) ∈ R

.
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Theorem . Assume that (A), (A), (A′
), and (A) hold. For any given T ≥ t, there

exist intervals Ij = [aj, bj] ⊂ [T,∞), j = ,  such that (A) and (A) hold. If there exist
Hj ∈ H(aj ,bj) and cj ∈ (aj, bj) \ {ti}, j = , , such that


Hα+

j (cj, aj)

∫ cj

aj

[
r̃(s)H̃α+

j (s, aj) – q(s)Hα+
j (s, aj)

]
ds

+


Hα+
j (bj, cj)

∫ bj

cj

[
r̃(s)H̃α+

j (bj, s) – q(s)Hα+
j (bj, s)

]
ds

<


Hα+
j (cj, aj)

∑

aj<ti<cj

Hα+
j (ti, aj)qi +


Hα+

j (bj, cj)

∑

cj<ti<bj

Hα+
j (bj, ti)qi, (.)

where

r̃(s) =
αα

(α + )α+
r(s)

(μςr(s))α
,

H̃j(s, aj) =
∣
∣∣
∣(α + )hj(s, aj)

√
Hj(s, aj) –

ζp(s)
r(s)

Hj(s, aj)
∣
∣∣
∣,

H̃j(bj, s) =
∣
∣∣
∣(α + )hj(bj, s)

√
Hj(bj, s) +

ζp(s)
r(s)

Hj(bj, s)
∣
∣∣
∣,

then (.) is oscillatory.

Proof Suppose that there exists a nonoscillatory solution x(t) of (.). Then there exists a
T ≥ t such that x(t) �=  on [T,∞). Define

w(t) =:
r(t)k(x(t), x′(t))

g(x(t))
, t ≥ T. (.)

Similar to the proof of Theorem ., we can obtain (.) and (.). By using assumptions
(A), (A), (A′

), (A), and from (.), we obtain for t ∈ {I ∪ I}

w′(t) ≤ –q(t) –
ζp(t)
r(t)

w(t) –
μς

r/α(t)
∣
∣w(t)

∣
∣+/α +

f (t)
g(x(t))

, t �= ti. (.)

If x(t) > , we choose the interval I to consider. From (.) and (.) and in view of
condition (A), we obtain

w′(t) ≤ –q(t) –
ζp(t)
r(t)

w(t) –
μς

r/α(t)
∣∣w(t)

∣∣+/α , t �= ti, (.)

and

�w(t) ≤ –qi, t = ti. (.)

Using the same method as in the proof of Theorem ., we can obtain a contradiction to
the condition (.) for j = .

If x(t) < , we choose the interval I to consider. Similar to the above proof we can also
obtain a contradiction to (.) for j = .

Therefore the proof is complete. �
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2.2 Interval oscillation when g(x) is not differentiable
In this section we assume that the conditions (A), (A), (A)-(A) in Section . and the
following conditions are satisfied:

(A) uvk(u, v) ≥ ξ |k(u, v)|+/α for some ξ > , α > , and all (u, v) ∈R
;

(A) g(u)/ϕα(u) ≥ ϑ |u|β–α for some ϑ > , β ≥ α > , and all u ∈ R \ {}, where ϕ∗(u) =
|u|∗–u.

Theorem . Assume that (A), (A), (A), and (A) hold. For any given T ≥ t, there exist
intervals Ij = [aj, bj] ⊂ [T,∞), j = , , such that (A)-(A) hold. If there exist Hj ∈ H(aj ,bj)

and cj ∈ (aj, bj) \ {ti}, j = , , such that


Hα+

j (cj, aj)

∫ cj

aj

[
p̃(s)H̃α+

j (s, aj) – q̃(s)Hα+
j (s, aj)

]
ds

+


Hα+
j (bj, cj)

∫ bj

cj

[
p̃(s)H̃α+

j (bj, s) – q̃(s)Hα+
j (bj, s)

]
ds

<


Hα+
j (cj, aj)

∑

aj<ti<cj

Hα+
j (ti, aj)q̃i +


Hα+

j (bj, cj)

∑

cj<ti<bj

Hα+
j (bj, ti)q̃i, (.)

where

p̃(s) =
αα

(α + )α+
rα+(s)

(ξp(s) + αμr(s))α
,

H̃j(s, aj) =
∣
∣(α + )hj(s, aj)

√
Hj(s, aj)

∣
∣, (.)

H̃j(bj, s) =
∣∣(α + )hj(bj, s)

√
Hj(bj, s)

∣∣,

and

q̃(s) = βα–α/β(β – α)α/β–(ϑq(s)
)α/β ∣∣f (s)

∣∣–α/β ,

q̃i = βα–α/β(β – α)α/β–(ϑqi)α/β |fi|–α/β ,
(.)

then (.) is oscillatory.

Proof Suppose that there exists a nonoscillatory solution x(t) of (.). Then there exists a
T ≥ t such that x(t) �=  on [T,∞). Define

w(t) =:
r(t)k(x(t), x′(t))

ϕα(x(t))
, t ≥ T. (.)

Differentiating (.) and using (.) for t ≥ T, we have, for t ∈ {I ∪ I} and t �= ti,

w′(t) = –
p(t)k(x(t), x′(t))x′(t)

ϕα(x(t))
– q(t)

g(x(t))
ϕα(x(t))

–
αr(t)k(x(t), x′(t))x′(t)

x(t)ϕα(x(t))
+

f (t)
ϕα(x(t))

, (.)
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and, for t = ti,

�w(t) = –qi
g(x(t))
ϕα(x(t))

+
fi

ϕα(x(t))
. (.)

If x(t) > , we choose the interval I to consider. By using assumptions (A), (A), (A)-
(A), (A), (A), and from (.), we obtain, for t ∈ I,

w′(t) ≤ –
(
ϑq(t)

∣∣x(t)
∣∣β–α +

∣∣f (t)
∣∣∣∣x(t)

∣∣–α)
–

ξp(t) + αμr(t)
(r(t))+/α

∣∣w(t)
∣∣+/α , t �= ti. (.)

Defining the functions

Q(x) := ϑq|x|β–α + |f ||x|–α

and

q̃(t) := βα–α/β(β – α)α/β–(ϑq(t)
)α/β ∣∣f (t)

∣∣–α/β ,

we easily see that, when β > α,

Q(x) ≥ min
x∈R\{}

Q(x) = q̃(t) (.)

and when β = α,

Q(x) = ϑq(t) = q̃(t). (.)

Applying (.) and (.) into (.), we have

w′(t) ≤ –q̃(t) –
ξp(t) + αμr(t)

(r(t))+/α

∣
∣w(t)

∣
∣+/α , t �= ti. (.)

On the other hand, from (.) we have, for t ∈ I,

�w(t) ≤ –
(
ϑqi

∣
∣x(t)

∣
∣β–α + |fi|

∣
∣x(t)

∣
∣–α) ≤ –q̃i, t = ti, (.)

where q̃i = βα–α/β(β – α)α/β–(ϑqi)α/β |fi|–α/β .
Using Lemma . to (.) and (.), for H ∈ H(a,b) and c ∈ (a, b) \ {ti}, we have


Hα+

 (c, a)

∫ c

a

[
p̃(s)H̃α+

 (s, a) – q̃(s)Hα+
 (s, a)

]
ds

+


Hα+
 (b, c)

∫ b

c

[
p̃(s)H̃α+

 (b, s) – q̃(s)Hα+
 (b, s)

]
ds

≥ 
Hα+

 (c, a)

∑

a<ti<c

Hα+
 (ti, a)q̃i +


Hα+

 (b, c)

∑

c<ti<b

Hα+
 (b, ti)q̃i,

where p̃(s), H̃(s, a) and H̃(b, s) are defined by (.). This contradicts (.) for j = .
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If x(t) < , we choose the interval I to consider. Similar to the above proof we can also
obtain a contradiction to (.) for j = . The proof is complete. �

In the next theorem we will consider the special case of (.) of the following form:

{
(r(t)k(x(t), x′(t)))′ + p(t)k(x(t), x′(t)) + q(t)g(x(t)) = f (t), t �= ti,
�(r(t)k(x(t), x′(t))) + qig(x(t)) = fi, t = ti, i = , , . . . .

(.)

In this theorem the sign condition for p(t) will be eliminated.

Theorem . Assume that (A), (A), (A) hold. For any given T ≥ t, there exist intervals
Ij = [aj, bj] ⊂ [T,∞), j = , , such that (A) and (A) hold. If there exist Hj ∈ H(aj ,bj) and
cj ∈ (aj, bj) \ {ti}, j = ,  such that


Hα+

j (cj, aj)

∫ cj

aj

[
r̃(s)H̃α+

j (s, aj) – q̃(s)Hα+
j (s, aj)

]
ds

+


Hα+
j (bj, cj)

∫ bj

cj

[
r̃(s)H̃α+

j (bj, s) – q̃(s)Hα+
j (bj, s)

]
ds

<


Hα+
j (cj, aj)

∑

aj<ti<cj

Hα+
j (ti, aj)q̃i +


Hα+

j (bj, cj)

∑

cj<ti<bj

Hα+
j (bj, ti)q̃i, (.)

where

r̃(s) =
αα

(α + )α+
r(s)

(αμ)α
,

H̃j(s, aj) =
∣∣
∣∣(α + )hj(s, aj)

√
Hj(s, aj) –

p(s)
r(s)

Hj(s, aj)
∣∣
∣∣, (.)

H̃j(bj, s) =
∣
∣∣∣(α + )hj(bj, s)

√
Hj(bj, s) +

p(s)
r(s)

Hj(bj, s)
∣
∣∣∣,

and

q̃(s) = βα–α/β(β – α)α/β–(ϑq(s)
)α/β ∣∣f (s)

∣∣–α/β ,

q̃i = βα–α/β(β – α)α/β–(ϑqi)α/β |fi|–α/β ,

then (.) is oscillatory.

Proof Suppose that there exists a nonoscillatory solution x(t) of (.). Then there exists a
T ≥ t such that x(t) �=  on [T,∞). Similar to the proof of Theorem . we have

w′(t) = –q(t)
g(x(t))
ϕα(x(t))

–
p(t)k(x(t), x′(t))

ϕα(x(t))

–
αr(t)k(x(t), x′(t))x′(t)

x(t)ϕα(x(t))
+

f (t)
ϕα(x(t))

, t �= ti, (.)

and

�w(t) = –qi
g(x(t))
ϕα(x(t))

+
fi

ϕα(x(t))
, t = ti, (.)
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where w(t) is defined as of (.). If x(t) > , we choose the interval I to consider. By using
assumptions (A), (A), (A), (A), and (A) and from (.), we obtain, for t ∈ I,

w′(t) ≤ –
(
ϑq(t)

∣∣x(t)
∣∣β–α +

∣∣f (t)
∣∣∣∣x(t)

∣∣–α)

–
p(t)
r(t)

w(t) –
αμ

r/α(t)
∣∣w(t)

∣∣+/α , t �= ti, (.)

and

�w(t) ≤ –
(
ϑqi

∣
∣x(t)

∣
∣β–α + |fi|

∣
∣x(t)

∣
∣–α)

, t = ti. (.)

Then we have

w′(t) ≤ –q̃(t) –
p(t)
r(t)

w(t) –
αμ

r/α(t)
∣
∣w(t)

∣
∣+/α , t �= ti, (.)

and

�w(t) ≤ –q̃i, t = ti, (.)

where

q̃(t) = βα–α/β(β – α)α/β–(ϑq(t)
)α/β∣

∣f (t)
∣
∣–α/β ,

q̃i = βα–α/β(β – α)α/β–(ϑqi)α/β |fi|–α/β .
(.)

Using Lemma . in (.) and (.) we obtain a contradiction to (.) for t ∈ I.
If x(t) < , we choose the interval I to consider. Similar to the above proof we can also

obtain a contradiction to (.) for j = . The proof is complete. �

3 Examples
In this section, we give two examples to illustrate the effectiveness and non-emptiness of
our results. We will see that if there is no impulse then no oscillation conclusion can be
drawn.

Example . Consider second-order nonlinear impulsive differential equations

{
(k(x(t), x′(t)))′ + (cos t)k(x(t), x′(t))x′(t) + (cos t)g(x(t)) = sin(t), t �= ti,
�k(x(t), x′(t)) + γ (cos t)g(x(t)) = λ sin(t), t = ti,

(.)

where γ , λ are positive real numbers, and

k(u, v) =
u/ϕ/(v)
( + u)/ , k(u, v) =

u/ϕ/(v)
( + u)/ , g(u) = ϕ/(u).

Then it is easy to see μ = τ = , ς = α = /. For any given T ≥  we may choose
n ∈ N sufficiently large so that nπ ≥ T. If we let I = [a, b] = [nπ – π/, nπ ], I =
[a, b] = [nπ , nπ + π/], c = nπ – π/, c = nπ + π/, impulsive points ti,j =
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nπ + (–)jiπ/ (i = , , , j = , ), then the conditions (A)-(A) hold, ti, ∈ [a, b] and
ti, ∈ [a, b] for i = , , . Letting ρ(t) =  and Hj(t, s) = (t – s) for j = , , we have


Hα+

 (c, a)

∫ c

a

[
p̃(s)H̃α+

 (s, a) – ρ(s)q(s)Hα+
 (s, a)

]
ds

=
(


π

)/ ∫ nπ–π/

nπ–π/

[
/(s – nπ + π/)/

( cos s + )/ – (s – nπ + π/)/ cos s
]

ds

=
(


π

)/ ∫ π/



[
(s)/

( cos(s – π/) + )/ – s/ cos(s – π/)
]

ds ≈ .,


Hα+

 (b, c)

∫ b

c

[
p̃(s)H̃α+

 (b, s) – ρ(s)q(s)Hα+
 (b, s)

]
ds

=
(


π

)/ ∫ π/



[
(s)/

( cos s + )/ – s/ cos s
]

ds ≈ .,


Hα+

 (c, a)

∑

a<ti,<c

Hα+
 (ti,, a)ρ(ti,)qi, =

(

π

)/

(ti, – a)/γ cos ti,

= γ

(

π

)/(
π



)/

cos

(
–

π



)
≈ .γ ,


Hα+

 (b, c)

∑

c<ti,<b

Hα+
 (ti,, a)ρ(ti,)qi,

= γ

(

π

)/[(
π



)/

cos

(
π



)
+

(
π



)/

cos

(
π



)]
≈ .γ .

From (.) for j = , we have

γ > .. (.)

For j = , by similarly calculating we also obtain the above condition (.). It follows from
Theorem . that (.) is oscillatory if γ > ..

Example . Consider the second-order nonlinear impulsive differential equations

⎧
⎪⎨

⎪⎩

(( + sin t)k(x(t), x′(t)))′ + ( – sin t)k(x(t), x′(t))x′(t) + | tan t|g(x(t))
= sin t, t �= ti,

�(( + sin t)k(x(t), x′(t))) + γ ( – sin t)g(x(t)) = λ sin t, t = ti,
(.)

where γ , λ are positive real numbers, and

k(u, v) =
uv

 + u , k(u, v) =
uv( + u + v)

( + u) , g(u) = –ϕ(u).

If we let I = [(n – )π , nπ ], I = [nπ , (n + )π ], ti = (n + (–)i/)π (for i = , ), and
H(t, s) = t – s, it is easy to see μ = ξ = , ϑ = –, α = , β = , and the conditions (A),
(A), (A)-(A) hold. For any given T ≥  we may choose n ∈ N sufficiently large so that
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(n – )π ≥ T. Letting ρ(t) = , c = (n – /)π , we have


Hα+

 (c, a)

∫ c

a

[
p̃(s)H̃α+

 (s, a) – ρ(s)q̃(s)Hα+
 (s, a)

]
ds

+


Hα+
 (b, c)

∫ b

c

[
p̃(s)H̃α+

 (b, s) – ρ(s)q̃(s)Hα+
 (b, s)

]
ds

=
(


π

) ∫ π/



[
( – sin s)


–

 sin s


√
cos s

s
]

ds

+
(


π

) ∫ π/



[
( – sin s)


–

 sin s


√
cos s

s
]

ds ≈ .,


Hα+

 (c, a)

∫ c

a

[
p̃(s)H̃α+

 (s, a) – ρ(s)q̃(s)Hα+
 (s, a)

]
ds

+


Hα+
 (b, c)

∫ b

c

[
p̃(s)H̃α+

 (b, s) – ρ(s)q̃(s)Hα+
 (b, s)

]
ds

=
(


π

) ∫ π/



[
( + sin s)


–

 sin s


√
cos s

s
]

ds

+
(


π

) ∫ π/



[
( + sin s)


–

 sin s


√
cos s

s
]

ds ≈ .,


Hα+

 (c, a)

∑

a<ti<c

Hα+
 (ti, a)ρ(ti)q̃i

=
(


π

)(
π



) 


√
γ

√
λ ≈ .

√
γ λ,

and


Hα+

 (b, c)

∑

c<ti<b

Hα+
 (b, ti)ρ(ti)q̃i

=
(


π

)(
π



) 


√
γ
√

λ ≈ .
√

γ λ.

It follows from Theorem . that (.) is oscillatory if γ λ > ..
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