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#### Abstract

In this study, we consider a Lienard II-type harmonic nonlinear oscillator equation as a nonlinear dynamical system. Firstly, we examine the first integrals in the form $A(t, x) \dot{x}+B(t, x)$, the corresponding exact solutions and the integrating factors. In addition, we analyze other types of the first integrals via the $\boldsymbol{\lambda}$-symmetry approach. We show that the equation can be linearized by means of a nonlocal transformation, the so-called Sundman transformation. Furthermore, using the modified Prelle-Singer approach, we point out that explicit time-independent first integrals can be identified for the Lienard II-type harmonic nonlinear oscillator equation.
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## 1 Introduction

Mathematical modeling of many problems in physics and engineering sciences involve nonlinear ordinary differential equations. Therefore, the methods to solve a nonlinear ordinary differential equation have been continuously developed in the literature; see, for example, $[1-8]$. The linearization technics deal with obtaining the general solutions of nonlinear equations by using the first integrals and $\lambda$-symmetries. Furthermore, using linearization methods, a nonlinear second-order equation can be converted to a linear second-order ordinary differential equation with known solutions. The first linearization problem for differential equations is solved by Lie [9]. He shows that a second-order ordinary differential equation is linearizable by a change of variables if and only if the equation has the form

$$
\begin{equation*}
\ddot{x}+a_{2}(t, x) \dot{x}^{2}+a_{1}(t, x) \dot{x}+a_{0}(t, x)=0, \tag{1.1}
\end{equation*}
$$

where $t$ is the independent variable, $x$ is the dependent variable of the equation, and the over-dot denotes the derivative with respect to $t$ [10].

Moreover, one of these methods is to obtain the general solution by using the first integral of the equation. It is known that some solutions remain invariant under symmetry group transformations; these solutions are called invariant (or similarity) solutions. In
this study, we assume that the ordinary second-order differential equation (1.1) has the first integrals of the form

$$
\begin{equation*}
A(t, x) \dot{x}+B(t, x) \tag{1.2}
\end{equation*}
$$

In order to find the first integrals of the form (1.2), we can use a practicable procedure and apply it to the Lienard II-type harmonic nonlinear oscillator equation. Then it is possible to obtain the first integrals of the form $A(t, x) \dot{x}+B(t, x)$ by using this procedure [11].

From the mathematical point of view, the process of linearization is a difficult task, and it can only be applied to the second-order ordinary differential equations. Therefore, it is necessary to consider other type of transformation techniques for linearization of nonlinear differential equations. In the literature, it is shown that the equations of the form (1.1) can be transformed into the linear equations $X_{T T}=0$ by means of a nonlocal transformation of the form

$$
\begin{equation*}
X=F(t, x), \quad d T=G(t, x) d t \tag{1.3}
\end{equation*}
$$

which is known as the generalized Sundman transformation [12, 13]. Such a transformation is also called an $S$-transformation, and the equations that can be linearized by means of an $S$-transformation are called $S$-linearizable [12]. Duarte [14] proves that $S$-linearizable equations must be of the form (1.1). A detailed review for the available generalizations and recent contributions can be found in the references $[15,16]$.
Another method to solve nonlinear differential equations is to obtain $\lambda$-symmetries of the equations. Muriel and Romeo [11] prove that the equations of the form (1.1) have the first integrals of the form (1.2), $\lambda$-symmetries, and the integrating factors $\mu=A(t, x)$. They also show that the equation of the form (1.1) admits $v=\partial_{x}$ for $\lambda$-symmetry of the form [11]

$$
\begin{equation*}
\lambda(t, x, \dot{x})=\alpha(t, x) \dot{x}+\beta(t, x) . \tag{1.4}
\end{equation*}
$$

In addition, the modified Prelle-Singer procedure [17, 18] is used to apply it to a class of second-order nonlinear ordinary differential equations, to solve several physically interesting nonlinear systems, and to identify a number of important linearization procedures. Prelle and Singer have proposed an algorithmic procedure to find the integrating factor for the system of first-order ordinary differential equations. Once the integrating factor for the equation is determined, it leads to a time-independent integral of motion for the first-order ordinary differential equation. The Prelle-Singer method guarantees that if a first-order ordinary differential equation has a first integral in terms of elementary functions, then this first integral can be found. This method has been generalized to incorporate the integrals with nonelementary functions. Recently, this theory is generalized to obtain general solutions for second- and higher-order ordinary differential equations without any integration [18].
This study is organized as follows. In Section 2, we present some fundamental definitions and theorems. In Section 3, we discuss the nonlinear Lienard II-type harmonic nonlinear oscillator equation and the corresponding linearization methods. Furthermore, the first integral, the $\lambda$-symmetry, the integrating factor, and the transformation pair are pre-
sented. In Section 4, we apply the modified Prelle-Singer method to the Lienard II-type harmonic nonlinear oscillator equation to obtain Lie symmetries, the first integrals, $\lambda$ symmetries, the integrating factors and the Lagrangian-Hamiltonian functions. The last section summarizes some important results and discussions in the study.

## 2 Preliminaries

### 2.1 The first integrals of the form $A(t, x) \dot{x}+B(t, x)$

In this section, we examine the equations of the form (1.1) that have first integrals of the form $A(t, x) \dot{x}+B(t, x)$ for $A \neq 0$. For this purpose, we introduce the following notations:

$$
\begin{align*}
& S_{1}(t, x)=a_{1 x}-2 a_{2 t},  \tag{2.1}\\
& S_{2}(t, x)=\left(a_{0} a_{2}+a_{0 x}\right)_{x}+\left(a_{2 t}-a_{1 x}\right)_{t}+\left(a_{2 t}-a_{1 x}\right) a_{1} . \tag{2.2}
\end{align*}
$$

We can say that if $S_{1}=0$, then $S_{2}=0$. Equation (1.1) is S-linearizable if and only if $S_{2}=0$. By these definitions we have the following theorem to determine $A(t, x)$ and $B(t, x)$.

Theorem 1 [11] Let us assume that equation (1.1) is $S$-linearizable, that is, $S_{1}=S_{2}=0$. In addition, let $f(t)$ be the function defined by

$$
\begin{equation*}
f(t)=a_{0} a_{2}+a_{0 x}-\frac{1}{2} a_{1 t}-\frac{1}{4} a_{1}^{2} \tag{2.3}
\end{equation*}
$$

and $P=P(t, x)$ be a function such that

$$
\begin{equation*}
P_{t}=\frac{1}{2} a_{1}, \quad P_{x}=a_{2} \tag{2.4}
\end{equation*}
$$

Thus, using equation (2.4), we can determine the function $P=P(t, x)$ explicitly. Similarly, let $g=g(t)$ be a nonzero solution of the linear equation

$$
\begin{equation*}
g^{\prime \prime}(t)+f(t) \cdot g(t)=0 \tag{2.5}
\end{equation*}
$$

and $Q=Q(t, x)$ be a function such that

$$
\begin{equation*}
Q_{t}=a_{0} \cdot g \cdot e^{P}, \quad Q_{x}=\left(\frac{1}{2} a_{1}-\frac{g^{\prime}}{g}\right) g \cdot e^{P} \tag{2.6}
\end{equation*}
$$

Then, we can obtain the function $Q=Q(t, x)$ from equations (2.5) and (2.6). Finally, the functions $A$ and $B$ are determined as

$$
\begin{equation*}
A=g \cdot e^{P} \quad \text { and } \quad B=Q \tag{2.7}
\end{equation*}
$$

### 2.2 The $\lambda$-symmetries and the integrating factors

Let us consider a second-order ordinary differential equation

$$
\begin{equation*}
\ddot{x}=\Phi(t, x, \dot{x}) . \tag{2.8}
\end{equation*}
$$

Then we can say that the vector field $v=\partial_{x}$ is a $\lambda$-symmetry of (2.8) if and only if $\lambda$ is a solution of the equation

$$
\begin{equation*}
\Phi_{x}+\lambda \Phi_{\dot{x}}=\lambda_{t}+\dot{x} \lambda_{x}+\Phi \lambda_{\dot{x}}+\lambda^{2} \tag{2.9}
\end{equation*}
$$

Using the coefficients $a_{0}, a_{1}, a_{2}$ in (1.1), we can easily compute $S_{1}, S_{2}$, and then we can obtain $\lambda$-symmetry for (1.1).

Theorem 2 [11] If $S_{1}=S_{2}=0$, then $\lambda$-symmetry for (1.1) is determined using following feasible algorithm. We consider the equation

$$
\begin{equation*}
h^{\prime}(t)+h^{2}(t)+f(t)=0 \tag{2.10}
\end{equation*}
$$

where $f(t)$ is defined by (2.3). Then the function $\beta$ is found as

$$
\begin{equation*}
\beta(t, x)=h(t)-\frac{1}{2} a_{1}(t, x) . \tag{2.11}
\end{equation*}
$$

Thus, we find that the $\lambda$-symmetry is of the form

$$
\begin{equation*}
\lambda=-a_{2}(t, x) \dot{x}+\beta(t, x) . \tag{2.12}
\end{equation*}
$$

Theorem 3 [11] If equation (1.1) has the first integral of the form $I=A(t, x) \dot{x}+B(t, x)$, then equation (1.1) has an integrating factor of the form $\mu=A(t, x)$.

### 2.3 The nonlocal transformations

It is possible to show that the nonlinear second-order equations are linearizable by means of a generalized Sundman transformation. These nonlinear equations are characterized in terms of the coefficients of the equations, and constructive methods to derive the linearizing Sundman transformation can be presented. Thus, the nonlinear ordinary differential equations can be solved by transforming them into the linear ordinary equations whose solutions are known. The nonlocal transformations commonly used in the literature are

$$
\begin{equation*}
X=F(t, x), \quad d T=G(t, x) d t \tag{2.13}
\end{equation*}
$$

called Sundman transformations. These equations are called $S$-linearizable. The secondorder $S$-linearizable equations have first integrals of the form $A(t, x) \dot{x}+B(t, x)$. When a first integral of this form is known, we derive a method to construct the Sundman transformation linearizing the equation. Conversely, if a linearizing Sundman transformation is known, then a first integral of this form is obtained. Now, we present the following theorem that the characterizes $S$-linearizable equations by the coefficients of given differential equations.

Theorem 4 [12] We assume that equation (1.1) is S-linearizable. If $S_{1}=S_{2}=0$ and $\varphi(t)$ is the solution of the equation

$$
\begin{equation*}
\varphi_{t}+\varphi^{2}+f=0 \tag{2.14}
\end{equation*}
$$

where the function $f(t)$ is defined by (2.3), let $C(t, x)$ be a solution of the following equations:

$$
\begin{align*}
& C_{t}=a_{0}-C \cdot\left(\frac{a_{1}}{2}+\varphi\right),  \tag{2.15}\\
& C_{x}=\left(\frac{a_{1}}{2}-\varphi\right)-C \cdot a_{2} \tag{2.16}
\end{align*}
$$

If $F(t, x)$ is a solution of the equation

$$
\begin{equation*}
F_{t}=C \cdot F_{x} \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
G=F_{x} \exp \left(-P-\int \varphi(t) d t\right) \tag{2.18}
\end{equation*}
$$

then the $S$-transformation pair $F$ and $G$ is defined by (2.13).

### 2.4 Lagrangian and Hamiltonian description

Assuming the existence of a Hamiltonian

$$
\begin{equation*}
I(x, \dot{x})=H(x, p)=p \dot{x}-L(x, \dot{x}), \tag{2.19}
\end{equation*}
$$

where $L(x, \dot{x})$ is the Lagrangian, and $p$ is the canonically conjugate momentum, we have

$$
\begin{equation*}
\frac{\partial I}{\partial \dot{x}}=\frac{\partial H}{\partial \dot{x}}=\frac{\partial p}{\partial \dot{x}} \dot{x}+p-\frac{\partial L}{\partial \dot{x}}=\frac{\partial p}{\partial \dot{x}} \dot{x} . \tag{2.20}
\end{equation*}
$$

From equation (2.20) we identify

$$
\begin{equation*}
p=\int \frac{I_{\dot{x}}}{\dot{x}} d \dot{x}+f(x) \tag{2.21}
\end{equation*}
$$

where $f(x)$ is an arbitrary function of $x$. Equation (2.21) has also been derived recently by a different methodology. We take $f(x)=0$, and substituting the known expression of $I$ into equation (2.21) and integrating it, we can obtain an expression for the canonical momentum $p$.

## 3 The first integral, $\lambda$-symmetry, and the integrating factor of Lienard II-type harmonic nonlinear oscillator equation

We consider the following Lienard II-type harmonic nonlinear oscillator equation, which possesses an exact periodic solution, exhibiting the characteristic amplitude-dependent frequency of nonlinear oscillator in spite of the sinusoidal nature of the solution of the equation [19]:

$$
\begin{equation*}
\ddot{x}(t)-\frac{2 \dot{x}^{2}(t)}{3 x(t)}+\frac{\omega^{2} x(t)}{3}=0, \tag{3.1}
\end{equation*}
$$

where $x$ is the position coordinate, which is a function of time $t$, and $\omega$ is the strength of the forcing, in which these parameters indicate nonlinearity. The Lienard II-type harmonic
nonlinear oscillator equation has a natural generalization in three dimensions, and these systems can be also quantized exhibiting many interesting features and can be interpreted as an oscillator constrained to move on a three-sphere. In this section, we investigate the first integral of the form $A(t, x) \dot{x}+B(t, x)$ of equation (3.1).

Definition 1 An equation of the form

$$
\begin{equation*}
\ddot{x}+f(x) \dot{x}^{2}+g(x)=0, \tag{3.2}
\end{equation*}
$$

where $f(x)$ and $g(x)$ are arbitrary functions of $x$, and over-dots denote differentiation with respect to $t$, is called a quadratic Lienard-type equation. A quadratic Lienard-type equation is linearizable if and only if its coefficients satisfy the condition

$$
\begin{equation*}
g^{\prime}(x)+f(x) \cdot g(x)=\gamma \tag{3.3}
\end{equation*}
$$

where $\gamma$ is an arbitrary constant. This condition is called the isochronous condition.

Proposition 1 A dynamical system is called isochronous if it features in its phase space an open, fully-dimensional region where all its solutions are periodic in all its degrees offreedom with the same, fixed, period. In order the Lienard II-type harmonic nonlinear oscillator equation to belong to this class, it must satisfy the isochronous condition to be linearized. Thus, if we apply (3.3) to equation (3.1), then we see that Lienard II-type harmonic nonlinear oscillator equation satisfies the isochronous condition.

Proof Firstly, we compute the function $S_{1}$ for the nonlinear Lienard II-type harmonic nonlinear oscillator equation to classify the equation. The Lienard II-type harmonic nonlinear oscillator equation is of the form (1.1), and the coefficients of (3.1) are given by

$$
\begin{equation*}
a_{2}(t, x)=-\frac{2 \dot{x}^{2}(t)}{3 x(t)}, \quad a_{1}(t, x)=0, \quad a_{0}(t, x)=\frac{\omega^{2} x(t)}{3} \tag{3.4}
\end{equation*}
$$

Using these coefficients, we obtain $S_{1}=0$, which is given by (2.1). Thus, we know from Theorem 1 that $S_{2}$ must be zero if $S_{1}=0$. The function $S_{2}$ computed for the Lienard IItype harmonic nonlinear oscillator equation is found to be zero.

### 3.1 The first integral of the form $A(t, x) \dot{X}+B(t, x)$ and the invariant solution

It can be shown that the Lienard II-type harmonic nonlinear oscillator equation (3.1) has the first integral of the form $A(t, x) \dot{x}+B(t, x)$ by determining the functions $A$ and $B$ using a procedure given above. Then, the equation can be integrated by using this first integral, and the exact solution of the equation can be obtained.

Proposition 2 The Lieanard II-type nonlinear harmonic oscillator equation (3.1) has the first integral of the following form

$$
\begin{equation*}
I=c_{3}-\omega x^{\frac{1}{3}}\left(c_{2} \cos \left(\frac{\omega t}{3}\right)-c_{1} \sin \left(\frac{\omega t}{3}\right)\right)+\frac{\left(c_{1} \cos \left(\frac{\omega t}{3}\right)+c_{2} \sin \left(\frac{\omega t}{3}\right)\right) \dot{x}}{x^{\frac{2}{3}}} \tag{3.5}
\end{equation*}
$$

where $c_{1}, c_{2}, c_{3}$ are constants and equation (3.1) has an integrating factor and an invariant solution that corresponds to equation (3.5).

Proof For this purpose, let a function $P=P(t, x)$ be such that

$$
\begin{equation*}
P_{t}=0, \quad P_{x}=\frac{-2}{3 x} \tag{3.6}
\end{equation*}
$$

Using (3.6), we obtain the function $P=P(x)$ as

$$
\begin{equation*}
P(x)=\frac{-2 \log x}{3} \tag{3.7}
\end{equation*}
$$

If we compute $f(t)$ using formula (2.3), then we obtain

$$
\begin{equation*}
f(t)=\frac{\omega^{2}}{9} \tag{3.8}
\end{equation*}
$$

Let $g=g(t)$ be a nonzero solution of equation (2.5). Then, substituting (3.8) into equation (2.5), we obtain the equation

$$
\begin{equation*}
g^{\prime \prime}(t)+\frac{\omega^{2}}{9} \cdot g(t)=0 \tag{3.9}
\end{equation*}
$$

the solution of which is

$$
\begin{equation*}
g(t)=c_{1} \cos \left(\frac{\omega t}{3}\right)+c_{2} \sin \left(\frac{\omega t}{3}\right) \tag{3.10}
\end{equation*}
$$

Substituting the functions $P(x)$ and $g(t)$ into (2.6), we obtain the following equations:

$$
\begin{align*}
& Q_{t}=\frac{1}{3} x^{\frac{1}{3}} \omega^{2}\left(c_{1} \cos \left(\frac{\omega t}{3}\right)+c_{2} \sin \left(\frac{\omega t}{3}\right)\right)  \tag{3.11}\\
& Q_{x}=\frac{-\frac{1}{3} \omega\left(c_{1} \cos \left(\frac{\omega t}{3}\right)+c_{2} \sin \left(\frac{\omega t}{3}\right)\right)}{x^{\frac{2}{3}}} \tag{3.12}
\end{align*}
$$

Solving (3.11)-(3.12), we have

$$
\begin{equation*}
Q(t, x)=c_{3}-\omega x^{\frac{1}{3}}\left(c_{2} \cos \left(\frac{\omega t}{3}\right)-c_{1} \sin \left(\frac{\omega t}{3}\right)\right) \tag{3.13}
\end{equation*}
$$

Substituting this solution into (2.7), we obtain the functions $A(t, x)$ and $B(t, x)$ as follows:

$$
\begin{align*}
& A(t, x)=\frac{\left(c_{1} \cos \left(\frac{\omega t}{3}\right)+c_{2} \sin \left(\frac{\omega t}{3}\right)\right)}{x^{\frac{2}{3}}}  \tag{3.14}\\
& B(t, x)=c_{3}-\omega x^{\frac{1}{3}}\left(c_{2} \cos \left(\frac{\omega t}{3}\right)-c_{1} \sin \left(\frac{\omega t}{3}\right)\right) \tag{3.15}
\end{align*}
$$

Thus, the first integral (3.5) is found.
And by Theorem 3 the integrating factor is

$$
\begin{equation*}
\mu=\frac{\left(c_{1} \cos \left(\frac{\omega t}{3}\right)+c_{2} \sin \left(\frac{\omega t}{3}\right)\right)}{x^{\frac{2}{3}}} \tag{3.16}
\end{equation*}
$$

A group-invariant solution of this nonlinear equation can be constructed from the first integral, that is, from (3.5) the invariant solution of equation (3.1) is determined by

$$
\begin{equation*}
x(t)=\frac{\omega c_{1}^{2} c_{5} \cos \left(\frac{\omega t}{3}\right)+\left(c_{4}-c_{3}+\omega c_{1} c_{2} c_{5} \sin \left(\frac{\omega t}{3}\right)\right)^{3}}{\omega^{3} c_{1}^{3}} \tag{3.17}
\end{equation*}
$$

where $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}$ are constants.

In the literature, the phase plane method refers to graphically determining the existence of limit cycles in the solutions of the oscillator equations. The solutions to a nonlinear differential equation are a family of functions. Graphically, this can be plotted in the phase plane like a two-dimensional vector field. The vectors representing the derivatives of the points with respect to a parameter time $t$ at representative points are drawn. With enough of these arrows in place, the system behavior over the regions of plane in analysis can be visualized, and the limit cycles can be identified. Then a phase portrait is a geometric representation of the trajectories of a dynamical system in the phase plane. Each set of initial conditions is represented by a different curve or point.
The phase portraits are an invaluable tool in studying dynamical systems. They consist of a plot of typical trajectories in the state space. This reveals information such as whether an attractor, a repeller, or a limit cycle is presented for the chosen parameter value. The concept of topological equivalence is important in classifying the behavior of systems by specifying when two different phase portraits represent the same qualitative dynamic behavior. A phase portrait graph of a dynamical system depicts the system trajectories.

Remark 1 In Figure 1, we see that the solutions of the oscillator equation constitute a limit cycle in the phase plane. The limit cycle begins as a circle and, with varying $\omega$, becomes increasingly sharp.

## Figure 1 Phase portrait of equation (3.17) for $\omega$



Figure 2 Phase portrait of equation (3.17) for values $x(\mathrm{~m}), \dot{x}(\mathrm{~m} / \mathrm{sec})$, and $\ddot{x}\left(\mathrm{~m} / \mathrm{sec}^{2}\right)$.


Remark 2 The blue line shows the position $x$ over time, and the red line shows the rate of change $x$ or, in other words, the velocity $\dot{x}$ over time, and the purple line shows the rate of change of the velocity, that is, acceleration, over time in Figure 2. These are the three states of the system simulated over time. The way to interpret this simulation is that if we start the system at $x=0, \dot{x}=0$, and $\ddot{x}=0$ and simulate for 20 seconds, then this is how the system would behave.

Furthermore, we can determine the corresponding Hamiltonian form related to the first integral (3.17). First, the canonical conjugate momentum is

$$
\begin{equation*}
p=\frac{\log (\dot{x})\left(c_{1} \cos \left(\frac{t \omega}{3}\right)+c_{2} \sin \left(\frac{t \omega}{3}\right)\right)}{x^{\frac{2}{3}}} \tag{3.18}
\end{equation*}
$$

the Hamiltonian function that corresponds to the canonical conjugate momentum is

$$
\begin{equation*}
H=c_{3}-\omega\left(c_{2} \cos \left(\frac{t \omega}{3}\right)-c_{1} \sin \left(\frac{t \omega}{3}\right)\right) x^{\frac{1}{3}}+\frac{c_{1} \cos \left(\frac{t \omega}{3}\right)+c_{2} \sin \left(\frac{t \omega}{3}\right) \dot{x}}{x^{\frac{2}{3}}} . \tag{3.19}
\end{equation*}
$$

Then the corresponding Lagrangian is

$$
\begin{equation*}
L=\frac{\omega\left(c_{2} \cos \left(\frac{t \omega}{3}\right)-c_{1} \sin \left(\frac{t \omega}{3}\right)\right) x+(\log (\dot{x})-1)\left(c_{1} \cos \left(\frac{t \omega}{3}\right)+c_{2} \sin \left(\frac{t \omega}{3}\right)\right) \dot{x}-c_{3} x^{\frac{2}{3}}}{x^{\frac{2}{3}}} \tag{3.20}
\end{equation*}
$$

Now, we can see the graph of the solution. The graph of a dynamical system depicts stable steady states and unstable steady states in the state space. The axes are of state variables. In this case, we deal with the rate of change (velocity) $\dot{x}$ and the rate of change of the velocity (i.e., the acceleration), denoted $\ddot{x}$, as states of the equation.

The graph of (3.17) corresponding to the conjugate momentum (3.18) for four different values $\omega=0.1, \omega=0.3, \omega=0.5$, and $\omega=0.8$ with $\omega$ is shown with four different colors in Figure 3.

Figure 3 The graph of the conjugate momentum $p$ is given by (3.18) depending on the position $x$ for $\omega=0.1, \omega=0.3, \omega=0.5, \omega$ $=0.8$.


Figure 4 The graph of the conjugate momentum $p$ over $t$ for $\omega=3, \omega=4, \omega=6, \omega$ $=7$.


Figure 5 The contour plot for conjugate momentum $p$.


Remark 3 The trajectories are open curves representing unbounded motions in Figure 4.

We can obtain the contour plot graph above for conjugate momentum in Figures 5. Firstly, we find the argument $t$ in terms of $x$ and $\dot{x}$. Using this relation, we can rewrite the canonical conjugate momentum $p$ in terms of $x$ and $\dot{x}$, and we obtain this diagram for different values of $\omega$.
A contour plot is a graphical technique for representing a three-dimensional surface by plotting constant $z$ slices, called contours, on a two-dimensional format. That is, given a value for $z$, lines are drawn for connecting the $(x, y)$ coordinates where that $z$ value occurs. The contour plot is an alternative to a 3-D surface plot. The independent variables are usually restricted to a regular grid. An additional variable may be required to specify the $z$ values for drawing the isolines. If the function does not form a regular grid, you typically need to perform a 2-D interpolation to form a regular grid. The contour plot is used to answer the question 'How does $z$ change as a function of $x$ and $y$ ?'

### 3.2 The $\lambda$-symmetry and the nonlocal transformation pair

We can characterize a second-order ordinary differential equation that can be linearized by means of nonlocal transformations. This characterization is given in terms of the coefficients of the equation and determines the second-order ordinary differential equations that admit $\lambda$-symmetries. There is a systematic method to find $\lambda$-symmetries. These $\lambda$ symmetries can be used to reduce the order of equation. Second-order ordinary differential equations can be integrated by a unified procedure based on $\lambda$-symmetries. An equation of the form (1.1) admits $v=\partial_{x}$ as $\lambda$-symmetries for some function $\lambda$ of the form

$$
\begin{equation*}
\lambda(t, \dot{x}, \ddot{x})=\alpha(t, x) \dot{x}+\beta(t, x) \tag{3.21}
\end{equation*}
$$

Proposition 3 We consider equation (3.1) and the functions $S_{1}, S_{2}$ defined by (2.1), (2.2). The condition $S_{1}=S_{2}=0$ is satisfied if and only if $\partial_{x}$ is a $\lambda$-symmetry of (3.1) for $\lambda=$ $\frac{1}{3} \omega \tan \left(\frac{1}{3}\left(-\omega t+9 \omega c_{1}\right)\right)-\frac{2 \dot{x}}{3 x}$.

Proof To obtain a $\lambda$-symmetry of the equation, we first substitute the function $f(t)$ (3.8) into (2.10) and find the following differential equation:

$$
\begin{equation*}
h^{\prime}(t)+h^{2}(t)+\frac{\omega^{2}}{9}=0 \tag{3.22}
\end{equation*}
$$

Solving this differential equation, we have

$$
\begin{equation*}
h(t)=\frac{1}{3} \omega \tan \left(\frac{1}{3}\left(-\omega t+9 \omega c_{1}\right)\right) . \tag{3.23}
\end{equation*}
$$

Substituting the function $h(t)$ into (2.11), we find the function $\beta$ as

$$
\begin{equation*}
\beta(t, x)=\frac{1}{3} \omega \tan \left(\frac{1}{3}\left(-\omega t+9 \omega c_{1}\right)\right) \tag{3.24}
\end{equation*}
$$

a $\lambda$-symmetry as

$$
\begin{equation*}
\lambda=\frac{1}{3} \omega \tan \left(\frac{1}{3}\left(-\omega t+9 \omega c_{1}\right)\right)-\frac{2 \dot{x}}{3 x} . \tag{3.25}
\end{equation*}
$$

Proposition 4 Equation (3.1) has a transformation pair $F$ and $G$, and the equation can be linearized using this pair. Then the first integral is obtained from this transformation pair.

Proof For given equation (3.1), we know that $S_{1}=0$ and thus $S_{2}=0$. In this situation, we first obtain the transformation pair $F$ and $G$. For this purpose, we consider an algorithm to determine a nonlocal transformation pair of a oscillator equation that is linearizable under a nonlocal transformation. If $\varphi(t)$ is the solution of the equation

$$
\begin{equation*}
\varphi_{t}+\varphi^{2}+\frac{\omega^{2}}{9}=0 \tag{3.26}
\end{equation*}
$$

then $f(t)$ is computed by (3.8). Solving (3.26), we obtain the function $\varphi(t)$ :

$$
\begin{equation*}
\varphi=\frac{1}{3} \omega \tan \left(\frac{1}{3}(-\omega t+9 \omega)\right) . \tag{3.27}
\end{equation*}
$$

Let $C(t, x)$ be a solution of the equations

$$
\begin{align*}
& C_{t}=\frac{\omega^{2} x}{3}-C \frac{1}{3} \omega \tan \left(\frac{1}{3}(9 \omega-\omega t)\right)  \tag{3.28}\\
& C_{x}=-\frac{1}{3} \omega \tan \left(\frac{1}{3}(9 \omega-\omega t)\right)+\frac{2 C}{3 x} \tag{3.29}
\end{align*}
$$

Solving these equations, we obtain

$$
\begin{equation*}
C(t, x)=x \cdot \omega \tan \left(\frac{1}{3}(\omega t-9 \omega)\right) . \tag{3.30}
\end{equation*}
$$

If $F(t, x)$ is a solution of the equation

$$
\begin{equation*}
F_{t}=C \cdot F_{x}, \tag{3.31}
\end{equation*}
$$

then we obtain the following partial differential equation if we substitute the function $C(t, x)$ into (3.31):

$$
\begin{equation*}
F_{t}-F_{x} x \omega \tan \left(\frac{1}{3}(\omega t-9 \omega)\right)=0 \tag{3.32}
\end{equation*}
$$

Solving this partial differential equation, we find the function $F(t, x)$ :

$$
\begin{equation*}
F(t, x)=\psi\left(x \sec \left(\frac{1}{3}(\omega t-9 \omega)\right)^{3}\right) \tag{3.33}
\end{equation*}
$$

Substituting these functions, we find the function G:

$$
\begin{equation*}
G=x^{\frac{2}{3}} \sec \left(\frac{1}{3}(\omega t-9 \omega)\right)^{4} \psi^{\prime}\left(x \sec \left(\frac{1}{3}(\omega t-9 \omega)\right)^{3}\right) . \tag{3.34}
\end{equation*}
$$

Then we find an $S$-transformation pair $F$ and $G$ :

$$
\begin{align*}
& F=\psi\left(x \sec \left(\frac{1}{3}(\omega t-9 \omega)\right)^{3}\right), \\
& G=x^{\frac{2}{3}} \sec \left(\frac{1}{3}(\omega t-9 \omega)\right)^{4} \psi^{\prime}\left(x \sec \left(\frac{1}{3}(\omega t-9 \omega)\right)^{3}\right) . \tag{3.35}
\end{align*}
$$

We can integrate the equation using this nonlocal transformation pair.

Now, we can derive the first integral from the transformation pair. Firstly, we find the functions $A(t, x)$ and $B(t, x)$ using the equations

$$
\begin{equation*}
A(t, x)=\frac{F_{x}}{G}, \quad B(t, x)=\frac{F_{t}}{G} . \tag{3.36}
\end{equation*}
$$

We obtain the following functions $A(t, x)$ and $B(t, x)$ :

$$
\begin{equation*}
A(t, x)=\frac{\cos \left(3 \omega-\frac{t \omega}{3}\right)}{x^{\frac{2}{3}}}, \quad B(t, x)=x^{\frac{1}{3}} \omega \cos \left(3 \omega-\frac{t \omega}{3}\right) \tan \left(\frac{1}{3}(\omega t-9 \omega)\right) . \tag{3.37}
\end{equation*}
$$

The first integral is found using the transformation pair:

$$
\begin{equation*}
I=x^{\frac{1}{3}} \omega \cos \left(3 \omega-\frac{t \omega}{3}\right) \tan \left(\frac{1}{3}(\omega t-9 \omega)\right)+\frac{\cos \left(3 \omega-\frac{t \omega}{3}\right)}{x^{\frac{2}{3}}} \dot{x} . \tag{3.38}
\end{equation*}
$$

Now we find the solution of the equation corresponding to this first integral:

$$
\begin{align*}
x(t)= & \frac{1}{\omega^{3}}\left(c_{1}^{3} \omega^{3} \cos \left(\frac{1}{3}(t-9) \omega\right)^{3}+3 c_{1}^{2} c_{2} \omega^{2} \cos \left(\frac{1}{3}(t-9) \omega\right)^{2} \sin \left(\frac{1}{3}(t-9) \omega\right)\right. \\
& \left.+3 c_{1} c_{2}^{2} \omega \cos \left(\frac{1}{3}(t-9) \omega\right) \sin \left(\frac{1}{3}(t-9) \omega\right)^{2}+c_{2}^{3} \sin \left(\frac{1}{3}(t-9) \omega\right)^{3}\right) . \tag{3.39}
\end{align*}
$$

The conjugate momentum corresponding to this solution is given by

$$
\begin{equation*}
p=\frac{\cos \left(\frac{1}{3}(t-9) \omega\right) \log (\dot{x})}{x^{\frac{2}{3}}} \tag{3.40}
\end{equation*}
$$

the Lagrangian is

$$
\begin{equation*}
L=\frac{-\omega \sin \left(\frac{1}{3}(t-9) \omega\right) x+\cos \left(\frac{1}{3}(t-9) \omega\right)(\log (\dot{x})-1) \dot{x}}{x^{\frac{2}{3}}}, \tag{3.41}
\end{equation*}
$$

and, finally, the Hamiltonian function corresponding to the conjugate momentum $p$ is

$$
\begin{equation*}
H=\frac{\omega \sin \left(\frac{1}{3}(t-9) \omega\right) x+\cos \left(\frac{1}{3}(t-9) \omega\right) \dot{x}}{x^{\frac{2}{3}}} . \tag{3.42}
\end{equation*}
$$

## Figure 6 The graph of the position is given in

 (3.39) over time $t$ for for $\omega=1, \omega=1.1, \omega=1.2, \omega$ $=1.3$.

Figure 7 The graphs of the position $x$ is given by (3.39), the velocity $\dot{x}$, and the acceleration $\ddot{x}$ over time $t$ for different values of $\omega$.


Hence, we can obtain the graphs of these solutions (Figures 6 and 7).

Remark 4 The solution (3.39) of the oscillator equation constitutes a limit cycle in Figure 6 . The limit cycle begins as a circle and is changing for different choices of $\omega$.

## 4 The extended Prelle-Singer method and $\lambda$-symmetry relation

In this section, we consider other types of the first integrals and the exact solutions by using the Prelle-Singer method and its relation to $\lambda$-symmetry. This method provides not only the first integrals but also integrating factors. Moreover, we can define the Hamiltonian and Lagrangian forms of the differential equations by using the extended Prelle-Singer method. In this section, we consider the first integrals and exact solutions of the Lienard II-type harmonic nonlinear oscillator equation by the approach related to the PrelleSinger symmetry, $\lambda$-symmetry, and Lie point symmetry as different concepts from the mathematical point of view.

### 4.1 The time-independent first integrals

For the Lienard II-type oscillator equation (3.1), we can write

$$
\begin{equation*}
\phi=\frac{2 \dot{x}^{2}(t)}{3 x(t)}-\frac{\omega^{2} x(t)}{3} . \tag{4.1}
\end{equation*}
$$

If this equation has a first integral $I(t, x, \dot{x})=C$ with a constant $C$, then the total differential for the first integral can be written as

$$
\begin{equation*}
d I=I_{t} d t+I_{x} d x+I_{\dot{x}} d \dot{x}=0 \tag{4.2}
\end{equation*}
$$

Substituting equation (4.2) into the formula $\phi d t-d \dot{x}=0$ and adding the null term $S(t, x, \dot{x}) \dot{x} d t-S(t, x, \dot{x}) d x$, we obtain the relation

$$
\begin{equation*}
(\phi+S \dot{x}) d t-S d x-d \dot{x}=0 \tag{4.3}
\end{equation*}
$$

Hence, multiplying (4.2) by the factor $R(t, x, \dot{x})$ (named the integrating factor), we obtain

$$
\begin{equation*}
d I=R(\phi+S \dot{x}) d t-R S d x-R d \dot{x}=0 \tag{4.4}
\end{equation*}
$$

It is clear that equations (4.2) and (4.4) yield the relations

$$
\begin{equation*}
I_{t}=R(\phi+S \dot{x}), \quad I_{x}=-R S, \quad I_{\dot{x}}=-R \tag{4.5}
\end{equation*}
$$

Then, using the compatibility conditions, namely $I_{t x}=I_{x t}, I_{t \dot{x}}=I_{\dot{x} t}, I_{x \dot{x}}=I_{\dot{x} x}$, (4.5) provide us the following system of coupled nonlinear differential equations in terms of $S$, $R$, and $\phi$ :

$$
\begin{align*}
& S_{t}+\dot{x} S_{x}+\phi S_{\dot{x}}=-\phi_{x}+\phi_{\dot{x}} S+S^{2}  \tag{4.6}\\
& R_{t}+\dot{x} R_{x}+\phi R_{\dot{x}}=-\left(\phi_{\dot{x}}+S\right) R  \tag{4.7}\\
& R_{x}-S R_{\dot{x}}-R S_{\dot{x}}=0 \tag{4.8}
\end{align*}
$$

where the last equation (4.8) is called the compatibility equation. In addition, wee can determine the first integral $I$ by using the functions $R$ and $S$ with the following relation:

$$
\begin{equation*}
I=r_{1}-r_{2}-\int\left[R+\frac{d}{d \dot{x}}\left(r_{1}-r_{2}\right)\right] d \dot{x} \tag{4.9}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{1}=\int R(\phi+\dot{x} s) d t, \quad r_{2}=\int\left(R S+\frac{d}{d x} r_{1}\right) d x \tag{4.10}
\end{equation*}
$$

First of all, we consider the time-independent first integral case, that is, $I_{t}=0$. We can easily find $S$ from the first equation in (4.5):

$$
\begin{equation*}
S=\frac{-\phi}{\dot{x}}=\frac{x \omega^{2}}{3 \dot{x}}-\frac{2 \dot{x}}{3 x} \tag{4.11}
\end{equation*}
$$

for $\phi$ in (4.1). Substituting this form of $S$ into equation (4.7), we get

$$
\begin{equation*}
R\left(\frac{2 \dot{x}^{2}+x^{2} \omega^{2}}{3 x \dot{x}}\right)+R_{\dot{x}}\left(\frac{2 \dot{x}^{2}}{3 x}-\frac{x \omega^{2}}{3}\right)+R_{x} \dot{x}+R_{t}=0 \tag{4.12}
\end{equation*}
$$

Equation (4.12) is a first-order linear partial differential equation. To solve this equation, we assume $R$ to be of the form

$$
\begin{equation*}
R=\frac{\dot{x}}{\left(A(x)+B(x) \dot{x}+C(x) \dot{x}^{2}\right)^{r}} \tag{4.13}
\end{equation*}
$$

where $A(x), B(x)$, and $C(x)$ are functions of $x$, and $r$ is a constant. If we substitute (4.13) into equation (4.12), then we obtain a set of equations in terms of $\dot{x}$ and its powers. From the solutions of these equations we have

$$
\begin{align*}
& A(x)=c_{1} x^{\frac{2}{3}+\frac{4}{3 r}} \omega^{2}+c_{3} x^{\frac{4}{3 r}}  \tag{4.14}\\
& B(x)=c_{2} x^{-\frac{2(r-2)}{3 r}}  \tag{4.15}\\
& C(x)=c_{1} x^{-\frac{4(r-1)}{3 r}} \tag{4.16}
\end{align*}
$$

where $c_{1}, c_{2}$, and $c_{3}$ are arbitrary constants. Substituting these functions into equation (4.13), we find

$$
\begin{equation*}
R=\dot{x}\left(c_{3} x^{\frac{4}{3 r}}+c_{1} x^{-\frac{4(r-1)}{3 r}} \dot{x}^{2}+c_{1} x^{\frac{2}{3}+\frac{4}{3 r}} \omega^{2}\right)^{-r}, \tag{4.17}
\end{equation*}
$$

and substituting the functions $R$ (4.17) and $S$ (4.11) into equations (4.6)-(4.8), we easily check that these equations are satisfied. Thus, we can determine the first integral of the Lienard II-type equation from relation (4.9):

$$
\begin{equation*}
I=\frac{x^{\frac{4(-1+r)}{3 r}}\left(x^{\frac{4}{3}\left(-1+\frac{1}{r}\right)}\left(c_{3} x^{\frac{4}{3}}+c_{1}\left(\dot{x}^{2}+x^{2} \omega^{2}\right)\right)\right)^{1-r}}{2 c_{1}(r-1)} \tag{4.18}
\end{equation*}
$$

and, for example, if $r=-2$, then the invariant solution of the Lienard II-type equation is

$$
\begin{equation*}
x(t)=e^{-i\left(t+c_{4} \sqrt{c_{1}}\right) \omega}\left(e^{\frac{2}{3} i\left(t+c_{4} \sqrt{c_{1}}\right) \omega}-c_{3} c_{1} \omega^{2}\right)^{3} \tag{4.19}
\end{equation*}
$$

Furthermore, we can determine the corresponding conjugate momentum related to the first integral (4.18):

$$
\begin{equation*}
p=-\frac{\frac{c_{1}^{2} \dot{x}^{5}}{5}+\frac{2}{3} c_{1} x^{\frac{4}{3}} \dot{x}^{3}\left(c_{3}+c_{1} x^{\frac{2}{3}} \omega^{2}\right)+x^{\frac{8}{3}} \dot{x}\left(c_{3}+c_{1} x^{\frac{2}{3}} \omega^{2}\right)^{2}}{x^{4}} . \tag{4.20}
\end{equation*}
$$

Then the corresponding Lagrangian is

$$
\begin{align*}
L= & -\frac{\dot{x}\left(\frac{c_{1}^{2} \dot{x}^{5}}{5}+\frac{2}{3} c_{1} x^{\frac{4}{3}} \dot{x}^{3}\left(c_{3}+c_{1} x^{\frac{2}{3}} \omega^{2}\right)+x^{\frac{8}{3}} \dot{x}\left(c_{3}+c_{1} x^{\frac{2}{3}} \omega^{2}\right)^{2}\right)}{x^{4}} \\
& +\frac{\left(c_{3} x^{\frac{4}{3}}+c_{1}\left(\dot{x}^{2}+x^{2} \omega^{2}\right)\right)^{3}}{6 c_{1} x^{4}} \tag{4.21}
\end{align*}
$$

and the corresponding Hamiltonian form related to the first integral (4.18) is

$$
\begin{equation*}
H=-\frac{\left(c_{3} x^{\frac{4}{3}}+c_{1}\left(\dot{x}^{2}+x^{2} \omega^{2}\right)\right)^{3}}{6 c_{1} x^{4}} \tag{4.22}
\end{equation*}
$$

Thus, we can examine the relation between Hamiltonian function and the position $x$ with the contour plot graph given in Figure 8.

Figure 8 The contour plot of Hamiltonian function in terms of $x$ and $\dot{x}$.


### 4.2 The exact solution of the equation using the $\lambda$-symmetries based on a linearization method

In this section, we examine another method to investigate symmetries of the nonlinear equations. We construct the first integral directly from $\lambda$-symmetry. The procedure essentially involves the following four steps.

1. Find a first integral $w(t, x, \dot{x})$ of $v^{[\lambda,(1)]}$, that is, a particular solution of the equation

$$
\begin{equation*}
w_{x}+\lambda w_{\dot{x}}=0, \tag{4.23}
\end{equation*}
$$

where subscripts denote partial derivatives with respect to that variable, and $v^{[\lambda,(1)]}$ is the first-order $\lambda$-prolongation of the vector field $v$.
2. Evaluate $A(w)$ and express $A(w)$ in terms of $(t, w)$ as $A(w)=F(t, w)$, and the operator $A$ is defined in the form

$$
\begin{equation*}
A=\partial_{t}+\dot{x} \partial_{x}+\phi(t, x, \dot{x}) \partial_{\dot{x}} \tag{4.24}
\end{equation*}
$$

3. Find a first integral $G$ of $\partial_{t}+F(t, w) \partial_{w}$.
4. Evaluate $I(t, x, \dot{x})=G(t, w(t, x, \dot{x}))$. Then $I(t, x, \dot{x})$ is a first integral, and $\mu(t, x, \dot{x})=I_{\dot{x}}$ is an integrating factor of the given second-order equation.
Now we introduce a first integral and an exact solution of the nonlinear oscillator harmonic equation by using $\lambda$-symmetry (3.25), which is found by linearization method. We first consider the $\lambda$-symmetry (3.25) of the nonlinear oscillator harmonic equation (3.1). The null function $S$ can be written

$$
\begin{equation*}
S=-\lambda=\frac{1}{3} \omega \tan \left(\frac{1}{3}\left(-\omega t+9 \omega c_{1}\right)\right)-\frac{2 \dot{x}}{3 x} . \tag{4.25}
\end{equation*}
$$

From (4.23) we have

$$
\begin{equation*}
w=\frac{\dot{x}-x \omega \tan \left(3 \omega-\frac{t \omega}{3}\right)}{x^{\frac{2}{3}}} . \tag{4.26}
\end{equation*}
$$

Hence, we can evaluate $A(w)$ as the application of the operator $A$ (4.24) to $w(4.26)$,

$$
\begin{equation*}
A(w)=A=\partial_{t}+\dot{x} \partial_{x}+\left(\frac{\sigma x}{1+\sigma x^{2}} \dot{x}^{2}-\frac{\omega^{2} x}{1+\sigma x^{2}}\right) \partial_{\dot{x}}, \tag{4.27}
\end{equation*}
$$

and derive $A(w)$ in terms of $(t, w)$ as $A(w)=F(t, w)$, that is,

$$
\begin{equation*}
F(t, w)=-\frac{1}{6} w \omega \sec \left(\frac{1}{3}(t-9) \omega\right) \sin \left(6 \omega-\frac{2 t \omega}{3}\right) \tag{4.28}
\end{equation*}
$$

In the last step, we can find a first integral $G$ of $\partial_{t}+F(t, w) \partial_{w}$ from the first-order partial differential equation of the form

$$
\begin{equation*}
G_{t}+\left(-\frac{1}{6} w \omega \sec \left(\frac{1}{3}(t-9) \omega\right) \sin \left(6 \omega-\frac{2 t \omega}{3}\right)\right) G_{w}=0 \tag{4.29}
\end{equation*}
$$

the solution of which is

$$
\begin{equation*}
G(t, w)=c_{1}\left(w \cos \left(\frac{1}{3}(t-9) \omega\right)\right) \tag{4.30}
\end{equation*}
$$

where $c_{1}$ is an arbitrary constant. Finally, we can express $G(t, w)$ in terms of $(t, x, \dot{x})$ using (4.26) to find the first integral

$$
\begin{equation*}
I=\frac{\cos \left(\frac{1}{3}(t-9) \dot{x}-x \omega \tan \left(3 \omega-\frac{t \omega}{3}\right)\right)}{x^{\frac{2}{3}}} . \tag{4.31}
\end{equation*}
$$

The integrating factor can be deduced from the first integral by differentiating it with respect to $\dot{x}$. Thus, we find the integrating factor of the form

$$
\begin{equation*}
\mu=\frac{\cos \left(\frac{1}{3}(t-9) \omega\right)}{x^{\frac{2}{3}}} \tag{4.32}
\end{equation*}
$$

The function $R$ can be written as

$$
\begin{equation*}
R=-\mu=-\frac{\cos \left(\frac{1}{3}(t-9) \omega\right)}{x^{\frac{2}{3}}} \tag{4.33}
\end{equation*}
$$

It is easy to check again that the functions $S$ and $R$ satisfy equations (4.6)-(4.8). Thus, the other exact solution of the Lienard II-type nonlinear harmonic oscillator equation is

$$
\begin{equation*}
x(t)=\frac{\left(c_{1} \omega \cos \left(\frac{1}{3}(t-9) \omega\right)+c \sin \left(\frac{1}{3}(t-9) \omega\right)\right)^{3}}{\omega^{3}} \tag{4.34}
\end{equation*}
$$

where $c$ is an arbitrary constant. Now, we see the graph of the corresponding solution to the equation (4.34) in Figure 9. Then, Figure 10 shows the rate of $x(m)$ given by equation (4.34), $\dot{x}(\mathrm{~m} / \mathrm{sec})$, and $\ddot{x}\left(\mathrm{~m} / \mathrm{sec}^{2}\right)$ depending on time $t$.

Furthermore, it is possible to show that we can find other forms of the first integrals and the integrating factors rather then the forms given by (4.31) and (4.32) for the same null function $S$. With this aim, we consider again (4.23) and substitute this form of $S$ into equation (4.7):

$$
\begin{equation*}
\left(R_{t}+\dot{x} R_{x}\right) 3 x+R\left(2 \dot{x}+2 \omega \tan \left(\frac{1}{3}\left(-\omega t+9 \omega c_{1}\right)\right)\right)+R_{\dot{x}}\left(2 \dot{x}^{2}-x^{2} \omega^{2}\right)=0 \tag{4.35}
\end{equation*}
$$

Equation (4.35) is a first-order linear partial differential equation in terms of $R=R(t, x, \dot{x})$, and it is known that any particular solution is sufficient to construct an integral motion. For this purpose, to seek a particular solution for $R$, we can make a suitable ansatz instead of looking for the general solution by assuming $R$ to be of the form

$$
\begin{equation*}
R=\frac{3 x}{(A(t, x)+B(t, x) \dot{x})^{r}} \tag{4.36}
\end{equation*}
$$

## Figure 9 The graph of the position is given in

 (4.34) versus time $t$ for $\omega=4, \omega=4.1, \omega=4.2, \omega$ $=4.3$.

## Figure 10 The graphs of the position is given by

 equation (4.34), the velocity, and the acceleration versus time $t$ for $\omega=4$.
where $A$ and $B$ are functions of their arguments, and $r$ is a constant, which are all to be determined. The denominator of the function $S$ should be the numerator of the function $R$. Since the denominator of $S$ is $3 x$, we fix a numerator of $R$ as $3 x$. Then, substituting (4.36) into (4.35) yields

$$
\begin{align*}
& -3\left(A(t, x)\left(-5 \dot{x}+x \omega \tan \left(3 \omega-\frac{t \omega}{3}\right)\right)\right. \\
& \quad+B(t, x)\left((-5+2 r) \dot{x}^{2}-r x^{2} \omega^{2}+x \dot{x} \omega \tan \left(3 \omega-\frac{t \omega}{3}\right)\right) \\
& \left.\quad+3 r x\left(A_{t}(t, x)+\dot{x}\left(B_{t}(t, x)+A_{x}(t, x)+\dot{x} B_{x}(t, x)\right)\right)\right)=0 . \tag{4.37}
\end{align*}
$$

From the solutions of $A(t, x)$ and $B(t, x)$, the integrating factor $R$ using (4.9), for example, $r=-1$, is written

$$
\begin{align*}
R & =-\mu \\
& =3 \cos \left(\frac{1}{3}(t-9) \omega\right)\left(c_{1} x^{\frac{2}{3}}+c_{2} \dot{x} \cos \left(\frac{1}{3}(t-9) \omega\right)-c_{2} x \omega \sin \left(3 \omega-\frac{t \omega}{3}\right)\right), \tag{4.38}
\end{align*}
$$

and the corresponding time-dependent first integral is

$$
\begin{align*}
I= & -\frac{3}{4 x^{\frac{4}{3}}}\left(c_{2} \dot{x}^{2}+c_{2} x^{2} \omega^{2}+c_{2}\left(\dot{x}^{2}-x^{2}\right) \cos \left(\frac{2}{3}(t-9) \omega\right)-4 c_{1} x^{\frac{5}{3}} \omega \sin \left(3 \omega-\frac{t \omega}{3}\right)\right. \\
& \left.+4 \cos \left(\frac{1}{3}(t-9) \omega\right)\left(c_{1} x^{\frac{2}{3}} \dot{x}-c_{2} x \dot{x} \omega \sin \left(3 \omega-\frac{t \omega}{3}\right)\right)\right), \tag{4.39}
\end{align*}
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants. But it is clear that it is not easy to find an explicit solution for (4.39). Then, we can obtain the Hamiltonian function corresponding to the first integral (4.39), the conjugate momentum is given by

$$
\begin{equation*}
p=-\frac{3 \cos \left(\frac{1}{3}(t-9) \omega\right)\left(x^{\frac{2}{3}} \log (\dot{x})\right)\left(c_{1}-c_{2} x^{\frac{1}{3}} \omega \sin \left(3 \omega-\frac{t \omega}{3}\right)+c_{2} \cos \left(\frac{1}{3}(t-9) \omega\right)\right) \dot{x}}{x^{\frac{4}{3}}}, \tag{4.40}
\end{equation*}
$$

the corresponding Lagrangian is

$$
\begin{align*}
L= & \frac{1}{2 x^{\frac{4}{3}}}\left(3 c_{2} x^{2} \omega^{2} \sin \left(\frac{1}{3}(t-9) \omega\right)^{2}-6 c_{1} x^{\frac{5}{3}} \omega \sin \left(3 \omega-\frac{t \omega}{3}\right)\right. \\
& +3 x^{\frac{2}{3}}(\log (\dot{x})-1)\left(-2 c_{1} \cos \left(\frac{1}{3}(t-9) \omega\right)\right) \\
& \left.+c_{2} x^{\frac{1}{3}} \omega \sin \left(6 \omega-\frac{2 t \omega}{3}\right) \dot{x}-3 c_{2} \cos \left(\frac{1}{3}(t-9) \omega\right)^{2} \dot{x}^{2}\right), \tag{4.41}
\end{align*}
$$

and the Hamiltonian is

$$
\begin{align*}
H= & -\frac{3}{2 x^{\frac{4}{3}}}\left(c_{2} x^{2} \omega^{2} \sin \left(\frac{1}{3}(t-9) \omega\right)^{2}-2 c_{1} x^{\frac{5}{3}} \omega \sin \left(3 \omega-\frac{t \omega}{3}\right)\right. \\
& +\dot{x}\left(2 c_{1} x^{\frac{2}{3}} \cos \left(\frac{1}{3}(t-9) \omega\right)-c_{2} x \omega \sin \left(6 \omega-\frac{2 t \omega}{3}\right)\right. \\
& \left.\left.+c_{2} \cos \left(\frac{1}{3}(t-9) \omega\right)^{2} \dot{x}^{2}\right)\right) . \tag{4.42}
\end{align*}
$$

## 5 Concluding remarks

The Lienard II-type nonlinear harmonic oscillator equation has a natural generalization in three dimensions and can be interpreted as an oscillator constrained to move on a threesphere. Such a problem is highly nonlinear. In this study, we analyze the first integral of the form $A(t, x) \dot{x}+B(t, x)$, the $\lambda$-symmetries, and the integrating factors of the Lienard IItype nonlinear harmonic oscillator equation, which is a second-order nonlinear ordinary differential equation.
Firstly, we have characterized the second-order nonlinear ordinary differential equations, and this characterization is given by the coefficients of the equation and also determines the first integral, the $\lambda$-symmetry, and the integrating factor. Thus, the Lienard II-type nonlinear harmonic oscillator equation is classified by using functions $S_{1}$ and $S_{2}$, and the first integral of the form $A(t, x) \dot{x}+B(t, x)$ is obtained by an algorithm. Moreover, we presented some properties and characterization of the equation that admits a vector field as $\lambda$-symmetry. Linearization, the symmetries, and the transformation of equations play a crucial role. Furthermore, the nonlinear second-order ordinary differential equations can be linearized by a Sundman transformation. Finally, we apply a Sundman transformation to the Lienard II-type nonlinear harmonic oscillator equation.
We have identified the time-independent first integrals for the Lienard II-type nonlinear harmonic oscillator equation using the modified Prelle-Singer approach. Moreover, we have constructed appropriate Lagrangian and Hamiltonian functions from the time-independent first integrals and transformed the corresponding Hamiltonian forms
to standard Hamiltonian forms. The important point of the Prelle-Singer procedure lies in finding explicit solutions satisfying all three determining equations (4.6)-(4.8). In our study, we have taken specific ansatz forms to determine the null forms $S$ and the integrating factor $R$. Finally, from our detailed analysis we have shown these results with the phase portraits depending on the choice of parameters, and using these phase portraits, we interpreted geometric meanings of the solutions. Using the Hamiltonian and the conjugate momentum functions, we demonstrated relations among the solutions, Hamiltonians, and conjugate momentum functions by contour plot portraits.
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