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#### Abstract

Using height functions of the nonlinear term on some bounded sets and considering integrations of these height functions, we obtain the existence of positive solutions for a class of singular fractional differential equations with infinite-point boundary value conditions.
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## 1 Introduction

In this paper, we investigate the existence of positive solutions of the following singular fractional differential equations with infinite-point boundary value conditions:

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\alpha} x(t)+q(t) f(t, x(t))=0, \quad t \in(0,1),  \tag{1.1}\\
x(0)=x^{\prime}(0)=\cdots=x^{(n-2)}(0)=0 \\
D_{0^{+}}^{\beta} x(1)=\sum_{i=1}^{\infty} \alpha_{i} x\left(\xi_{i}\right)
\end{array}\right.
$$

where $\alpha>2$, $n-1<\alpha \leq n, \beta \in[1, \alpha-1]$ is a fixed number, $\alpha_{i} \geq 0(i=1,2, \ldots), 0<\xi_{1}<\xi_{2}<$ $\cdots<\xi_{i-1}<\xi_{i}<\cdots<1, \frac{\Gamma(\alpha)}{\Gamma(\alpha-\beta)}-\sum_{i=1}^{\infty} \alpha_{i} \xi_{i}^{\alpha-1}>0$, and $D_{0^{+}}^{\alpha}$ and $D_{0^{+}}^{\beta}$ are the standard RiemannLiouville derivatives. The nonlinear term $f$ may be singular with respect to both time and space variables.

A function $x \in C[0,1]$ satisfying (1.1) is called a positive solution of (1.1) if $x>0$ on $(0,1]$. Recently, fractional differential equations have gained considerable attention; for example, see $[1-5]$ and the references therein. Papers [6-9] discussed the existence of positive solutions of fractional boundary value problems.

In [10], the authors investigated the existence of a positive solution for the following fractional boundary value problem in a Banach space $E$ :

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\alpha} u(t)+q(t) f(t, u(t))=0, \quad 0<t<1  \tag{1.2}\\
u(0)=u^{\prime}(0)=\cdots=u^{(n-2)}(0)=0 \\
u(1)=\sum_{i=1}^{m} \alpha_{i} u\left(\xi_{i}\right)
\end{array}\right.
$$

In [11], the authors obtained the existence and multiplicity of positive solutions of the following infinite-point fractional differential equations:

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\alpha} u(t)+q(t) f(t, u(t))=0, \quad 0<t<1,  \tag{1.3}\\
u(0)=0, \quad u(1)=\sum_{i=1}^{\infty} \alpha_{i} u\left(\xi_{i}\right) .
\end{array}\right.
$$

In [12], the author obtained the existence and multiplicity of positive solutions of the following fractional differential equation with infinite-point boundary value conditions:

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\alpha} u(t)+q(t) f(t, u(t))=0, \quad 0<t<1  \tag{1.4}\\
u(0)=u^{\prime}(0)=\cdots=u^{(n-2)}(0)=0 \\
u^{(i)}(1)=\sum_{j=1}^{\infty} \alpha_{j} u\left(\xi_{j}\right)
\end{array}\right.
$$

Motivated by the works mentioned, in this paper, we consider the boundary value problem (1.1) with more general and more complex boundary conditions. The existence of positive solutions for (1.1) is obtained by means of cone expansion and the compression fixed point theorem.

In order to establish the results, we assume that the following conditions are satisfied:
$\left(A_{1}\right) f \in C((0,1) \times(0,+\infty),[0,+\infty))$.
$\left(A_{2}\right) q \in C((0,1),[0,+\infty))$, and $q$ does not vanish identically on any subinterval of $(0,1)$.
$\left(A_{3}\right)$ For any positive numbers $r_{1}<r_{2}$, there exists a continuous function $p_{r_{1}, r_{2}}:(0,1) \rightarrow$ $[0,+\infty)$ such that

$$
\int_{0}^{1} q(t) p_{r_{1}, r_{2}}(t) d t<+\infty
$$

and

$$
f(t, u) \leq p_{r_{1}, r_{2}}(t), \quad 0<t<1, t^{\alpha-1} r_{1} \leq u \leq r_{2} .
$$

The rest of this paper is organized as follows. In Section 2, we introduce some preliminaries and relevant lemmas. In Section 3, we apply the fixed-point theorem to study the existence of positive solutions for the boundary value problem (1.1). In Section 4, we give some examples to illustrate our main results.

## 2 Preliminaries and relevant lemmas

For the convenience of the readers, we first present some useful definitions and fundamental facts of fractional calculus theory. In order to avoid redundancy, for the definitions of the Riemann-Liouville fractional integral and fractional derivative, we refer the readers to [13].

Lemma 2.1 ([14]) Let $\alpha>0$, and $u(t)$ be an integrable function. Then

$$
I_{0^{+}}^{\alpha} D_{0^{+}}^{\alpha} u(t)=u(t)+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+\cdots+c_{n} t^{\alpha-n}
$$

where $c_{i} \in \mathbb{R}(i=1,2, \ldots, n)$, and $n$ is the smallest integer greater than or equal to $\alpha$.

Lemma 2.2 Given $y \in C[0,1]$, the unique solution of the problem

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\alpha} x(t)+y(t)=0, \quad t \in(0,1)  \tag{2.1}\\
x(0)=x^{\prime}(0)=\cdots=x^{(n-2)}(0)=0 \\
D_{0^{+}}^{\beta} x(1)=\sum_{i=1}^{\infty} \alpha_{i} x\left(\xi_{i}\right)
\end{array}\right.
$$

is given by

$$
x(t)=\int_{0}^{1} G(t, s) y(s) d s
$$

where

$$
G(t, s)= \begin{cases}\frac{1}{\Gamma(\alpha) l(0)}\left\{l(s) t^{\alpha-1}(1-s)^{\alpha-\beta-1}-l(0)(t-s)^{\alpha-1}\right\}, & 0 \leq s \leq t \leq 1  \tag{2.2}\\ \frac{1}{\Gamma(\alpha) l(0)}\left\{l(s) t^{\alpha-1}(1-s)^{\alpha-\beta-1}\right\}, & 0 \leq t \leq s \leq 1\end{cases}
$$

with $l(s)=\frac{1}{\Gamma(\alpha-\beta)}-\frac{1}{\Gamma(\alpha)} \sum_{s \leq \xi_{i}} \alpha_{i}\left(\frac{\xi_{i}-s}{1-s}\right)^{\alpha-1}(1-s)^{\beta}(0 \leq s \leq 1)$.

Proof By Lemma 2.1 we can see that

$$
x(t)=-I_{0^{+}}^{\alpha} y(t)+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+c_{3} t^{\alpha-3}+\cdots+c_{n} t^{\alpha-n}
$$

so, the solution of (2.1) is

$$
x(t)=-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+c_{3} t^{\alpha-3}+\cdots+c_{n} t^{\alpha-n}
$$

Since $x(0)=x^{\prime}(0)=\cdots=x^{(n-2)}(0)=0$, we have $c_{2}=c_{3}=\cdots=c_{n}=0$.
In addition,

$$
\begin{aligned}
D_{0^{+}}^{\beta} x(t)= & -D_{0^{+}}^{\beta} I_{0^{+}}^{\alpha} y(t)+c_{1} D_{0^{+}}^{\beta}\left(t^{\alpha-1}\right) \\
= & -\frac{1}{\Gamma(\alpha-\beta)} \int_{0}^{t}(t-s)^{\alpha-\beta-1} y(s) d s+c_{1} \frac{\Gamma(\alpha)}{\Gamma(n+\alpha-\beta)} \frac{d^{n}}{d t^{n}}\left(t^{n+\alpha-\beta-1}\right) \\
= & -\frac{1}{\Gamma(\alpha-\beta)} \int_{0}^{t}(t-s)^{\alpha-\beta-1} y(s) d s \\
& +c_{1} \frac{\Gamma(\alpha)}{\Gamma(n+\alpha-\beta)}(\alpha-\beta+n-1)(\alpha-\beta+n-2) \cdots(\alpha-\beta) t^{\alpha-\beta-1},
\end{aligned}
$$

where $n=[\beta]+1$.
Combining this with the second boundary value condition of (2.1), we have

$$
\begin{aligned}
D_{0^{+}}^{\beta} x(1) & =-\frac{1}{\Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} y(s) d s+c_{1} \frac{\Gamma(\alpha)}{\Gamma(\alpha-\beta)} \\
& =-\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{\infty} \alpha_{i} \int_{0}^{\xi_{i}}\left(\xi_{i}-s\right)^{\alpha-1} y(s) d s+c_{1} \sum_{i=1}^{\infty} \alpha_{i} \xi_{i}^{\alpha-1} .
\end{aligned}
$$

This yields

$$
c_{1}=\frac{\frac{1}{\Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} y(s) d s-\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{\infty} \alpha_{i} \int_{0}^{\xi_{i}}\left(\xi_{i}-s\right)^{\alpha-1} y(s) d s}{\frac{\Gamma(\alpha)}{\Gamma(\alpha-\beta)}-\sum_{i=1}^{\infty} \alpha_{i} \xi_{i}^{\alpha-1}}
$$

Therefore, the solution of (2.1) is

$$
\begin{aligned}
x(t)= & -\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s+\frac{\frac{1}{\Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} t^{\alpha-1} y(s) d s}{\frac{\Gamma(\alpha)}{\Gamma(\alpha-\beta)}-\sum_{i=1}^{\infty} \alpha_{i} \xi_{i}^{\alpha-1}} \\
& -\frac{\frac{1}{\Gamma(\alpha)} \int_{0}^{1} \sum_{s \leq \xi_{i}} \alpha_{i}\left(\xi_{i}-s\right)^{\alpha-1} t^{\alpha-1} y(s) d s}{\frac{\Gamma(\alpha)}{\Gamma(\alpha-\beta)}-\sum_{i=1}^{\infty} \alpha_{i} \xi_{i}^{\alpha-1}} \\
= & \int_{0}^{1} G(t, s) y(s) d s .
\end{aligned}
$$

The proof is completed.

It is easy to see that if $l(s)$ is continuous on $[0,1]$, then $G(t, s)$ is continuous on $[0,1] \times$ $[0,1]$.

Lemma 2.3 The function $l(s)$ is positive and nondecreasing on $[0,1]$.

Proof By the definition of $l(s)$ it follows that

$$
l(0)=\frac{1}{\Gamma(\alpha-\beta)}-\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{\infty} \alpha_{i} \xi_{i}^{\alpha-1}>0
$$

By computation we have that
(1) when $0 \leq s<\lim _{i \rightarrow \infty} \xi_{i}$,

$$
\begin{aligned}
l^{\prime}(s) & =\frac{1}{\Gamma(\alpha)}\left[\sum_{s \leq \xi_{i}} \alpha_{i}(\alpha-1)\left(\frac{\xi_{i}-s}{1-s}\right)^{\alpha-2}(1-s)^{\beta-2}\left(1-\xi_{i}\right)+\sum_{s \leq \xi_{i}} \alpha_{i} \beta\left(\frac{\xi_{i}-s}{1-s}\right)^{\alpha-1}(1-s)^{\beta-1}\right] \\
& >0, \quad \text { and }
\end{aligned}
$$

(2) when $\lim _{i \rightarrow \infty} \xi_{i} \leq s \leq 1$,

$$
l(s)=\frac{1}{\Gamma(\alpha-\beta)}, \quad l^{\prime}(s)=0 .
$$

So, $l$ is nondecreasing on $[0,1]$, and $l(s) \geq l(0)>0, s \in[0,1]$. The proof is completed.

Lemma 2.4 The function $G(t, s)$ defined in (2.2) admits the following properties:
(1) $G(t, s)>0, \frac{\partial}{\partial t} G(t, s)>0,0<t, s<1$;
(2) $\max _{t \in[0,1]} G(t, s)=G(1, s)=\frac{1}{\Gamma(\alpha) l(0)}\left[l(s)(1-s)^{\alpha-\beta-1}-l(0)(1-s)^{\alpha-1}\right], 0 \leq s \leq 1$;
(3) $G(t, s) \geq t^{\alpha-1} G(1, s), 0 \leq t, s \leq 1$.

Proof The proof is similar to that of Lemma 3 in [12].

The following lemma is the main tool in this paper.

Lemma 2.5 ([16]) Let $E$ be a real Banach space, and $P \subset E$ be a cone. Assume that $\Omega_{1}$ and $\Omega_{2}$ are bounded open subsets of $E$ with $\theta \in \Omega_{1}, \overline{\Omega_{1}} \subset \Omega_{2}$, and $T: P \cap\left(\overline{\Omega_{2}} \backslash \Omega_{1}\right) \rightarrow P$ is a completely continuous operator such that either:
(1) $\|T u\| \leq\|u\|, u \in P \cap \partial \Omega_{1}$, and $\|T u\| \geq\|u\|, u \in P \cap \partial \Omega_{2}$, or
(2) $\|T u\| \geq\|u\|, u \in P \cap \partial \Omega_{1}$, and $\|T u\| \leq\|u\|, u \in P \cap \partial \Omega_{2}$.

Then $T$ has a fixed point in $P \cap\left(\overline{\Omega_{2}} \backslash \Omega_{1}\right)$.

Let $E=C[0,1]$, so that $E$ is a Banach space with norm $\|x\|=\max _{t \in[0,1]}|x(t)|$.
Set $P=\left\{x \in E \mid x(t) \geq t^{\alpha-1}\|x\|, t \in[0,1]\right\}$. Then $P$ is a cone in $E$.
Denote $\Omega(r)=\{x \in P:\|x\|<r\}$ and $\partial \Omega(r)=\{x \in P:\|x\|=r\}$ for $r>0$.
Define the operator $T: P \backslash\{\theta\} \rightarrow E$ by

$$
\begin{equation*}
(T x)(t)=\int_{0}^{1} G(t, s) q(s) f(s, x(s)) d s, \quad t \in[0,1] \tag{2.3}
\end{equation*}
$$

Lemma 2.6 Suppose that $\left(A_{1}\right)-\left(A_{3}\right)$ hold and $0<r_{1}<r_{2}$. Then $T: \overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right) \rightarrow P$ is completely continuous.

Proof For any $x \in \overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right)$, it follows from (2.3) and Lemma 2.4 that

$$
\begin{equation*}
(T x)(t)=\int_{0}^{1} G(t, s) q(s) f(s, x(s)) d s \leq \int_{0}^{1} G(1, s) q(s) f(s, x(s)) d s, \quad t \in[0,1] \tag{2.4}
\end{equation*}
$$

and

$$
\begin{align*}
(T x)(t) & =\int_{0}^{1} G(t, s) q(s) f(s, x(s)) d s \\
& \geq t^{\alpha-1} \int_{0}^{1} G(1, s) q(s) f(s, x(s)) d s, \quad t \in[0,1] \tag{2.5}
\end{align*}
$$

By (2.4) and (2.5) we know that

$$
(T x)(t) \geq t^{\alpha-1}\|T x\|, \quad t \in[0,1]
$$

which means that $T: \overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right) \rightarrow P$.
Noticing the continuity of $G(t, s)$ and $\left(A_{1}\right)-\left(A_{3}\right)$, it is easy to see that $T$ is continuous in $\overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right)$. Next, we show $T$ is compact. For any $x \in \overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right)$, we have

$$
|T x(t)|=\left|\int_{0}^{1} G(t, s) q(s) f(s, x(s)) d s\right| \leq \int_{0}^{1} G(1, s) q(s) p_{r_{1}, r_{2}}(s) d s
$$

for $t \in[0,1]$, which implies that $T\left(\overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right)\right)$ is uniformly bounded.
Because $G(t, s)$ is continuous on $[0,1] \times[0,1], G(t, s)$ is uniformly continuous on $[0,1] \times$ $[0,1]$. Thus, for any $\epsilon>0$, there exists $\delta>0$ such that

$$
\left|G\left(t_{1}, s\right)-G\left(t_{2}, s\right)\right|<\epsilon
$$

if $\left|t_{1}-t_{2}\right|<\delta$ and $\left(t_{1}, s\right),\left(t_{2}, s\right) \in[0,1] \times[0,1]$. Then, for any $x \in \overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right)$ and $t_{1}, t_{2} \in[0,1]$ such that $\left|t_{1}-t_{2}\right|<\delta$, we have

$$
\begin{aligned}
\left|T x\left(t_{1}\right)-T x\left(t_{2}\right)\right| & =\left|\int_{0}^{1}\left(G\left(t_{1}, s\right)-G\left(t_{2}, s\right)\right) q(s) f(s, x(s)) d s\right| \\
& \leq \int_{0}^{1}\left|G\left(t_{1}, s\right)-G\left(t_{2}, s\right)\right| q(s) p_{r_{1}, r_{2}}(s) d s \\
& \leq \epsilon \int_{0}^{1} q(s) p_{r_{1}, r_{2}}(s) d s .
\end{aligned}
$$

We can see that the functions in $T\left(\overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right)\right)$ are equicontinuous. So, $T\left(\overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right)\right)$ is relatively compact in $C[0,1]$. Thereby, $T$ is compact in $\overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right)$, and thus $T$ : $\overline{\Omega\left(r_{2}\right)} \backslash \Omega\left(r_{1}\right) \rightarrow P$ is completely continuous.

## 3 Main result

We introduce the following height functions to control the growth of the nonlinear term $f(t, x)$. Let

$$
\begin{array}{ll}
\varphi(t, r)=\max \left\{f(t, x): t^{\alpha-1} r \leq x \leq r\right\} & (0<t<, r>0) \\
\psi(t, r)=\min \left\{f(t, x): t^{\alpha-1} r \leq x \leq r\right\} & (0<t<1, r>0) .
\end{array}
$$

Theorem 3.1 Suppose that $\left(A_{1}\right)-\left(A_{3}\right)$ hold and there exist two positive numbers $a<b$ such that one of the following conditions is satisfied:
$\left(B_{1}\right) a \leq \int_{0}^{1} G(1, s) q(s) \psi(s, a) d s<+\infty$ and $\int_{0}^{1} G(1, s) q(s) \varphi(s, b) d s \leq b ;$
$\left(B_{2}\right) \int_{0}^{1} G(1, s) q(s) \varphi(s, a) d s \leq a$ and $b \leq \int_{0}^{1} G(1, s) q(s) \psi(s, b) d s<+\infty$.
Then the boundary value problem (1.1) has at least one strictly increasing positive solution $x^{*} \in P$ such that $a \leq\left\|x^{*}\right\| \leq b$.

Proof Without loss of generality, we only prove $\left(B_{1}\right)$.
If $x \in \partial \Omega(a)$, then $\|x\|=a$ and $t^{\alpha-1} a \leq x(t) \leq a, 0 \leq t \leq 1$. By the definition of $\psi(t, a)$ we know that

$$
\begin{equation*}
f(t, x(t)) \geq \psi(t, a), \quad 0<t<1 . \tag{3.1}
\end{equation*}
$$

By (3.1) and Lemma 2.4 we have that

$$
\begin{align*}
\|T x\| & =\max _{t \in[0,1]} \int_{0}^{1} G(t, s) q(s) f(s, x(s)) d s \\
& \geq \max _{t \in[0,1]} t^{\alpha-1} \int_{0}^{1} G(1, s) q(s) f(s, x(s)) d s \\
& =\int_{0}^{1} G(1, s) q(s) f(s, x(s)) d s \\
& \geq \int_{0}^{1} G(1, s) q(s) \psi(s, a) d s \geq a=\|x\| \tag{3.2}
\end{align*}
$$

If $x \in \partial \Omega(b)$, then $\|x\|=b$ and $t^{\alpha-1} b \leq x(t) \leq b, 0 \leq t \leq 1$. By the definition of $\varphi(t, b)$ we get that

$$
\begin{equation*}
f(t, x(t)) \leq \varphi(t, b), \quad 0<t<1 \tag{3.3}
\end{equation*}
$$

By (3.3) and Lemma 2.4 we have that

$$
\begin{align*}
\|T x\| & =\max _{t \in[0,1]} \int_{0}^{1} G(t, s) q(s) f(s, x(s)) d s \leq \int_{0}^{1} G(1, s) q(s) f(s, x(s)) d s \\
& \leq \int_{0}^{1} G(1, s) q(s) \varphi(s, b) d s \leq b=\|x\| . \tag{3.4}
\end{align*}
$$

By Lemma 2.5, $T$ has a fixed point $x^{*} \in \overline{\Omega(b)} \backslash \Omega(a)$. From Section 2 we know that $x^{*}$ is a solution of (1.1) and $a \leq\left\|x^{*}\right\| \leq b$. Because $x^{*}(t) \geq t^{\alpha-1}\left\|x^{*}\right\| \geq a t^{\alpha-1}>0,0<t \leq 1$, we get that $x^{*}$ is a positive solution for (1.1).

From Lemma 2.4 we have that

$$
\left(x^{*}\right)^{\prime}(t)=\left(T x^{*}\right)^{\prime}(t)=\int_{0}^{1} \frac{\partial}{\partial t} G(t, s) q(s) f\left(s, x^{*}(s)\right) d s>0
$$

which shows that $x^{*}$ is a strictly increasing positive solution. The proof is completed.

## 4 Examples

Example 4.1 Consider the boundary value problem

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\frac{7}{2}} x(t)+\frac{1}{4 \sqrt{1-t}}\left(x^{5}+\frac{1}{2 \sqrt[3]{x}}\right)=0, \quad t \in(0,1)  \tag{4.1}\\
x(0)=x^{\prime}(0)=x^{(2)}(0)=0 \\
D_{0^{+}}^{\frac{3}{2}} x(1)=\sum_{i=1}^{\infty} \frac{2}{i^{2}} x\left(1-\frac{1}{i+1}\right)
\end{array}\right.
$$

Let $\alpha=\frac{7}{2}, \beta=\frac{3}{2}, f(t, x)=x^{5}+\frac{1}{2 \sqrt[3]{x}}, q(t)=\frac{1}{4 \sqrt{1-t}}, \alpha_{i}=\frac{2}{i^{2}}, \xi_{i}=1-\frac{1}{i+1}$. Obviously, $f \in$ $C((0,1) \times(0,+\infty),[0,+\infty))$ and $q \in C((0,1),[0,+\infty))$. It is not difficult to calculate that $\sum_{i=1}^{\infty} \alpha_{i} \xi_{i}^{\alpha-1} \approx 1.643, \Gamma(\alpha)=\Gamma\left(\frac{7}{2}\right) \approx 3.3234, \Gamma(\alpha-\beta)=\Gamma(2)=1, l(0) \approx 0.8169$. For any positive numbers $r_{1}<r_{2}$, we can see that $\left(A_{1}\right)-\left(A_{3}\right)$ hold for $p_{r_{1}, r_{2}}(t)=r_{2}^{5}+\frac{1}{2} t^{-\frac{5}{6}} r_{1}^{-\frac{1}{3}}$.
The height functions $\varphi(t, r)$ and $\psi(t, r)$ satisfy the following inequalities:

$$
\begin{aligned}
& \varphi(t, r)=\max \left\{x^{5}+\frac{1}{2 \sqrt[3]{x}}: t^{\frac{5}{2}} r \leq x \leq r\right\} \leq r^{5}+\frac{1}{2} t^{-\frac{5}{6}} r^{-\frac{1}{3}}, \\
& \psi(t, r)=\min \left\{x^{5}+\frac{1}{2 \sqrt[3]{x}}: t^{\frac{5}{2}} r \leq x \leq r\right\} \geq t^{\frac{25}{2}} r^{5}+\frac{1}{2} r^{-\frac{1}{3}}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\int_{0}^{1} G(1, s) q(s) \varphi(s, 1) d s & \leq \frac{1}{\Gamma\left(\frac{7}{2}\right) l(0)} \int_{0}^{1}\left[l(s)(1-s)^{\alpha-\beta-1}\right] \frac{1}{4 \sqrt{1-s}}\left(1+\frac{1}{2} s^{-\frac{5}{6}}\right) d s \\
& \leq \frac{1}{\Gamma\left(\frac{7}{2}\right) l(0)} \int_{0}^{1} \Gamma(2)(1-s) \frac{1}{4 \sqrt{1-s}}\left(1+\frac{1}{2} s^{-\frac{5}{6}}\right) d s<1
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{0}^{1} G(1, s) q(s) \psi\left(s, \frac{1}{100}\right) d s \\
& \geq \frac{1}{\Gamma\left(\frac{7}{2}\right) l(0)} \int_{0}^{1}\left[l(s)(1-s)^{\alpha-\beta-1}-l(0)(1-s)^{\alpha-1}\right] \\
& \quad \times \frac{1}{4 \sqrt{1-s}}\left[s^{\frac{25}{2}}\left(\frac{1}{100}\right)^{5}+\frac{1}{2}\left(\frac{1}{100}\right)^{-\frac{1}{3}}\right] d s \\
& \geq \frac{1}{4 \Gamma\left(\frac{7}{2}\right) l(0)} \int_{0}^{1}\left[l(0)(1-s)-l(0)(1-s)^{\frac{5}{2}}\right](1-s)^{-\frac{1}{2}}\left[s^{\frac{25}{2}}\left(\frac{1}{100}\right)^{5}+\frac{1}{2}\left(\frac{1}{100}\right)^{-\frac{1}{3}}\right] d s \\
& \quad>\frac{1}{100} .
\end{aligned}
$$

According to Theorem 3.1, we get that (4.1) has at least one strictly increasing positive solution $x^{*}$ and $\frac{1}{100} \leq\left\|x^{*}\right\| \leq 1$.

## 5 Conclusions

Infinite-point boundary value conditions are the classical boundary value conditions. The existence of positive solutions for singular fractional differential problem with infinitepoint boundary conditions is established by height functions of the nonlinear term on some bounded sets.
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