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#### Abstract

In this paper, we consider the existence and uniqueness of weak solutions for a class of fractional superdiffusion equations with initial-boundary conditions. For a multidimensional fractional drift superdiffusion equation, we just consider the simplest case with divergence-free drift velocity $u \in L^{2}(\Omega)$ only depending on the spatial variable $x$. Finally, exploiting the Schauder fixed point theorem combined with the Arzelà-Ascoli compactness theorem, we obtain the existence and uniqueness of weak solutions in the standard Banach space $C\left([0, T] ; H_{0}^{1}(\Omega)\right)$ for a class of fractional superdiffusion equations.
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## 1 Introduction

In recent decades, fractional partial differential equations(FPDEs) have been extensively investigated due to their fbroadness of applications in engineering [1-3], physics, and other fields $[4,5]$, for example, quantum mechanics, the fractal theory and the diffusion in porous media, semiconductor and condensate physics, turbulence, power law phenomenon, viscoelastic system [6-8], biological mathematical and statistical mechanics, the transport of passive tracers carried by fluid flow in a porous medium [9], control and robot, and so on. As is well known, many materials and processes with memory or hereditary properties and nonclassical phenomena in engineering can be described by fractional calculus $[10,11]$. However, since the fractional derivative (or integral) operators are quasidifferential operators, they possess local and the weak singularity properties and usually do not satisfy the semigroup properties, commutative law, and so on, which brought considerable difficulties for theoretical analysis of the fractional partial differential equations. Therefore, it is very important, theoretically and practically, to study such analytic properties of solutions of equations.
To date, most solution techniques for fractional differential equations have exploited the properties of the Fourier and Laplace transforms to confirm a classical solution. For example, in [12], the fundamental solution (or Green function solution) for a time-space fractional diffusion equation with respect to its scaling and similarity properties is inves-
tigated, starting from its Fourier-Laplace representation. Liu et al. [13] considered a time fractional advection dispersion equation and derived the corresponding complete solution. Gorenflo et al. [14] used the Laplace transform method to obtain the scale-invariant solution represented by the Wright function of the time fractional diffusion-wave equation. Through defining suitable functional spaces and their corresponding norms, the time-space fractional diffusion problems can be converted into a weak elliptic problem. Then, by using the existing theory of elliptic problems, a theoretical framework of the variational solutions for the time-space fractional diffusion equation is developed, and the existence and uniqueness of weak solutions are proved in [15]. By the well-known Lax-Milgram theorem, Zhao and Xiao [16] obtained a weak formulation of the multiterm time-space Riesz fractional advection-diffusion equation and proved the existence and uniqueness of weak solutions in the space $B^{\alpha / 2, \beta / 2}(I \times \Omega)(0<\alpha<1,1<\beta<2)$. In addition, many researchers have investigated the initial or boundary value problems of fractional partial differential equations [17,18]. Introducing a direct sum Hilbert space, Baleanu and Uğurlu [19] constructed a regular dissipative fractional operator associated with a fractional boundary value problem.
Fixed point theory is an important component of nonlinear functional analysis theory. It is one of the important tools to build the existence and uniqueness of solutions for various equations, including ordinary differential equations, partial differential equations, functional differential equations, and so on. For example, by using the Banach and Schauder fixed point theorems, Chen et al. [20] studied the existence of positive solutions for antiperiodic boundary value problems of nonlinear fractional differential equations. By using the Leggett-Williams fixed point theorem on a convex cone, multiplicity results of positive solutions for the three-point boundary value problems of nonlinear fractional differential equations are obtained in [21]. The contraction mapping principle and the Krasnoselskii fixed point theorem are applied to establish the existence of solutions for an antiperiodic boundary value problem of fractional differential equations of fractional order $q \in(2,3]$ in [22]. Using the fixed point theorem on cones, Bai [23] and Zhang [24] obtained the existence of positive solutions of the Dirichlet-type boundary value problems for nonlinear ordinary differential equations with fractional derivatives. Moreover, there exist many results on the existence and multiplicity of solutions (or positive solutions) of initial value problems for nonlinear fractional differential equations [25]. Using the ArzelàAscoli compact theorem, Qiu et al. [26,27] focused themselves on the existence of weak (or positive) solutions for the time fractional $p$-Laplace problems in a weighted Sobolev space $H_{0}^{1}(a(x), \Omega)(a(x)$ is a weighted function).

In this paper, motivated by previous research on the existence of weak solutions (or positive solutions) of fractional-order differential equations, our main aim is to develop the Schauder fixed point theorem and the Arzelà-Ascoli compactness theorem for solving a class of time-space fractional initial-boundary value problems with superdiffusion terms. The existence and uniqueness of weak solutions of these equations in a standard Banach space $C\left([0, T] ; H_{0}^{1}(\Omega)\right)$ are obtained. To the best of our knowledge, the results in this paper are new and original since we have not found any discussion in the existing literature.

We mainly consider the following three types of fractional superdiffusion equations.

1. The time-space fractional superdiffusion equation:

$$
\begin{cases}D^{\alpha} u(x, t)=\epsilon\left(-(-\Delta)^{\frac{\beta}{2}}\right) u(x, t) & \text { in } \Omega_{T}  \tag{1.1}\\ u(x, t)=0 & \text { on } \partial \Omega_{T} \\ u(x, 0)=\phi(x) & \text { in } \Omega \\ u_{t}(x, 0)=\psi(x) & \text { in } \Omega\end{cases}
$$

where $u \in H^{1}(\Omega)$ is a smooth unknown function, $\Omega_{T}=\Omega \times[0, T], \Omega$ is a bounded region with smooth boundary in $\mathbf{R}^{N}(N \geq 1), D^{\alpha}$ denotes the Caputo fractional derivative of order $\alpha(1<\alpha<2)$ [10], $1<\beta \leq 2$ is the parameter describing the order of the space fractional derivatives, $\epsilon$ is a real positive parameter, and $\phi(x), \psi(x) \in H_{0}^{1}(\Omega)$ are given real-valued smooth functions. The space fractional term in equation (1.1) is defined through the fractional Laplacian operator $\left(-(-\Delta)^{\frac{\beta}{2}}\right) u(x, t)$, which can be thought of as equivalent to the Riesz fractional derivative $\frac{\partial^{\beta}}{\partial|x|^{\beta}} u(x, t)$ under the assumption that $u(x, t), u^{\prime}(x, t), \ldots, u^{(n-1)}(x, t)$ vanish at the end point of an infinite domain (i.e., $x=\mp \infty$ ) [28, 29]. The Riesz fractional derivative can explain the spatial and temporal nonlocality on finite porous media [30].
2. The time-space fractional nonlinear superdiffusion equation:

$$
\begin{cases}D^{\alpha} u(x, t)+\frac{\partial}{\partial x} f(u)=\epsilon\left(-(-\Delta)^{\frac{\beta}{2}}\right) u(x, t) & \text { in } \Omega_{T}  \tag{1.2}\\ u(x, t)=0 & \text { on } \partial \Omega_{T} \\ u(x, 0)=\phi(x) & \text { in } \Omega \\ u_{t}(x, 0)=\psi(x) & \text { in } \Omega\end{cases}
$$

All the functions and constants in this equation have the same meaning as those in equation (1.1). In addition, the nonlinear term $f(u)$ is assumed to be Lipschitz continuous on a bounded domain $\Omega$.

The spatial fractional differential operator in equation (1.1) or (1.2) is also an important tool to describe the anomalous diffusion phenomenon; when $1<\beta<2$, it represents a Lévy $\beta / 2$-stable flight [31], and when $\beta \rightarrow 2$, it models a Brownian diffusion process.
3. The multidimensional fractional drift superdiffusion equation:

$$
\begin{cases}D^{\alpha} \theta+\operatorname{div}(u \cdot \theta)=\epsilon \Delta \theta-(-\Delta)^{\gamma} \theta & \text { in } \Omega_{T}  \tag{1.3}\\ \theta(x, t)=0 & \text { on } \partial \Omega_{T} \\ \theta(x, 0)=\phi(x) & \text { in } \Omega \\ \theta_{t}(x, 0)=\psi(x) & \text { in } \Omega\end{cases}
$$

where $\theta \in H^{1}(\Omega)$ are the smooth unknown vector functions, $\Omega_{T}=\Omega \times[0, T], \Omega$ is a bounded region with smooth boundary conditions in $\mathbf{R}^{N}(N \geq 1)$, $D^{\alpha}(1<\alpha<2)$ denotes the Caputo fractional derivative [10], $\epsilon \Delta \theta(\epsilon>0)$ is an artificial diffusion term [32], and $\phi(x), \psi(x) \in H_{0}^{1}(\Omega)$ are given real-valued functions, the divergence-free drift $u$ is a bounded smooth vector function, and the space fractional term in equation (1.3) is also defined through the fractional Laplacian operator $\left(-(-\Delta)^{\gamma}\right) \theta(x, t), 0<\gamma \leq 1$. In this paper, we only consider the simplest case of the fractional drift superdiffusion equation, that is, the drift velocity $u \in L^{2}(\Omega)$ is time-independent.

Equations (1.1)-(1.3) have been frequently employed in real-world applications. For their physical meaning and specific applications, we refer to $[30,33]$ and the references therein for more details.
The rest parts of this paper are arranged as follows. In the next section, we first describe the preliminaries of the fractional calculation and then introduce the necessary functional spaces and their corresponding properties. In Section 3, we demonstrate the existence and uniqueness of the weak solutions for a class of fractional superdiffusion models by using the well-known Schauder fixed point theorem and the Arzelà-Ascoli compactness theorem. Finally, we give some concluding remarks in Section 4.

## 2 Definitions and some auxiliary results

For convenience of the reader, we list some basic notations, definitions, and lemmas, which will be used in the subsequent sections. First, we recall the definitions of the RiemannLiouville fractional integrals and fractional derivatives on am interval (finite or infinite) and present some their properties.

Definition 2.1 ([10]) The Riemann-Liouville fractional integral of order $\alpha$ of a function $f(t), t>0$, is defined as

$$
\begin{equation*}
I_{0^{+}}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s \tag{2.1}
\end{equation*}
$$

provided that the right side is pointwise defined on $(0, \infty)$.

Definition 2.2 ( $[10,11]$ ) The left and right Riemann-Liouville fractional derivatives of order $\alpha(n-1<\alpha<n)$ in an interval $(a, b)$ ( $a, b$ can be finite or infinite) can be derived by the Riemann-Liouville fractional integrals as follows:

$$
\begin{array}{ll}
{ }_{a}^{R} D_{x}^{\alpha} u(x)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d x^{n}} \int_{a}^{x}(x-\xi)^{n-\alpha-1} u(\xi) d \xi, & x>a, \\
{ }_{x}^{R} D_{b}^{\alpha} u(x)=\frac{(-1)^{n}}{\Gamma(n-\alpha)} \frac{d^{n}}{d x^{n}} \int_{x}^{b}(\xi-x)^{n-\alpha-1} u(\xi) d \xi, & x<b, \tag{2.3}
\end{array}
$$

where $\Gamma(\cdot)$ is the gamma function. When $\alpha$ is an integer, $D^{\alpha}=d^{\alpha}=d x^{\alpha}$.

Definition 2.3 ([10]) The Caputo fractional derivative of order $\alpha$ of a function $f(t), t>0$, is defined as

$$
\begin{equation*}
D^{\alpha} f(t)=\frac{1}{\Gamma(1-\{\alpha\})} \int_{0}^{t} \frac{1}{(t-s)^{\{\alpha\}}} f^{([\alpha]+1)} d s \tag{2.4}
\end{equation*}
$$

where $\{\alpha\}$ and $[\alpha]$ denote the fractional and integer parts of a real number $\alpha$, respectively, and $\Gamma(\cdot)$ is the gamma function.

Based on the definitions of the Caputo and Riemann-Liouville fractional differential operators, we obtain an immediate consequence [15, 16]: for any real order $\beta>0$, we have the following result.

Lemma 2.1 The Riemann-Liouville fractional derivative and the Caputo fractional derivative are connected with each other by the following relations:

$$
\begin{align*}
{ }_{0}^{C} D_{t}^{\beta} f(t) & =\frac{1}{\Gamma(-\beta)} \int_{0}^{t}(t-s)^{-\beta-1}\left(f(s)-T_{n-1}[f ; 0](s)\right) d s \\
& =\frac{1}{\Gamma(-\beta)} \int_{0}^{t}(t-s)^{-\beta-1} f(s) d s-\frac{1}{\Gamma(-\beta)} \int_{0}^{t}(t-s)^{-\beta-1} T_{n-1}[f ; 0](s) d s \\
& ={ }_{0}^{R} D_{t}^{\beta} f(t)-{ }_{0}^{R} D_{t}^{\beta} T_{n-1}[f ; 0](t) \tag{2.5}
\end{align*}
$$

where $T_{n-1}[f ; 0](t)$ denotes the Taylor polynomial for $f$ of order $n-1$, centered at 0 ,

$$
\begin{equation*}
T_{n-1}[f ; 0](t)=\sum_{k=0}^{n} \frac{t^{k}}{k!} \frac{d^{k}}{d t^{k}} f(0) \tag{2.6}
\end{equation*}
$$

where $f(t) \in C^{n-1}[0, T]$, and $C^{n-1}[0, T]$ denotes the space of $n-1$ times continuously differentiable functions on $[0, T]$.

In particular, when $1<\beta<2$, relations (2.5) and (2.6) take the following forms:

$$
\begin{equation*}
{ }_{0}^{C} D_{t}^{\beta} f(t, x)={ }_{0}^{R} D_{t}^{\beta} f(t, x)-\frac{f(0, x)}{\Gamma(1-\beta)}\left(t^{-\beta}\right)-\frac{f^{\prime}(0, x)}{\Gamma(2-\beta)}\left(t^{1-\beta}\right) . \tag{2.7}
\end{equation*}
$$

In order to estimate the fractional Laplacian operator term in our problems, we need the following symmetric fractional derivative definition.

Definition 2.4 ([29]) The fractional Riesz derivative of order $\alpha(n-1 \leq \alpha \leq n)$ on an interval $(a, b)$ ( $a, b$ can be finite or infinite) is defined as

$$
\begin{equation*}
\frac{\partial^{\alpha}}{\partial|x|^{\alpha}} u(x, t)=-C_{\alpha}\left({ }_{a}^{R} D_{x}^{\alpha}+{ }_{x}^{R} D_{b}^{\alpha}\right) u(x, t), \tag{2.8}
\end{equation*}
$$

where ${ }_{a}^{R} D_{x}^{\alpha},{ }_{x}^{R} D_{b}^{\alpha}$ denote the left and right Riemann-Liouville fractional derivatives of $\alpha$ th order, respectively, and $C_{\alpha}=\frac{1}{2 \cos \left(\frac{\pi \alpha}{2}\right)}, \alpha \neq 1$.

Therefore, when the values of parameters $a, b$ are infinite, the fractional Laplacian operator in problems (1.1), (1.2), and (1.3) can be defined by using the idea of fractional calculus from [29, 34, 35]:

$$
-(-\Delta)^{\frac{\alpha}{2}} u(x, t)=\frac{\partial^{\alpha}}{\partial|x|^{\alpha}} u(x, t)=-\frac{1}{2 \cos (\pi \alpha / 2)}\left(-\infty D_{x}^{\alpha}+{ }_{x} D_{\infty}^{\alpha}\right) u(x, t),
$$

where ${ }_{-\infty} D_{x}^{\alpha}$ and ${ }_{x} D_{\infty}^{\alpha}$ refer to the left and right Riemann-Liouville fractional derivatives of $\alpha$ th order, respectively. In this paper, we mainly base our developments and analysis on restricting the definition to a bounded domain $\Omega$.

In order to establish the weak formulation of fractional superdiffusion problems, we need to introduce a class of fractional-order spaces from [15], where they are defined by fractional derivatives, and we derive some corresponding properties related to these spaces. Let $C^{\infty}(0, T)$ denote the space of infinitely differentiable functions on $(0, T)$, and
let $C_{0}^{\infty}(0, T)$ denote the space of infinitely differentiable functions with compact support in $(0, T)$. Let $L^{2}(U)$ be the space of measurable functions with Lebesgue-integrable squares in $U$, where the domain $U=I, \Omega$, or $I \times \Omega$, where $I=[0, T]$ is the time domain, and $\Omega=[0, L]$ is the space domain. The inner product and norm in $L^{2}(U)$ are defined by

$$
\begin{array}{ll}
(u, v)_{L^{2}(U)}=\int_{U} u v d_{U}, & \forall u \in L^{2}(U)  \tag{2.9}\\
\|u\|_{L^{2}(U)}=(u, u)_{L^{2}(U)}^{\frac{1}{2}}, & \forall u, v \in L^{2}(U) .
\end{array}
$$

For any real $\sigma>0$, we define the spaces ${ }^{l} H_{0}^{\sigma}(U)$ and ${ }^{r} H_{0}^{\sigma}(U)$ to be the closures of $C_{0}^{\infty}(U)$ with respect to the norms $\|v\|_{l_{H_{0}^{\sigma}}(U)}$ and $\|v\|_{r_{H}}(U)$, respectively, where

$$
\begin{align*}
& \|v\|_{l_{H_{0}^{\sigma}(U)}}:=\left(\|v\|_{L^{2}(U)}^{2}+|v|_{l_{H_{0}^{\sigma}}^{\sigma}(U)}^{2}\right)^{\frac{1}{2}},  \tag{2.10}\\
& |v|_{l_{H_{0}^{\sigma}}^{\sigma}(U)}^{2}:=\left\|{ }_{0}^{R} D_{t}^{\sigma} v\right\|_{L^{2}(U)}^{2}, \\
& \|v\|_{r_{H_{0}^{\sigma}}(U)}:=\left(\|v\|_{L^{2}(U)}^{2}+|v|_{r_{H_{0}^{\sigma}(U)}}^{2}\right)^{\frac{1}{2}}, \\
& |v|_{r_{0}^{\sigma}(U)}^{2}:=\left\|{ }_{t}^{R} D_{T}^{\sigma} v\right\|_{L^{2}(U)}^{2} .
\end{align*}
$$

We also define the norm in the usual Sobolev space $H_{0}^{\sigma}(U)$ as follows:

$$
\begin{align*}
\|v\|_{H_{0}^{\sigma}(U)} & :=\left(\|v\|_{L^{2}(U)}^{2}+|v|_{H_{0}^{\sigma}(U)}^{2}\right)^{\frac{1}{2}},  \tag{2.11}\\
|v|_{H_{0}^{\sigma}(U)}^{2} & :=\left(\frac{\left({ }_{0}^{R} D_{t}^{\sigma} v,{ }_{t}^{R} D_{T}^{\sigma} v\right)_{L^{2}(U)}}{\cos (\pi \sigma)}\right) .
\end{align*}
$$

By references [15] and [16] we know that the spaces ${ }^{l} H_{0}^{\sigma}(U),{ }^{r} H_{0}^{\sigma}(U)$, and $H_{0}^{\sigma}(U)$ coincide and that their seminorms are all equivalent to $|v|_{H_{0}^{\sigma}(U)}$ for all $\sigma>0, \sigma \neq n-1 / 2$.
Now we cite some useful lemmas on some fractional operators on the above spaces, which are recalled from $[10,15,16]$.

## Lemma 2.2

(i) For real $0<\beta<1,0<\delta<1$, if $v(0)=0, x \in(0, L)$, then

$$
\begin{equation*}
{ }_{0}^{R} D_{x}^{\beta+\delta} v(x)=\left({ }_{0}^{R} D_{x}^{\beta}\right)\left({ }_{0}^{R} D_{x}^{\delta}\right) v(x)=\left({ }_{0}^{R} D_{x}^{\delta}\right)\left({ }_{0}^{R} D_{x}^{\beta}\right) v(x), \quad \forall v \in H^{\beta+\delta}(0, L) . \tag{2.12}
\end{equation*}
$$

(ii) Let $0<\beta<1$. Then, we have

$$
\begin{equation*}
\left({ }_{0}^{R} D_{x}^{\beta} \omega, v\right)_{L^{2}(0, L)}=\left(\omega,{ }_{x}^{R} D_{L}^{\beta} v\right)_{L^{2}(0, L)}, \quad \forall \omega \in H^{\beta}(0, L), v \in C_{0}^{\infty}(0, L) . \tag{2.13}
\end{equation*}
$$

Lemma 2.3 Let $0<\beta<2, \beta \neq 1$. Then, for all $\omega, v \in H_{0}^{\frac{\beta}{2}}(0, L)$, we have

$$
\begin{equation*}
\left({ }_{0}^{R} D_{x}^{\beta} \omega, v\right)_{L^{2}(0, L)}=\left({ }_{0}^{R} D_{x}^{\beta / 2} \omega,{ }_{x}^{R} D_{L}^{\beta / 2} v\right)_{L^{2}(0, L)} . \tag{2.14}
\end{equation*}
$$

Lemma 2.4 (Schauder fixed point theorem) Let $E$ be a closed convex nonempty subset of a Banach space $X$, and let $F: E \rightarrow E$ be a continuous mapping such that $F(E)$ is a relatively
compact subset of $X$. Then $F$ has at least one fixed point in $E$, that is, there exists $u \in E$ such that $F(u)=u$.

By Lemmas 2.2 and 2.3 we can define the following space:

$$
\begin{equation*}
B^{\alpha / 2, \beta / 2}(I \times \Omega)=H^{\alpha / 2}\left(I, L^{2}(\Omega)\right) \cap L^{2}\left(I, H_{0}^{\beta / 2}(\Omega)\right), \quad 1<\alpha<2,1<\beta \leq 2 \tag{2.15}
\end{equation*}
$$

equipped with the norm

$$
\begin{equation*}
\|v\|_{B^{\alpha / 2, \beta / 2}}(I \times \Omega):=\left(\|v\|_{H^{\alpha / 2}\left(I, L^{2}(\Omega)\right)}^{2}+\|v\|_{L^{2}\left(I, H_{0}^{\beta / 2}(\Omega)\right)}^{2}\right)^{\frac{1}{2}}, \quad \forall v \in B^{\alpha / 2, \beta / 2}(I \times \Omega) \tag{2.16}
\end{equation*}
$$

where

$$
H^{\alpha / 2}\left(I, L^{2}(\Omega)\right):=\left\{v:\|v(\cdot, t)\|_{L^{2}(\Omega)} \in H^{\alpha / 2}(I)\right\}
$$

endowed with the norm

$$
\begin{equation*}
\|v\|_{H^{\alpha / 2}\left(I, L^{2}(\Omega)\right)}:=\| \| v(\cdot, t)\left\|_{L^{2}(\Omega)}\right\|_{H^{\alpha / 2}(I)} \tag{2.17}
\end{equation*}
$$

Observe that $B^{\alpha / 2, \beta / 2}(I \times \Omega)$ is a closed bounded convex subspace (subset) of the standard Banach space $C\left([0, T] ; H_{0}^{1}(\Omega)\right)$. By recalling the same argument as in Theorem 3.1 of [15] we obtain the following:

Theorem 2.5 Assume that $1<\alpha<2,1<\beta \leq 2$, and $u_{t}(x, 0)=0$. Then, system (1.1) has a unique weak solution in the space $B^{\alpha / 2, \beta / 2}(I \times \Omega)$. Furthermore,

$$
\begin{equation*}
\|u\|_{B^{\alpha / 2, \beta / 2(I \times \Omega)}} \leq\|u(x, 0)\|_{L^{2}(\Omega)}\left\|t^{-\alpha}\right\|_{L^{q}(\Omega)} \leq\|\phi(x)\|_{L^{2}(\Omega)}\left\|t^{-\alpha}\right\|_{L^{q}(\Omega)}, \quad q=\frac{2}{\alpha} . \tag{2.18}
\end{equation*}
$$

## 3 Existence and uniqueness of weak solutions

In this section, we mainly discuss the existence and uniqueness of weak solutions for three fractional superdiffusion problems (1.1), (1.2), and (1.3) in the standard Banach space $C\left([0, T] ; H_{0}^{1}(\Omega)\right)$. First, we need the following several lemmas.

Lemma 3.1 ([11]) Let $\alpha>0$. Then

$$
I^{\alpha C} D^{\alpha} u(t)=u(t)+c_{0}+c_{1} t+c_{2} t^{2}+\cdots+c_{n-1} t^{n-1}
$$

for some $c_{i} \in R, i=0,1,2, \ldots, n-1, n=[\alpha]+1$.

Lemma 3.2 Let $y \in C[0, T], T>0,1<\alpha<2$. Then the problem

$$
\begin{equation*}
D^{\alpha} u(t)=y(t), \quad t \in[0, T], \tag{3.1}
\end{equation*}
$$

has the unique solution

$$
u(t)=u(0)+u^{\prime}(0) t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s
$$

Lemma 3.3 (See [15]) For real $\theta>0$ and $v \in C_{0}^{\infty}(R)$, we have

$$
\begin{align*}
& \left({ }_{-\infty}^{R} D_{x}^{\theta} v(x),{ }_{x}^{R} D_{\infty}^{\theta} v(x)\right)_{L^{2}(R)}=\cos (\pi \theta)\left\|_{-\infty}^{R} D_{x}^{\theta} v(x)\right\|_{L^{2}(R)}^{2},  \tag{3.2}\\
& \left({ }_{-\infty}^{R} D_{x}^{\theta} v(x),{ }_{x}^{R} D_{\infty}^{\theta} v(x)\right)_{L^{2}(R)}=\cos (\pi \theta)\left\|_{x}^{R} D_{\infty}^{\theta} v(x)\right\|_{L^{2}(R)}^{2} .
\end{align*}
$$

Lemma 3.4 ([36], Thm. 4.1.2) Let $s$ and $t$ be real numbers such that $s \geq t$. Then

$$
H^{s}\left(R^{n}\right) \hookrightarrow H^{t}\left(R^{n}\right)
$$

Lemma 3.5 ([37]) Let $\left(H^{s}\left(R^{n}\right)\right)^{\prime}$ denote the dual space of $H^{s}\left(R^{n}\right)$. Then

$$
\left(H^{s}\left(R^{n}\right)\right)^{\prime} \simeq H^{-s}\left(R^{n}\right)
$$

in the sense of algebra and topology, and for all $v \in H^{-s}\left(R^{n}\right)$, if $l \in\left(H^{s}\left(R^{n}\right)\right)^{\prime}$ is a continuous linear functional operator, then we have

$$
\|v\|_{H^{-s}\left(R^{n}\right)}=\|l\|_{\left(H^{s}\left(R^{n}\right)\right)^{\prime}} \leq C,
$$

where $C$ is a positive constant.

### 3.1 Existence and uniqueness of weak solutions for the time-space fractional superdiffusion equation

By Lemma 3.2 problem (1.1) can be reduced to an equivalent integral equation under the fractional-order integral operator $I^{\alpha}$ as in the following problem:

$$
\begin{cases}-\phi(x)-\psi(x) t+u(x, t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \epsilon\left(-(-\Delta)^{\beta / 2}\right) u(x, t) d s, & \text { in } \Omega_{T}  \tag{3.3}\\ u(x, t)=0, & \text { on } \partial \Omega_{T}\end{cases}
$$

The functional integral equations describe many physical phenomena in various areas of natural science, mathematical physics, mechanics, and population dynamics [38, 39]. The theory of integral equations is developing rapidly with the help of tools in functional analysis, topology, and fixed point theory (see, e.g., [40-42]), and it serves as a useful tool in turn for other branches of mathematics, for example, for differential equations [43]. Now, we define

$$
\begin{cases}\Phi(u)=\phi(x)+\psi(x) t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \epsilon\left(-(-\Delta)^{\beta / 2}\right) u(x, t) d s, & \text { in } \Omega_{T}  \tag{3.4}\\ u(x, t)=0, & \text { on } \partial \Omega_{T}\end{cases}
$$

Definition 3.1 We call $u \in C\left([0, T] ; H_{0}^{1}(\Omega)\right)$ a weak solution of the time-space fractional order superdiffusion equation (1.1) if $\int_{\Omega}(u-\Phi(u)) v d x=0$ for all $t \in[0, T]$ and every $v \in$ $H_{0}^{1}(\Omega)$, that is,

$$
\int_{\Omega} u v d x=\int_{\Omega}\left[\phi(x)+\psi(x) t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \epsilon\left(-(-\Delta)^{\beta / 2}\right) u(x, s) d s\right] v d x .
$$

We know that $B^{\alpha / 2, \beta / 2}(I \times \Omega) \subset C\left([0, T] ; H_{0}^{1}(\Omega)\right)$ by the definition of (2.15), and combining with the results of Theorem 2.5, we have the following theorem.

Theorem 3.6 If $1<\alpha<2,1<\beta \leq 2$, and $u_{t}(x, 0)=0$, then the operator $\Phi(u): B^{\alpha / 2, \beta / 2}(I \times$ $\Omega) \rightarrow B^{\alpha / 2, \beta / 2}(I \times \Omega)$ is completely continuous.

Proof Put $F(u)=\epsilon\left(-(-\Delta)^{\beta / 2}\right) u(x, t)$. Then

$$
\Phi(u)=\phi(x)+\psi(x) t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} F(u) d s, \quad \forall u, v \in B^{\alpha / 2, \beta / 2}(I \times \Omega) .
$$

For each $v \in H_{0}^{1}(\Omega)$, using integration by parts, in terms of the Riesz fractional derivative in Definition 2.4 and Lemma 3.3, since $1<\beta \leq 2$, by Lemma 3.4 together with the realorder Sobolev imbedding theorem, we get that $H_{0}^{1}(\Omega) \hookrightarrow H_{0}^{\beta / 2}(\Omega) \hookrightarrow L^{2}(\Omega)$, and thus, $\|u\|_{L^{2}}(\Omega) \leq\|u\|_{H_{0}^{\beta / 2}(\Omega)} \leq\|u\|_{H_{0}^{1}(\Omega)}$. We further denote $\|u\|_{H_{0}^{1}(\Omega)}$ and $\|u\|_{H_{0}^{-1}(\Omega)}$ by $\|u\|_{H_{0}^{1}}$ and $\|u\|_{H_{0}^{-1}}$ respectively. Hence, by the Cauchy-Schwarz and Hölder inequalites, the standard Sobolev imbedding theorem, Theorem 2.5, and Lemma 3.5, since $1<\alpha<2$, for any $v \in$ $H_{0}^{1}(\Omega)$ satisfying $\|v\|_{H_{0}^{1}(\Omega)} \leq 1$, we obtain

$$
\begin{aligned}
|\langle F(u), v\rangle| & =\left|\int_{\Omega} \epsilon\left(-(-\Delta)^{\beta / 2}\right) u(x, t) v(x, t) d s\right| \\
& =\left|\left(\epsilon\left(-(-\Delta)^{\beta / 2}\right) u(x, t), v(x, t)\right)\right|=\left|\left(\epsilon^{R} D_{|x|}^{\beta} u(x, t), v(x, t)\right)\right| \\
& =\left|-\epsilon C_{\beta}\left[\left({ }_{a}^{R} D_{x}^{\beta / 2} u,{ }_{x}^{R} D_{b}^{\beta / 2} v\right)_{L^{2}(U)}+\left({ }_{x}^{R} D_{b}^{\beta / 2} u,{ }_{a}^{R} D_{x}^{\beta / 2} v\right)_{L^{2}(U)}\right]\right| \\
& \leq \epsilon C_{\beta}\left[\left\|{ }_{a}^{R} D_{x}^{\beta / 2} u\right\|_{L^{2}(U)}\left\|_{x}^{R} D_{b}^{\beta / 2} v\right\|_{L^{2}(U)}+\left\|{ }_{x}^{R} D_{b}^{\beta / 2} u\right\|_{L^{2}(U)}\left\|_{a^{R}} D_{x}^{\beta / 2} v\right\|_{L^{2}(U)}\right] \\
& \leq 2 \epsilon C_{\beta}\|u\|_{L^{2}\left(I, H^{\beta / 2}(\Omega)\right)}\|v\|_{H_{0}^{\alpha / 2}\left(I, L^{2}(\Omega)\right)} \leq 2 \epsilon C_{\beta}\|u\|_{B^{\alpha / 2, \beta / 2}(I \times \Omega)}\|v\|_{H_{0}^{1}(I \times \Omega)} \\
& \leq 2 \epsilon C_{\beta}\|u\|_{B^{\alpha / 2, \beta / 2}(I \times \Omega)}\|v\|_{H_{0}^{1}(\Omega)} \\
& \leq 2 \epsilon C_{\beta}\|\phi(x)\|_{L^{2}(U)}\left\|t^{-\alpha}\right\|_{L^{q}(U)}=M_{1} .
\end{aligned}
$$

Here $C_{\beta}=\frac{1}{2 \cos \left(\frac{\pi \beta}{2}\right)}$, and $q=\frac{2}{\alpha}, M_{1}$ is a positive constant. Thus,

$$
\begin{aligned}
\|\Phi(u)\|_{H^{-1}}= & \sup _{\|v\| H_{0}^{1} \leq 1}|\langle\Phi(u), v\rangle| \\
= & \sup _{\|\nu\| H_{0}^{1} \leq 1}\left|\langle\phi(x), v\rangle+\langle\psi(x), v\rangle t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\langle F(u), v\rangle d s\right| \\
\leq & \|\phi(x)\|_{L^{\infty}(\Omega)}\|v\|_{H_{0}^{1}(\Omega)}+\|\psi(x)\|_{L^{\infty}(\Omega)}\|v\|_{H_{0}^{1}(\Omega)} T \\
& +\left\lvert\,\langle F(u), v\rangle\left\|_{\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} d s\right|}^{\leq}\right\| \phi(x)\left\|_{L^{\infty}(\Omega)}\right\| v\left\|_{H_{0}^{1}(\Omega)}+\right\| \psi(x)\left\|_{L^{\infty}(\Omega)}\right\| v\right. \|_{H_{0}^{1}(\Omega)} T \\
& +2 \epsilon C_{\beta}\|\phi(x)\|_{L^{2}(\Omega)}\left\|t^{-\alpha}\right\|_{L^{q}(\Omega)} \frac{1}{\Gamma(\alpha)}\left|\int_{0}^{t}(t-s)^{\alpha-1} d s\right| \\
\leq & \|\phi(x)\|_{L^{\infty}(\Omega)}+\|\psi(x)\|_{L^{\infty}(\Omega)} T+\frac{M_{1}}{\alpha \Gamma(\alpha)} t^{\alpha} \\
\leq & \|\phi(x)\|_{L^{\infty}(\Omega)}+\|\psi(x)\|_{L^{\infty}(\Omega)} T+\frac{M_{1}}{\Gamma(\alpha+1)} T^{\alpha} .
\end{aligned}
$$

Hence, $\Phi(u)$ is a bounded operator.

On the other hand, given $\epsilon>0$, set

$$
\delta=\min \left\{\frac{\epsilon}{4\|\psi(x)\|_{L^{\infty}(\mid \Omega)}}, \frac{1}{2}\left(\frac{\epsilon \Gamma(\alpha)}{2 M_{1}}\right)^{\frac{1}{\alpha}}\right\} .
$$

Then, for every $v \in H_{0}^{1}(\Omega)$ and $t_{1}, t_{2} \in[0, T]$ such that $0<t_{2}-t_{1}<\delta$, we have

$$
\left\|\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right)\right\|_{H^{-1}}=\sup _{\|v\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right), v\right\rangle\right| \leq \epsilon,
$$

that is, $\Phi(u)$ is equicontinuous. In fact,

$$
\begin{aligned}
&\left\|\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right)\right\|_{H^{-1}} \\
&= \sup _{\|v\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right), v\right\rangle\right| \\
&= \sup _{\|v\|_{H_{0}^{1}} \leq 1} \left\lvert\,\langle\psi(x), v\rangle\left(t_{2}-t_{1}\right)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1}\langle F(u), v\rangle d s\right. \\
& \left.-\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1}\langle F(u), v\rangle d s \right\rvert\, \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\|v\|_{H_{0}^{1}}\left|t_{2}-t_{1}\right|+|\langle F(u), v\rangle|\left|\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} d s\right| \\
&+|\langle F(u), v\rangle|\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right) d s\right| \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{1}}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left|\left(t_{2}-s\right)^{\alpha-1}\right| d s \\
&+\frac{M_{1}}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left|\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right| d s \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{1}}{\alpha \Gamma(\alpha)} t_{2}^{\alpha}-\frac{M_{1}}{\alpha \Gamma(\alpha)} t_{1}^{\alpha} \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{1}}{\alpha \Gamma(\alpha)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right) .
\end{aligned}
$$

In the following, we divide the proof into two cases.
Case 1: $\delta \leq t_{1}<t_{2}<T$. Since $1<\alpha<2$, we get

$$
\begin{aligned}
& \| \Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right) \|_{H^{-1}} \\
&=\sup _{\|\nu\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right), v\right\rangle\right| \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{1}}{\alpha \Gamma(\alpha)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right) \\
&=\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{1}}{\alpha \Gamma(\alpha)} \alpha t^{\alpha-1}\left(t_{2}-t_{1}\right) \\
& \quad \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{1}}{\Gamma(\alpha)} \delta^{\alpha}
\end{aligned}
$$

$$
\begin{aligned}
& <\|\psi(x)\|_{L^{\infty}(\Omega)} \delta+\frac{M_{1}}{\Gamma(\alpha)} \delta^{\alpha} \\
& <\frac{1}{2} \times \frac{\epsilon}{2}+\left(\frac{1}{2}\right)^{\alpha} \frac{\epsilon}{2}<\frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon .
\end{aligned}
$$

Here $t_{1}<t<t_{2}$, and we applied the mean theorem $t_{2}^{\alpha}-t_{1}^{\alpha}=\alpha t^{\alpha-1}\left(t_{2}-t_{1}\right)$.
Case 2: $0 \leq t_{1}<\delta, t_{2}<2 \delta$. We have

$$
\begin{aligned}
\left\|\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right)\right\|_{H^{-1}} & =\sup _{\|v\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right), v\right\rangle\right| \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{1}}{\alpha \Gamma(\alpha)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right) \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)} \delta+\frac{M_{1}}{\alpha \Gamma(\alpha)} t_{2}^{\alpha} \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)} \delta+\frac{M_{1}}{\Gamma(\alpha+1)}(2 \delta)^{\alpha} \\
& <\frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon .
\end{aligned}
$$

Therefore, $\Phi$ is equicontinuous and uniformly bounded. The Arzelà-Ascoli compactness theorem implies that $\Phi$ is compact on $B^{\alpha / 2, \beta / 2}(I \times \Omega)$, and so the operator $\Phi(u)$ : $B^{\alpha / 2, \beta / 2}(I \times \Omega) \rightarrow B^{\alpha / 2, \beta / 2}(I \times \Omega)$ is completely continuous. This completes the proof of the Theorem 3.6.

Since $B^{\alpha / 2, \beta / 2}(I \times \Omega) \subset C\left([0, T] ; H_{0}^{1}(\Omega)\right)$, combining the results of Theorem 3.6 with the Schauder fixed point theorem (Lemma 2.4), we obtain that the time-space fractional superdiffusion problem (1.1) has a unique weak solution $u \in C\left([0, T] ; H_{0}^{1}(\Omega)\right)$.

### 3.2 Existence and uniqueness of weak solutions for the time-space fractional nonlinear superdiffusion equation

In this part, we adopt the same Banach space with its norm and properties and the same ideas as in Section 3.1. We also need the following lemma.

Lemma 3.7 Suppose that there exists a constant $L>0$ such that

$$
|f(u)-f(v)| \leq L|u-v|, \quad \forall t \in I, u, v \in \Omega .
$$

Then $f(u)$ is bounded in $\Omega$, and thus, there exists a positive constant $N$ such that

$$
|f(u)| \leq N, \quad \forall t \in I, u \in \Omega
$$

Similarly to Section 3.1, by Definitions 2.1 and 2.3 we have that

$$
I^{\alpha} D^{\alpha} u=\frac{1}{\Gamma(\alpha) \Gamma(1-\{\alpha\})} \int_{0}^{t} \int_{0}^{\tau}(t-\tau)^{\alpha-1}(\tau-s)^{-\{\alpha\}} u^{([\alpha]+1)}(s) d s d \tau
$$

Taking $\tau=(t-s) \lambda+s$, we have

$$
\begin{aligned}
I^{\alpha} D^{\alpha} u & =\frac{1}{\Gamma(\alpha) \Gamma(1-\{\alpha\})} \int_{0}^{t} \int_{0}^{1}(t-s)^{\alpha-\{\alpha\}-1}(1-\lambda)^{-\{\alpha\}} \lambda^{-\{\alpha\}} d_{\lambda} u^{([\alpha]+1)}(s) d s \\
& =\frac{1}{\Gamma(\alpha) \Gamma(1-\{\alpha\})} \int_{0}^{t} B(\alpha, 1-\{\alpha\})(t-s)^{[\alpha]} u^{[[\alpha]+1)}(s) d s \\
& =\frac{1}{[\alpha]!} \int_{0}^{t}(t-s)^{[\alpha]} u^{[[\alpha]+1)}(s) d s .
\end{aligned}
$$

Integrating by parts repeatedly, we obtain

$$
\begin{aligned}
I^{\alpha} D^{\alpha} u & =-\sum_{k=1}^{[\alpha]} \frac{u^{([\alpha]-k)}(0)}{([\alpha]-k)!} t^{[\alpha]-k}+\int_{0}^{t} u^{\prime}(s) d s, \\
& =-\sum_{k=0}^{[\alpha]} \frac{u^{[[\alpha]-k)}(0)}{([\alpha]-k)!} t^{[\alpha]-k}+u(t) .
\end{aligned}
$$

When $\alpha \in(1,2), I^{\alpha} D^{\alpha} u=-u(0)-u^{\prime}(0) t+u(t)$. Combining with Lemma 3.2, we can reduce problem (1.2) to an equivalent integral equation under the fractional-order integral operator $I^{\alpha}$ as in the following problem:

$$
\begin{cases}-\phi(x)-\psi(x) t+u(x, t) &  \tag{3.5}\\ \quad=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left(-\frac{\partial}{\partial x} f(u)+\epsilon\left(-(-\Delta)^{\beta / 2}\right)\right) u(x, t) d s & \text { in } \Omega_{T} \\ u(x, t)=0 & \text { on } \partial \Omega_{T} .\end{cases}
$$

Now, we define

$$
\left\{\begin{array}{rlrl}
\Phi(u)= & \phi(x)+\psi(x) t & &  \tag{3.6}\\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left(-\frac{\partial}{\partial x} f(u)+\epsilon\left(-(-\Delta)^{\beta / 2}\right)\right) u(x, s) d s & & \text { in } \Omega_{T}, \\
u(x, t)=0 & & \text { on } \partial \Omega_{T} .
\end{array}\right.
$$

Definition 3.2 We call $u \in C\left([0, T] ; H_{0}^{1}(\Omega)\right)$ a weak solution of the time-space fractionalorder nonlinear superdiffusion equation (1.2) if $\int_{\Omega}(u-\Phi(u)) v d x=0, \forall t \in[0, T]$ for every $v \in H_{0}^{1}(\Omega)$, that is,

$$
\left.\int_{\Omega} u v d x=\int_{\Omega}\left[\phi(x)+\psi(x) t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left(\epsilon\left(-(-\Delta)^{\beta / 2}\right)\right) u(x, s)-\frac{\partial f(u)}{\partial x}\right) d s\right] v d x .
$$

By the definition of (2.15) we have $B^{\alpha / 2, \beta / 2}(I \times \Omega) \subset C\left([0, T] ; H_{0}^{1}(\Omega)\right)$, and combining the results of Theorem 2.5 again, we obtain the following theorem.

Theorem 3.8 Let $1<\alpha<2,1<\beta \leq 2$, and $u_{t}(x, 0)=0$. Then the operator $\Phi(u): B^{\alpha / 2, \beta / 2}(I \times$ $\Omega) \rightarrow B^{\alpha / 2, \beta / 2}(I \times \Omega)$ is completely continuous.

Proof Put $F(u)=\epsilon\left(-(-\Delta)^{\beta / 2}\right) u(x, s)+\frac{\partial}{\partial x} f(u)$. We can rewrite

$$
\Phi(u)=\phi(x)+\psi(x) t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} F(u) d s, \quad \forall u \in B^{\alpha / 2, \beta / 2}(I \times \Omega) .
$$

For any $v \in H_{0}^{1}(\Omega)$ satisfying $\|v\|_{H_{0}^{1}(\Omega)} \leq 1$, we have

$$
\begin{aligned}
|\langle F(u), v\rangle|= & \left|\left\langle\epsilon\left(-(-\Delta)^{\beta / 2}\right) u(x, t)+\frac{\partial}{\partial x} f(u), v\right\rangle\right| \\
= & \left|\left\langle\epsilon^{R} D_{|x|}^{\beta} u(x, t)+\frac{\partial}{\partial x} f(u), v\right\rangle\right| \\
\leq & \left|\left\langle-\epsilon C_{\beta}\left({ }_{a}^{R} D_{x}^{\beta}+{ }_{x}^{R} D_{b}^{\beta}\right), v\right\rangle\right|+\left|\left\langle\frac{\partial f(u)}{\partial x}, v\right\rangle\right| \\
\leq & \left|-\epsilon C_{\beta}\left[\left({ }_{a}^{R} D_{x}^{\beta / 2} u,{ }_{x}^{R} D_{b}^{\beta / 2} v\right)_{L^{2}(U)}+\left({ }_{x}^{R} D_{b}^{\beta / 2} u,{ }_{a}^{R} D_{x}^{\beta / 2} v\right)_{L^{2}(U)}\right]\right|+|f(u) \cdot \Delta v| \\
\leq & \epsilon C_{\beta}\left[\| \|_{a}^{R} D_{x}^{\beta / 2} u\left\|_{L^{2}(U)}\right\|_{x}^{R} D_{b}^{\beta / 2} v \|_{L^{2}(U)}\right. \\
& \left.+\left\|{ }_{x}^{R} D_{b}^{\beta / 2} u\right\|_{L^{2}(U)}\left\|_{a}^{R} D_{x}^{\beta / 2} v\right\|_{L^{2}(U)}\right]+|f(u)| \cdot\|\Delta v\|_{L^{2}(\Omega)} \\
\leq & \epsilon C_{\beta}\|u\|_{L^{2}\left(I, H^{\beta / 2}(\Omega)\right)}\|v\|_{L^{2}(I \times \Omega)} \\
& +\epsilon C_{\beta}\|u\|_{L^{2}\left(I, H^{\beta / 2}(\Omega)\right)}\|v\|_{L^{2}(I \times \Omega)}+N\|v\|_{H_{0}^{1}(\Omega)} \\
\leq & 2 \epsilon C_{\beta}\|u\|_{\left.\beta^{\alpha / 2, \beta / 2}(I \times \Omega)\right)}\|v\|_{H_{0}^{1}(I \times \Omega)}+N\|v\|_{H_{0}^{1}(\Omega)} \\
\leq & 2 \epsilon C_{\beta}\|u\|_{\left.\beta^{\alpha / 2, \beta / 2}(I \times \Omega)\right)}\|v\|_{H_{0}^{1}(\Omega)}+N\|v\|_{H_{0}^{1}(\Omega)} \\
\leq & 2 \epsilon C_{\beta}\|\phi(x)\|_{L^{2}(U)}\left\|t^{-\alpha}\right\|_{L^{q}(U)}+N \\
\leq & M_{2},
\end{aligned}
$$

where $q=\frac{2}{\alpha}$, and $M_{2}$ is a positive constant.
Thus,

$$
\begin{aligned}
\|\Phi(u)\|= & \sup _{\|v\|_{H_{0}^{1} \leq 1}}|\langle\Phi(u), v\rangle| \\
= & \sup _{\|v\|_{H_{0}^{1} \leq 1}}\left|\langle\phi(u), v\rangle+\langle\psi(x), v\rangle t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\langle F(u), v\rangle d s\right| \\
\leq & \|\phi(x)\|_{L^{\infty}(\Omega)}\|v\|_{H_{0}^{1}(\Omega)}+\|\psi(x)\|_{L^{\infty}(\Omega)}\|v\|_{H_{0}^{1}(\Omega)} T \\
& \left.+|\langle F(u), v\rangle| \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} d s \right\rvert\, \\
\leq & \|\phi(x)\|_{L^{\infty}(\Omega)}+\|\psi(x)\|_{L^{\infty}(\Omega)} T+\left|\frac{M_{2}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} d s\right| \\
\leq & \|\phi(x)\|_{L^{\infty}(\Omega)}+\|\psi(x)\|_{L^{\infty}(\Omega)} T+\frac{M_{2}}{2 \Gamma(\alpha)} t^{\alpha} \\
\leq & \|\phi(x)\|_{L^{\infty}(\Omega)}+\|\psi(x)\|_{L^{\infty}(\Omega)} T+\frac{M_{2}}{2 \Gamma(\alpha)} T^{\alpha} .
\end{aligned}
$$

Hence, $\Phi(u)$ is bounded.
On the other hand, given $\epsilon>0$, set

$$
\delta=\min \left\{\frac{\epsilon}{4\|\psi(x)\|_{L^{\infty}(\mid \Omega)}}, \frac{1}{2}\left(\frac{\epsilon \Gamma(\alpha)}{2 M_{2}}\right)^{\frac{1}{\alpha}}\right\} .
$$

Then, for every $v \in H_{0}^{1}(\Omega)$ and all $t_{1}, t_{2} \in[0, T]$ such that $0<t_{2}-t_{1}<\delta$, we obtain

$$
\left\|\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right)\right\|_{H^{-1}}=\sup _{\|v\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right), v\right\rangle\right| \leq \epsilon,
$$

that is, $\Phi(u)$ is equicontinuous. In fact,

$$
\begin{aligned}
\left\|\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right)\right\|_{H^{-1}}= & \sup _{\|v\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right), v\right\rangle\right| \\
= & \sup _{\|\nu\|_{H_{0}^{1}} \leq 1} \left\lvert\,\langle\psi(x), v\rangle\left(t_{2}-t_{1}\right)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1}\langle F(u), v\rangle d s\right. \\
& \left.-\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1}\langle F(u), v\rangle d s \right\rvert\, \\
\leq & \left.\|\psi(x)\|_{L^{\infty}(\Omega)}\left|v v \|_{H_{0}^{1}}\right| t_{2}-t_{1}|+|\langle F(u), v\rangle|| \frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} d s \right\rvert\, \\
& +|\langle F(u), v\rangle|\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right) d s\right| \\
\leq & \|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{2}}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left|\left(t_{2}-s\right)^{\alpha-1}\right| d s \\
& +\frac{M_{2}}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left|\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right| d s \\
\leq & \|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{2}}{\alpha \Gamma(\alpha)} t_{2}^{\alpha}-\frac{M_{2}}{\alpha \Gamma(\alpha)} t_{1}^{\alpha} \\
\leq & \|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{2}}{\alpha \Gamma(\alpha)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right) .
\end{aligned}
$$

In the following, we divide the proof into two cases.
Case 1: $\delta \leq t_{1}<t_{2}<T$. Since $1<\alpha<2$, we get

$$
\begin{aligned}
\left\|\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right)\right\|_{H^{-1}} & =\sup _{\|v\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right), v\right\rangle\right| \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{2}}{\alpha \Gamma(\alpha)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right) \\
& =\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{2}}{\alpha \Gamma(\alpha)} \alpha t^{\alpha-1}\left(t_{2}-t_{1}\right) \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{2}}{\Gamma(\alpha)} \delta^{\alpha} \\
& <\|\psi(x)\|_{L^{\infty}(\Omega)} \delta+\frac{M_{2}}{\Gamma(\alpha)} \delta^{\alpha} \\
& <\frac{1}{2} \times \frac{\epsilon}{2}+\left(\frac{1}{2}\right)^{\alpha} \frac{\epsilon}{2} \\
& <\frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon .
\end{aligned}
$$

Here $t_{1}<t<t_{2}$, and we applied the mean theorem $t_{2}^{\alpha}-t_{1}^{\alpha}=\alpha t^{\alpha-1}\left(t_{2}-t_{1}\right)$.

Case 2: $0 \leq t_{1}<\delta, t_{2}<2 \delta$. We have

$$
\begin{aligned}
\left\|\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right)\right\|_{H^{-1}} & =\sup _{\|\nu\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi u\left(t_{2}\right)-\Phi u\left(t_{1}\right), v\right\rangle\right| \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{2}}{\alpha \Gamma(\alpha)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right) \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)} \delta+\frac{M_{2}}{\alpha \Gamma(\alpha)} t_{2}^{\alpha} \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)} \delta+\frac{M_{2}}{\Gamma(\alpha+1)}(2 \delta)^{\alpha} \\
& <\frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon .
\end{aligned}
$$

Therefore, $\Phi$ is equicontinuous and uniformly bounded. By the Arzelà-Ascoli theorem we have that $\Phi$ is compact on the space $B^{\alpha / 2, \beta / 2}(I \times \Omega)$, and so the operator $\Phi(u)$ : $B^{\alpha / 2, \beta / 2}(I \times \Omega) \rightarrow B^{\alpha / 2, \beta / 2}(I \times \Omega)$ is completely continuous. This completes the proof of Theorem 3.8.

Since $B^{\alpha / 2, \beta / 2}(I \times \Omega) \subset C\left([0, T] ; H_{0}^{1}(\Omega)\right)$, combining the results of Theorem 3.8, by the Schauder fixed point theorem (Lemma 2.4) we obtain that the time-space fractional nonlinear superdiffusion equation (1.2) has a unique weak solution $u \in C\left([0, T] ; H_{0}^{1}(\Omega)\right)$.

### 3.3 Existence and uniqueness of weak solutions for the time-space fractional drift superdiffusion equation

In this part, we consider the existence and uniqueness of weak solution for the time-space fractional drift superdiffusion equation. Analogously, we need some functional spaces and their properties for analyzing a multidimensional time-space fractional drift superdiffusion equation. By Lemmas 2.2 and 2.3 we redefine the following spaces as follows [15, 16]:

$$
\begin{equation*}
B^{\alpha / 2, \gamma / 2}(I \times \Omega):=H^{\alpha / 2}\left(I, L^{2}(\Omega)\right) \cap L^{2}\left(I, H_{0}^{\gamma / 2}(\Omega)\right), \quad 1<\alpha<2, \gamma \in(0,1], \tag{3.7}
\end{equation*}
$$

equipped with the norm

$$
\begin{equation*}
\|v\|_{L^{\alpha / 2, \gamma / 2}}(I \times \Omega):=\left(\|v\|_{H^{\alpha / 2}\left(I, L^{2}(\Omega)\right)}^{2}+\|v\|_{L^{2}\left(I, H_{0}^{\gamma / 2}(\Omega)\right)}^{2}\right)^{\frac{1}{2}}, \quad \forall v \in B^{\alpha / 2 / 2 / \gamma / 2}(I \times \Omega) \tag{3.8}
\end{equation*}
$$

where

$$
H^{\alpha / 2}\left(I, L^{2}(\Omega)\right):=\left\{v:\|v(\cdot, t)\|_{L^{2}(\Omega)} \in H^{\alpha / 2}(I)\right\},
$$

endowed with the norm

$$
\begin{equation*}
\|v\|_{H^{\alpha / 2}\left(I, L^{2}(\Omega)\right)}:=\| \| v(\cdot, t)\left\|_{L^{2}(\Omega)}\right\|_{H^{\alpha / 2}(I)} \tag{3.9}
\end{equation*}
$$

Obviously, $B^{\alpha / 2, \gamma / 2}(I \times \Omega)$ is a closed bounded convex subspace (subset) of the standard Banach space $C\left([0, T] ; H_{0}^{1}(\Omega)\right)$. Similarly, we recall the same arguments of Theorem 3.1 in [15] to obtain the following useful inequalities.

Theorem 3.9 Assume that $1<\alpha<2,0<\gamma \leq 1$, and $\theta_{t}(x, 0)=0$. Then, system (1.3) has a unique weak solution in the space $B^{\alpha / 2, \gamma / 2}(I \times \Omega)$. Furthermore,

$$
\begin{equation*}
\|\theta\|_{B^{\alpha / 2, \gamma / 2}(I \times \Omega)} \leq\|\theta(x, 0)\|_{L^{2}(\Omega)}\left\|t^{-\alpha}\right\|_{L^{q}(\Omega)} \leq\|\phi(x)\|_{L^{2}(\Omega)}\left\|t^{-\alpha}\right\|_{L^{q}(\Omega)}, \quad q=\frac{2}{\alpha} . \tag{3.10}
\end{equation*}
$$

Then by Lemma 3.2 problem (1.3) can be reduced to an equivalent integral equation under the fractional-order integral operator $I^{\alpha}$ as in the following problem:

$$
\left\{\begin{array}{rlr}
-\phi(x)-\psi(x) t+\theta(x, t) &  \tag{3.11}\\
\quad=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}(-\operatorname{div}(u \cdot \theta(x, s)) & \\
\left.\quad+\epsilon \Delta \theta(x, s)-(-\Delta)^{\gamma} \theta(x, s)\right) d s & & \text { in } \Omega_{T} \\
\theta(x, t)=0 & & \text { on } \partial \Omega_{T}
\end{array}\right.
$$

Now, we define

$$
\left\{\begin{align*}
\Phi(\theta)= & \phi(x)+\psi(x) t & &  \tag{3.12}\\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}(-\operatorname{div}(u \cdot \theta(x, s)) & & \\
& \left.+\epsilon \Delta \theta(x, s)-(-\Delta)^{\gamma} \theta(x, s)\right) d s & & \text { in } \Omega_{T} \\
\theta(x, t)= & 0 & & \text { on } \partial \Omega_{T}
\end{align*}\right.
$$

Definition 3.3 We call $\theta \in C\left([0, T] ; H_{0}^{1}(\Omega)\right)$ a weak solution of the time fractional-order drift superdiffusion equation (1.3) if $\int_{\Omega}(\theta-\Phi(\theta)) v d x=0$ for all $t \in[0, T]$ and every $v \in$ $H_{0}^{1}(\Omega)$, that is,

$$
\begin{aligned}
\int_{\Omega} \theta v d x= & \int_{\Omega}\left[\phi(x)+\psi(x) t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}(-\operatorname{div}(u \cdot \theta(x, s))\right. \\
& \left.\left.+\epsilon \Delta \theta(x, s)-(-\Delta)^{\gamma} \theta(x, s)\right) d s\right] v d x
\end{aligned}
$$

By the definition of (3.7) we get $B^{\alpha / 2, \gamma / 2}(I \times \Omega) \subset C\left([0, T] ; H_{0}^{1}(\Omega)\right)$, and together with the results of Theorem 3.9, we have the following:

Theorem 3.10 If $1<\alpha<2,0<\gamma \leq 1$, and $\theta_{t}(x, 0)=0$, then the operator $\Phi(\theta): B^{\alpha / 2, \gamma / 2}(I \times$ $\Omega) \rightarrow B^{\alpha / 2, \gamma / 2}(I \times \Omega)$ is completely continuous.

Proof Put

$$
F(\theta)=-\operatorname{div}(u \cdot \theta(x, t))+\epsilon \Delta \theta(x, t)-(-\Delta)^{\gamma} \theta(x, t) .
$$

We can rewrite

$$
\Phi(\theta)=\phi(x)+\psi(x) t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} F(\theta) d s
$$

For each $v \in H_{0}^{1}(\Omega)$ such that $\|v\|_{H_{0}^{1}(\Omega)} \leq 1$, integrating by parts, in terms of the Riesz fractional derivative in Definition 2.4 and Lemma 3.3, since $0<\gamma<1$, by Lemma 3.4, together with the real-order Sobolev imbedding theorem, we have that $H_{0}^{1}(\Omega) \hookrightarrow H_{0}^{\gamma / 2}(\Omega) \hookrightarrow$
$L^{2}(\Omega)$, and thus $\|\theta\|_{L^{2}}(\Omega) \leq\|\theta\|_{H_{0}^{\gamma / 2}(\Omega)} \leq\|\theta\|_{H_{0}^{1}(\Omega)}$. In the following, we denote $\|\theta\|_{H_{0}^{1}(\Omega)}$ and $\|\theta\|_{H_{0}^{-1}(\Omega)}$ by $\|\theta\|_{H_{0}^{1}}$ and $\|\theta\|_{H_{0}^{-1}}$, respectively. Hence, by the Cauchy-Schwarz and Hölder inequalities and by the standard Sobolev imbedding theorem, Theorem 3.9, and Lemma 3.5 , since $1<\alpha<2$, we obtain

$$
\begin{aligned}
& ||F(\theta), v\rangle|=\left|\int_{\Omega}(u \cdot \theta+\epsilon \nabla \theta) \cdot \nabla v d x+\int_{\Omega}\left(-(-\Delta)^{\gamma}\right) \theta(x, t) v d x\right| \\
& \leq\left[\|u\|_{L^{2}(\Omega)}\left(\int_{\Omega}|\theta|^{2} d x\right)^{\frac{1}{2}}+|\epsilon|\left(\int_{\Omega}|\nabla \theta|^{2} d x\right)^{\frac{1}{2}}\right]\left(\int_{\Omega}|\nabla v|^{2} d x\right)^{\frac{1}{2}} \\
& +\left|\left(\left(-(-\Delta)^{\gamma}\right) \theta(x, t), v(x, t)\right)\right| \\
& \leq\left(\|u\|_{L^{2}(\Omega)}\|\theta\|_{L^{2}(\Omega)}+|\epsilon|\|\nabla \theta\|_{L^{2}(\Omega)}\right)\|\nabla v\|_{L^{2}(\Omega)} \\
& +\left|\left(\frac{\partial D^{2 \gamma}}{\partial|x|} \theta(x, t), v(x, t)\right)\right| \\
& \leq\left(\|u\|_{L^{2}(\Omega)}\|\theta\|_{L^{2}(\Omega)}+|\epsilon|\|\nabla \theta\|_{L^{2}(\Omega)}\right)\|\nabla v\|_{L^{2}(\Omega)} \\
& +\left|-C_{\gamma}\left[\left({ }_{a}^{R} D_{x}^{\gamma} \theta \theta_{x}^{R} D_{b}^{\gamma} \nu\right)_{L^{2}(U)}+\left({ }_{x}^{R} D_{b}^{\gamma} \theta{ }_{a}^{R} D_{x}^{\gamma} \nu\right)_{L^{2}(U)}\right]\right| \\
& \leq C_{1}\left(\|u\|_{L^{2}(\Omega)}\|\theta\|_{L^{2}(u)}+\mid \epsilon\|\theta\|_{L^{2}(u)}\right)\|\nu\|_{H_{0}^{1}(\Omega)} \\
& +C_{\gamma}\left[\left\|_{a}^{R} D_{x}^{\gamma} \theta\right\|_{L^{2}(u)}\left\|_{x}^{R} D_{b}^{\gamma} v\right\|_{L^{2}(U)}+\left\|{ }_{x}^{R} D_{b}^{\gamma} \theta\right\|_{L^{2}(u)}\left\|_{a}^{R} D_{x}^{\gamma} v\right\|_{L^{2}(u)}\right] \\
& \leq C_{1}\left(\|u\|_{L^{2}(\Omega)}+\max |\epsilon|\right)\|\theta\|_{L^{2}\left(l, H^{\gamma^{\prime}(\Omega)}\right)}\|\nu\|_{H_{0}^{1}(\Omega)} \\
& +2 C_{\gamma}\|\theta\|_{L^{2}\left(l, H^{\gamma} / 2(\Omega)\right)}\|\nu\|_{H_{0}^{\gamma / 2}\left(I, L^{2}(\Omega)\right)} \\
& =C_{2}\left(\|u\|_{L^{2}(\Omega)}+\max |\epsilon|\right)\|\theta\|_{B^{\alpha / 2}, \gamma / 2}(I \times \Omega)\|\nu\|_{H_{0}^{1}(\Omega)} \\
& +2 C_{\gamma}\|\theta\|_{B^{\alpha / 2}, \gamma / 2(I \times \Omega)}\|\nu\|_{H_{0}^{1}(I \times \Omega)} \\
& \leq C_{3}\left(\|u\|_{L^{2}(\Omega)}+\max |\epsilon|\right)\|\theta\|_{B^{\frac{\alpha}{2}}, \frac{\gamma}{2}(I \times \Omega)}\|\nu\|_{H_{0}^{1}(\Omega)} \\
& +2 C_{\gamma}\|\theta\|_{B^{\alpha / 2}, \gamma / 2(I \times \Omega)}\|\nu\|_{H_{0}^{1}(\Omega)} \\
& \leq C_{3}\left(\|u\|_{L^{2}(\Omega)}+\max |\epsilon|\right)\|\phi(x)\|_{L^{2}(\Omega)}\left\|t^{-\alpha}\right\|_{L^{q}(\Omega)} \\
& +2 C_{\gamma}\|\phi(x)\|_{L^{2}(\Omega)}\left\|t^{-\alpha}\right\|_{L^{q}(\Omega)} \\
& \leq C\|\phi\|_{L^{2}(\Omega)}\left\|t^{-\alpha}\right\|_{L^{q}(\Omega)} \leq M_{3} \text {. }
\end{aligned}
$$

Here, $C_{1}, C_{2}, C_{3}$ denote the best Sobolev constants, respectively, $C=\max \left\{C_{3}\left(\|u\|_{L^{2}(\Omega)}+\right.\right.$ $\left.\max |\epsilon|)+2 C_{\gamma}\right\}$, and $M_{3}$ is a positive constant.
Thus, by the Cauchy-Schwarz inequality we obtain

$$
\begin{aligned}
\|\Phi(\theta)\|_{H^{-1}} & =\sup _{\|v\| \|_{H_{0}^{1}} \leq 1}|\langle\Phi(\theta), v\rangle| \\
& =\sup _{\|v\| \|_{H_{0}^{1}} \leq 1}\left|\langle\phi(x), v\rangle+\langle\psi(x), v\rangle t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\langle F(\theta), v\rangle d s\right| \\
& \leq|\langle\phi(x), v\rangle|+|\langle\psi(x), v\rangle t|+\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\langle F(\theta), v\rangle d s\right| \\
& \leq\|\phi(x)\|_{L^{\infty}(\Omega)}\|v\|_{H_{0}^{1}}+\|\psi(x)\|_{L^{\infty}(\Omega)}\|v\|_{H_{0}^{1}} T
\end{aligned}
$$

$$
\begin{aligned}
& \left.+|\langle F(\theta), v\rangle| \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} d s \right\rvert\, \\
\leq & \|\phi(x)\|_{L^{\infty}(\Omega)}+\|\psi(x)\|_{L^{\infty}(\Omega)} T+\frac{M_{3}}{\Gamma(\alpha)}\left|\int_{0}^{t}(t-s)^{\alpha-1} d s\right| \\
\leq & \|\phi(x)\|_{L^{\infty}(\Omega)}+\|\psi(x)\|_{L^{\infty}(\Omega)} T+\frac{M_{3}}{\alpha \Gamma(\alpha)} t^{\alpha} \\
\leq & \|\phi(x)\|_{L^{\infty}(\Omega)}+\|\psi(x)\|_{L^{\infty}(\Omega)} T+\frac{M_{3}}{\alpha \Gamma(\alpha)} T^{\alpha} .
\end{aligned}
$$

Hence, $\Phi(\theta)$ is bounded.
On the other hand, given $\epsilon>0$, set

$$
\delta=\min \left\{\frac{\epsilon}{4\|\psi(x)\|_{L^{\infty}(\Omega)}}, \frac{1}{2}\left(\frac{\epsilon \Gamma(\alpha)}{2 M_{3}}\right)^{\frac{1}{\alpha}}\right\}
$$

Then, for every $v \in H_{0}^{1}(\Omega)$ and all $t_{1}, t_{2} \in[0, T]$ such that $0<t_{2}-t_{1}<\delta$, we have

$$
\left\|\Phi \theta\left(t_{2}\right)-\Phi \theta\left(t_{1}\right)\right\|_{H^{-1}}=\sup _{\|v\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi \theta\left(t_{2}\right)-\Phi \theta\left(t_{1}\right), v\right\rangle\right| \leq \epsilon,
$$

that is, $\Phi(\theta)$ is equicontinuous. In fact,

$$
\begin{aligned}
\left\|\Phi \theta\left(t_{2}\right)-\Phi \theta\left(t_{1}\right)\right\|_{H^{-1}}= & \sup _{\|v\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi \theta\left(t_{2}\right)-\Phi \theta\left(t_{1}\right), v\right\rangle\right| \\
= & \sup _{\|v\|_{H_{0}^{1} \leq 1}} \left\lvert\,\langle\psi(x), v\rangle\left(t_{2}-t_{1}\right)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1}\langle F(\theta), v\rangle d s\right. \\
& \left.-\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1}\langle F(\theta), v\rangle d s \right\rvert\, \\
\leq & \|\psi(x)\|_{L^{\infty}(\Omega)}\|v\|_{H_{0}^{1}}\left|t_{2}-t_{1}\right| \\
& +|\langle F(\theta), v\rangle|\left|\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} d s\right| \\
& +|\langle F(\theta), v\rangle|\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right) d s\right| \\
\leq & \|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{3}}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left|\left(t_{2}-s\right)^{\alpha-1}\right| d s \\
& +\frac{M_{3}}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left|\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right| d s \\
\leq & \|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{3}}{\alpha \Gamma(\alpha)} t_{2}^{\alpha}-\frac{M_{3}}{\alpha \Gamma(\alpha)} t_{1}^{\alpha} \\
\leq & \|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{3}}{\alpha \Gamma(\alpha)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right)
\end{aligned}
$$

In the following, we divide the proof into two cases.

Case 1: $\delta \leq t_{1}<t_{2}<T$. Since $1<\alpha<2$, we get

$$
\begin{aligned}
\left\|\Phi \theta\left(t_{2}\right)-\Phi \theta\left(t_{1}\right)\right\|_{H^{-1}} & =\sup _{\|\nu\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi \theta\left(t_{2}\right)-\Phi \theta\left(t_{1}\right), v\right\rangle\right| \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{3}}{\alpha \Gamma(\alpha)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right) \\
& =\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{3}}{\alpha \Gamma(\alpha)} \alpha t^{\alpha-1}\left(t_{2}-t_{1}\right) \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{3}}{\Gamma(\alpha)} \delta^{\alpha} \\
& <\|\psi(x)\|_{L^{\infty}(\Omega)} \delta+\frac{M_{3}}{\Gamma(\alpha)} \delta^{\alpha} \\
& <\frac{1}{2} \times \frac{\epsilon}{2}+\left(\frac{1}{2}\right)^{\alpha} \frac{\epsilon}{2}<\frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon .
\end{aligned}
$$

Here $t_{1}<t<t_{2}$, and we applied the mean theorem $t_{2}^{\alpha}-t_{1}^{\alpha}=\alpha t^{\alpha-1}\left(t_{2}-t_{1}\right)$.
Case 2: $0 \leq t_{1}<\delta, t_{2}<2 \delta$. We have

$$
\begin{aligned}
\left\|\Phi \theta\left(t_{2}\right)-\Phi \theta\left(t_{1}\right)\right\|_{H^{-1}} & =\sup _{\|\nu\|_{H_{0}^{1}} \leq 1}\left|\left\langle\Phi \theta\left(t_{2}\right)-\Phi \theta\left(t_{1}\right), v\right\rangle\right| \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)}\left|t_{2}-t_{1}\right|+\frac{M_{3}}{\alpha \Gamma(\alpha)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right) \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)} \delta+\frac{M_{3}}{\alpha \Gamma(\alpha)} t_{2}^{\alpha} \\
& \leq\|\psi(x)\|_{L^{\infty}(\Omega)} \delta+\frac{M_{3}}{\Gamma(\alpha+1)}(2 \delta)^{\alpha} \\
& <\frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon .
\end{aligned}
$$

Therefore, $\Phi$ is equicontinuous and uniformly bounded. By the Arzelà-Ascoli compactness theorem, $\Phi$ is compact on the space $B^{\alpha / 2, \gamma / 2}(I \times \Omega)$, and thus the operator $\Phi(u): B^{\alpha / 2, \gamma / 2}(I \times \Omega) \rightarrow B^{\alpha / 2, \gamma / 2}(I \times \Omega)$ is completely continuous. This completes the proof of Theorem 3.10.

Since $B^{\alpha / 2, \gamma / 2}(I \times \Omega) \subset C\left([0, T] ; H_{0}^{1}(\Omega)\right)$, by Theorem 3.10, using the Schauder fixed point theorem (Lemma 2.4), we obtain that the multidimensional fractional drift superdiffusion equation (1.3) has a unique weak solution $\theta \in C\left([0, T] ; H_{0}^{1}(\Omega)\right)$.

## 4 The conclusions

In this paper, we presented the existence and uniqueness of weak solutions in a standard Banach space $C\left([0, T] ; H_{0}^{1}(\Omega)\right)$ for a class of fractional superdiffusion initial-boundary value problems. For a multidimensional time fractional drift superdiffusion equation, we only considered the simplest case, which includes an artificial diffusion term and assume that the smooth divergence-free vector field (i.e., the drift velocity) $\mathbf{u} \in L^{2}(\Omega)$ only depends on the spatial variable $x$. Then, by recalling the arguments in Theorem 3.1 in [15] we obtained two important inequalities (2.18) and (3.10). Finally, by exploiting the Schauder fixed point theorem and the Arzelà-Ascoli compactness theorem we obtained the unique

# weak solutions for the time-space fractional superdiffusion equation (1.1), the time-space fractional nonlinear superdiffusion equation (1.2), and the multidimensional fractional drift superdiffusion equation (1.3). 
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