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#### Abstract

We discuss the existence and uniqueness of a solution of a boundary value problem for a class of nonlinear fractional functional differential equations with delay involving Caputo fractional derivative. Our work relies on the Schauder fixed point theorem and contraction mapping principle in a cone. We also include examples to show the applicability of our results.
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## 1 Introduction

Fractional calculus is an emerging field in applied mathematics that deals with derivatives and integrals of arbitrary orders and their applications. The original research started on this topic at the end of the seventeenth century. Fractional calculus helps us describing natural phenomena and mathematical models more accurately. Therefore, fractional differential equations are becoming more famous, and the theory and its applications have been greatly improved. For details, we refer to [1-5].

The existence and uniqueness of solutions to boundary value problems for fractional differential equations have gained these days interest of many authors. For details, we also refer to [6, 7], where the authors discuss existence results for coupled systems and uniqueness for $n$ th-order differential equations, respectively. Recently, much research has been done on boundary value problems of fractional ordinary differential equations [8-13] and initial value problems of fractional functional differential equations [14-19].

Naturally, the phenomenon of time-delay is so common and certain. Many changes and processes not only depend on the present status but also on the past status. However, the research on fractional functional differential equations with delay is relatively sparse [20-26]. Therefore, it is necessary to consider the time-delay effect in the mathematical modeling of fractional differential equations. However, there are relatively exiguous results dealing with boundary value problems of fractional functional differential equations with time delays. Mostly, researchers consider the case of implicit functions, so by keeping this in mind we consider neutral functions where the nonlinear function $f$ not only depends on $x_{t}$ but also depends on the fractional derivative $D_{0^{+}}^{\delta} x_{t}$ of the delayed term of the unknown function. Wherefore, in this paper, our aim is to study the existence and uniqueness of a
solution of the following boundary value problem for a fractional differential equation:

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\gamma} x(t)=f\left(t, x_{t},{ }^{c} D_{0^{+}}^{\delta} x_{t}\right), \quad 0<t<1  \tag{1}\\
a x(t)+b x^{\prime}(t)=\zeta(t), \quad-\tau \leq t \leq 0 \\
c x(t)-d x^{\prime}(t)=\eta(t), \quad 1 \leq t \leq 1+\alpha
\end{array}\right.
$$

with $1<\gamma<2$ and $0<\delta<1, \zeta(0)=\eta(1)=0$, and $a, b, c, d \in \mathbb{R}$, where $a, b$ and $c, d$ are not simultaneously zero and such that $b c+a d-a c \neq 0$. For $0<\tau<1$, we denote by $C_{\tau}$ the Banach space of all continuous functions $\phi:[-\tau, \alpha] \rightarrow \mathbb{R}$ endowed with the supremum norm $\|\phi\|=\sup \{|\phi(s)| ;-\tau \leq s \leq \alpha\}$. If $X:[-\tau, 1] \rightarrow \mathbb{R}$, then, for any $t \in[0,1]$, we define $x_{t}$ by $x_{t}(\theta)=x(t+\theta)$ for $\theta \in[-\tau, 0]$, where $\tau, \alpha \geq 0$ are constants satisfying $0 \leq \tau+\alpha<1$, and

$$
C_{\tau}^{+}(0)=\left\{\phi \in C_{\tau} \mid \phi(\theta) \geq 0, \theta \in[-\tau, 0], \phi(0)=0,{ }^{\mathrm{c}} D^{\delta} \phi(s)=0\right\} .
$$

In addition, our work is inspired by three systems [11,22,27]. Li et al. [22] studied the existence of a solution of the following fractional differential equation involving the Caputo fractional derivative:

$$
\left\{\begin{array}{l}
{ }^{\mathrm{c}} D_{0^{+}}^{\alpha} u(t)=f\left(t, u_{t},{ }^{\mathrm{c}} D_{0^{+}}^{\beta} u(t)\right), \quad 0<t<1 \\
u^{\prime}(0)=0, \quad u^{\prime}(1)=\lambda u^{\prime}(\eta),
\end{array}\right.
$$

where ${ }^{\mathrm{c}} D_{0^{+}}^{\alpha}$ and ${ }^{\mathrm{c}} D_{0^{+}}^{\beta}$ are the Caputo fractional derivatives with $2<\alpha<3,0<\beta<1, \eta \in$ $(0,1)$, and $1<\lambda<\frac{1}{2 \eta}$.

Rehman et al. [11] studied the existence and uniqueness of a solution to a nonlinear three-point boundary value problem for the following fractional differential equation:

$$
\left\{\begin{array}{l}
{ }^{\mathrm{c}} D_{0^{+}}^{\delta} u(t)=f\left(t, u(t),{ }^{\mathrm{c}} D_{0^{+}}^{\sigma} u(t)\right), \quad 0 \leq t \leq 1, \\
u(0)=\alpha u(\eta), \quad u(1)=\beta u(\eta),
\end{array}\right.
$$

where $1<\delta<2,0<\sigma<1, \alpha, \beta \in \mathbb{R}, \alpha \eta(1-\beta)+(1-\alpha)(1-\beta \eta) \neq 0$, and $D_{0^{+}}^{\delta}$ and $D_{0^{+}}^{\sigma}$ denote the Caputo fractional derivatives. By the Banach contraction principle and Schauder fixed point theorem they obtained some new results on the existence and uniqueness.

Zhao and Wang [27] studied the existence and uniqueness of a solution to the integral boundary value problem for the nonlinear fractional differential equation

$$
\left\{\begin{array}{l}
{ }^{\mathrm{c}} D_{0^{+}}^{\alpha} u(t)+f\left(t, u_{t}, u^{\prime}(t),{ }^{\mathrm{c}} D_{0^{+}}^{\beta} u(t)\right)=0, \quad t \in J=(0,1] \\
u(0)-\gamma_{1} u(\lambda)=\delta_{1} \int_{0}^{\eta} u(s) d s \\
u(1)-\gamma_{2} u(\lambda)=\delta_{2} \int_{0}^{\eta} u(s) d s, \quad u^{\prime \prime}(0)=0
\end{array}\right.
$$

where $0<\eta<1, \gamma_{1}, \gamma_{2}, \lambda_{1}, \lambda_{2}$ are nonnegative constants, and ${ }^{\mathrm{c}} D_{0^{+}}^{\alpha}$ and ${ }^{\mathrm{c}} D_{0^{+}}^{\beta}$ are the Caputo fractional derivatives of orders $2<\alpha<3$ and $0<\beta<1$. By the Banach contraction principle and Leray-Schauder-type theorems they have found out the existence of such type of functions.

To the best of our knowledge, it looks like nobody considered BVP (1). Therefore, we will find out the existence and uniqueness of a solution of the nonlinear BVP (1) under some further conditions. We consider the effect of time delays of both terms $x_{t}$ and $D_{0^{+}}^{\delta} x_{t}$,
which was not considered in the literature [11, 22, 27]. Therefore, our study improves and extends the previous results in the relevant literature [11, 22, 27].
The paper is arranged as follows. In Section 2, we review some basic definitions and lemmas. Section 3 is devoted to the Green function and to the existence and uniqueness of the defined problem. In Section 4, we explain the existence and uniqueness of solutions using some examples.

## 2 Preliminaries

This part includes some basic definitions and results.

Definition 2.1 The gamma function is defined as

$$
\Gamma(\gamma)=\int_{0}^{\infty} e^{-t} t^{\gamma-1} d t, \quad \gamma>0
$$

One of the basic properties of the gamma function is that it satisfies the functional equation $\Gamma(\gamma+1)=\gamma \Gamma(\gamma)$.

Definition 2.2 The fractional integral for a function $f$ with lower limit $t_{0}$ and order $\gamma$ can be defined as

$$
I_{t_{0}^{+}}^{\gamma} f(t)=\frac{1}{\Gamma(\gamma)} \int_{t_{0}^{+}}^{t} \frac{f(s)}{(t-s)^{1-\gamma}} d s, \quad \gamma>0, t>t_{0}
$$

where the right-hand side of the equality is defined pointwise on $\mathbb{R}^{+}$.

Definition 2.3 The Caputo fractional derivative for a function $f:\left(t_{0},+\infty\right) \rightarrow \mathbb{R}$ of order $\gamma(n-1<\gamma<n)$ is given by

$$
{ }^{\mathrm{c}} D_{t_{0}^{+}}^{\gamma} f(t)=I_{t_{0}^{+}}^{n-\gamma} \frac{d^{n}}{d t^{n}} f(t)=\frac{1}{\Gamma(n-\gamma)} \int_{t_{0}^{+}}^{t} \frac{f^{(n)}(s)}{(t-s)^{\gamma+1-n}} d s, \quad t>t_{0},
$$

where $n=[\gamma]+1([\gamma]$ stands for the bracket function of $\gamma)$.

Definition 2.4 ([28]) Let $X$ be a real Banach space. A subset $K$ of $X$ is called a cone if the following are true:
(i) $K$ is nonempty closed, and $\{\theta, e\} \subset X$ (where $\theta$ is null, and $e$ is the multiplicative identity of the Banach space $X$ );
(ii) $a K+b K \subset K$ for any nonnegative $a, b$;
(iii) $K^{2}=K K \subset K$; and
(iv) $(K) \cap(-K)=\{\theta\}$.

Lemma 2.1 ([29]) Let $\gamma>0$. Then

$$
I_{t_{0}^{+}}^{\gamma \mathrm{c}} D_{t_{0}^{+}}^{\gamma} f(t)=f(t)+c_{0}+c_{1} t+c_{2} t^{2}+\cdots+c_{n-1} t^{n-1}
$$

for some $c_{i} \in \mathbb{R}, i=0,1,2, \ldots, n-1$, where $n=[\gamma]+1$.

Lemma 2.2 (Leray-Schauder fixed point theorem [30]) Let $B$ be a nonempty, bounded, closed, and convex subset of a Banach space $X$, and let $P: B \rightarrow B$ be a compact and continuous map. Then $P$ has a fixed point in $B$.

Lemma 2.3 (The contraction mapping principle [30]) Let $T$ be a contraction on a Banach space $X$. Then $T$ has a unique fixed point in $X$, that is, there is a unique solution $x \in X$ to the equation

$$
T(x)=x .
$$

## 3 Main results

In this part, we find the Green function for the given BVP (1) and then discuss the existence and uniqueness of a solution by using the Schauder fixed point theorem and the Banach contraction principle.
Consider the system

$$
\begin{equation*}
{ }^{\mathrm{c}} D_{0^{+}}^{\gamma} x(t)=u(t), \quad 0<t<1, \tag{2}
\end{equation*}
$$

with boundary conditions

$$
\left\{\begin{array}{l}
a x(t)+b x^{\prime}(t)=\zeta(t),  \tag{3}\\
c x(t)-d x^{\prime}(t)=\eta(t), \\
\zeta(0)=\eta(1)=0
\end{array}\right.
$$

where $1<\gamma<2$, and $u:[0,1] \rightarrow \mathbb{R}$ is a differentiable function. Then we have the following:

Lemma 3.1 A function $x$ is a solution of equation (2) with boundary conditions (3) if and only if it has the form $x(t)=\int_{0}^{1} G(t, s) u(s) d s$, where

$$
G(t, s)= \begin{cases}\frac{1}{\Gamma(\gamma)}(t-s)^{\gamma-1}+\left(\frac{a t-b}{b c+a d-a c}\right)\left[\frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} u(s) d s\right. & \\ \left.-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} u(s) d s\right], & 0 \leq s \leq t \leq 1 \\ \left(\frac{a t-b}{b c+a d-a c}\right)\left[\frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} u(s) d s\right. & \\ \left.-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} u(s) d s\right], & 0 \leq t \leq s \leq 1 .\end{cases}
$$

Proof Applying $I_{0^{+}}^{\gamma}$ to both sides of equation (2) and using Lemma (2.1), we have

$$
\begin{equation*}
x(t)=I_{0^{+}}^{\gamma} u(t)+c_{1}+c_{2} t . \tag{4}
\end{equation*}
$$

Differentiating both sides w.r.t. $t$, we get

$$
x^{\prime}(t)=I_{0^{+}}^{\gamma-1} u(t)+c_{2} .
$$

Using boundary conditions (3), we get $c_{1}=\frac{-b}{a} c_{2}$, so $c x(1)-d x^{\prime}(1)=0$ implies that

$$
\begin{aligned}
& c I_{0^{+}}^{\gamma} u(1)+c c_{1}+c c_{2}-d I_{0^{+}}^{\gamma-1} u(1)-d c_{2}=0 \\
& \frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} u(s) d s-c \frac{b}{a} c_{2}+c c_{2}-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} u(s) d s-d c_{2}=0
\end{aligned}
$$

$$
c_{2}=\left(\frac{a}{b c+a d-a c}\right)\left[\frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} u(s) d s-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} u(s) d s\right] .
$$

Therefore,

$$
c_{1}=\left(\frac{-b}{b c+a d-a c}\right)\left[\frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} u(s) d s-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} u(s) d s\right] .
$$

Hence,

$$
\begin{aligned}
x(t)= & \frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} u(s) d s+\left(\frac{a t-b}{b c+a d-a c}\right)\left[\frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} u(s) d s\right. \\
& \left.-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} u(s) d s\right] \\
= & \frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} u(s) d s+\left(\frac{a t-b}{b c+a d-a c}\right)\left[\frac{c}{\Gamma(\gamma)} \int_{0}^{t}(1-s)^{\gamma-1} u(s) d s\right. \\
& \left.-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{t}(1-s)^{\gamma-2} u(s) d s\right]+\left(\frac{a t-b}{b c+a d-a c}\right)\left[\frac{c}{\Gamma(\gamma)} \int_{t}^{1}(1-s)^{\gamma-1} u(s) d s\right. \\
& \left.-\frac{d}{\Gamma(\gamma-1)} \int_{t}^{1}(1-s)^{\gamma-2} u(s) d s\right] \\
= & \int_{0}^{1} G(t, s) u(s) d s .
\end{aligned}
$$

Here we can easily prove that the integral is also Caputo differentiable. Since

$$
\int_{0}^{1} G(t, s) u(s) d s=I_{0^{+}}^{\gamma-1} u(t)+c_{1}+c_{2} t
$$

where $c_{1}$ and $c_{2}$ are constants, $c_{1}+c_{2} t$ is Caputo differentiable, and $I_{0^{+}}^{\gamma-1} u(t)$ is also Caputo differentiable, the integral is Caputo differentiable.

For convenience, we define

$$
X=\left\{x \mid x \in C[-\tau, 1],{ }^{c} D^{\delta} x \in C[-\tau, 1], 0<\delta<1\right\} .
$$

The space $X$ equipped with the norm

$$
\begin{equation*}
\|x\|_{I}=\max _{t \in I}|x(t)|+\left.\max _{t \in I}\right|^{\mathrm{c}} D^{\delta} x(t) \mid, \quad \text { where } I=(0,1), \tag{5}
\end{equation*}
$$

is a Banach space. For $x_{0}=\phi$, by the definition of $x_{t}$ it follows that

$$
\begin{aligned}
& x_{t}=x(t+\theta), \\
& x_{0}=x(\theta)=\phi(\theta) \quad \text { for } \theta \in[-\tau, 0] .
\end{aligned}
$$

Thus, we have

$$
x(t)=\phi(t) \quad \text { for } t \in[-\tau, 0] .
$$

Since $f:[0,1] \times C_{\tau} \times C_{\tau} \rightarrow \mathbb{R}$ is a continuous function, from Lemma (3.1) we obtain that $x$ is a solution of BVP (1) if and only if it satisfies

$$
x(t)= \begin{cases}\int_{0}^{1} G(t, s) f\left(s, x_{s},{ }^{c} D^{\delta} x_{s}\right) d s, & t \in(0,1), \\ \phi(t), & t \in[-\tau, 0] .\end{cases}
$$

We define the operator $T: X \rightarrow X$ by

$$
T x(t)= \begin{cases}\int_{0}^{1} G(t, s) f\left(s, x_{s},{ }^{\mathrm{c}} D^{\delta} x_{s}\right) d s, & t \in(0,1),  \tag{6}\\ \phi(t), & t \in[-\tau, 0] .\end{cases}
$$

Define the constants

$$
\begin{aligned}
& M=\max _{0 \leq t \leq 1}\left(\int_{0}^{1}|G(t, s) m(s)| d s\right), \quad \text { where } m \in L[0,1], \\
& M^{*}=\max _{0 \leq t \leq 1}\left(\int_{0}^{1}\left|\frac{\partial}{\partial t} G(t, s) m(s)\right| d s\right), \quad \text { where } m \in L[0,1], \\
& N=\frac{a d-d(a-b) \gamma}{b c+a d-a c}+\frac{a c+c(b-a) \gamma}{(b c+a d-a c) \Gamma(2-\delta)} .
\end{aligned}
$$

Theorem 3.1 Suppose that any one of the following is satisfied:
(C1) there exists a nonnegative function $m \in L[0,1]$ such that

$$
\left|f\left(t, x_{t},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} x_{t}\right)\right| \leq m(t)+j\left\|x_{t}\right\|^{\psi_{1}}+k\left\|^{\mathrm{c}} D_{0^{+}}^{\delta} x_{t}\right\|^{\psi_{2}}
$$

for $j, k \in \mathbb{R}^{+}$and $0<\psi_{1}, \psi_{2}<1$, or
$(\mathrm{C} 2)$ there exists a nonnegative function $m \in L[0,1]$ such that

$$
\left|f\left(t, x_{t},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} x_{t}\right)\right| \leq m(t)+j\left\|x_{t}\right\|^{\psi_{1}}+k\left\|^{\mathrm{c}} D_{0^{+}}^{\delta} x_{t}\right\|^{\psi_{2}}
$$

for $j, k \in \mathbb{R}^{+}$and $\psi_{1}, \psi_{2}>1$.
Then BVP (1) has a solution.

Proof Assume that (C1) holds and take

$$
\begin{equation*}
v \geq \max \left\{3\left(M+\frac{M^{*}}{\Gamma(2-\delta)}\right),(3 j N)^{\frac{1}{1-\psi_{1}}},(3 k N)^{\frac{1}{1-\psi_{2}}}\right\} . \tag{7}
\end{equation*}
$$

Let $K:=\left\{x \in X:\left\|x_{s}\right\| \leq v,\left\|^{c} D^{\delta} x_{s}\right\| \leq v, v>0, s \in(-\tau, \alpha)\right\}$. Then by definition (2.4) we can easily prove that $K$ is a cone. For any $x \in X$, we obtain

$$
\begin{aligned}
|T x(t)| & =\left|\int_{0}^{1} G(t, s) f\left(s, x_{s},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} x_{s}\right) d s\right| \\
& \leq \int_{0}^{1}|G(t, s)|\left|f\left(s, x_{s},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} x_{s}\right)\right| d s \\
& \leq \int_{0}^{1}|G(t, s)|\left(m(s)+j\left\|x_{s}\right\|^{\psi_{1}}+k\left\|^{\mathrm{c}} D_{0^{+}}^{\delta} x_{s}\right\|^{\psi_{2}}\right) d s \\
& \leq \int_{0}^{1}|G(t, s) m(s)| d s+\int_{0}^{1}\left(j\left\|x_{s}\right\|^{\psi_{1}}+k\left\|^{\mathrm{c}} D_{0^{+}}^{\delta} x_{s}\right\|^{\psi_{2}}\right) G(t, s) d s .
\end{aligned}
$$

Since $f$ is continuous on $(0,1)$, by the mean value theorem there exists $v$ such that

$$
\begin{aligned}
|T x(t)| \leq & M+j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}\left[\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} d s+\left(\frac{a t-b}{b c+a d-a c}\right)\right. \\
& \left.\times\left\{\frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} d s-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} d s\right\}\right] \\
\leq & M+\frac{j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}}{\Gamma(\gamma)}\left[\frac{t^{\gamma}}{\gamma}+\frac{a t-b}{b c+a d-a c}\left(\frac{c}{\gamma}-d\right)\right] .
\end{aligned}
$$

So,

$$
\begin{equation*}
|T x(t)| \leq M+\frac{j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}}{\Gamma(\gamma+1)}\left[\frac{a d(1-\gamma)+\gamma b d}{b c+a d-a c}\right] . \tag{8}
\end{equation*}
$$

Also,

$$
\begin{aligned}
\left|T x^{\prime}(t)\right| \leq & \int_{0}^{1}\left|\frac{\partial}{\partial t} G(t, s)\right|\left|f\left(s, x_{s},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} x_{s}\right)\right| d s \\
\leq & \int_{0}^{1}\left|\frac{\partial}{\partial t} G(t, s)\right|\left(m(s)+j\left\|x_{s}\right\|^{\psi_{1}}+k\left\|^{\mathrm{c}} D_{0^{+}}^{\delta} x_{s}\right\|^{\psi_{2}}\right) d s \\
\leq & \int_{0}^{1}\left|\frac{\partial}{\partial t} G(t, s) m(s)\right| d s+\left(j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}\right)\left[\frac{1}{\Gamma(\gamma-1)} \int_{0}^{t}(t-s)^{\gamma-2} d s\right. \\
& \left.+\left(\frac{a}{b c+a d-a c}\right)\left\{\frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} d s-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} d s\right\}\right] \\
\leq & M^{*}+\frac{j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}}{\Gamma(\gamma)}\left[t^{\gamma-1}+\frac{a}{b c+a d-a c}\left(\frac{c}{\gamma}-d\right)\right] .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left|T x^{\prime}(t)\right| \leq M^{*}+\frac{j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}}{\Gamma(\gamma+1)}\left[\frac{b c \gamma+a c(1-\gamma)}{b c+a d-a c}\right] . \tag{9}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T x(t) \mid & \leq \frac{1}{\Gamma(1-\delta)} \int_{0}^{t}(t-s)^{-\delta}\left|T x^{\prime}(s)\right| d s \\
& \leq \frac{1}{\Gamma(1-\delta)} \frac{t^{1-\delta}}{1-\delta}\left[M^{*}+\frac{j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}}{\Gamma(\gamma+1)}\left(\frac{b c \gamma+a c(1-\gamma)}{b c+a d-a c}\right)\right] \\
& \leq \frac{M^{*}}{\Gamma(2-\delta)}+\frac{j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}}{\Gamma(\gamma+1) \Gamma(2-\delta)}\left(\frac{b c \gamma+a c(1-\gamma)}{b c+a d-a c}\right) .
\end{aligned}
$$

So by equation (5) we have

$$
\begin{aligned}
\|T x(t)\| \leq & M+\frac{j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}}{\Gamma(\gamma+1)}\left[\frac{a d(1-\gamma)+\gamma b d}{b c+a d-a c}\right]+\frac{M^{*}}{\Gamma(2-\delta)} \\
& +\frac{j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}}{\Gamma(\gamma+1) \Gamma(2-\delta)}\left(\frac{b c \gamma+a c(1-\gamma)}{b c+a d-a c}\right)
\end{aligned}
$$

$$
\begin{aligned}
\leq & M+\frac{M^{*}}{\Gamma(2-\delta)}+\frac{j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}}{\Gamma(\gamma+1)}\left[\frac{a d-d(a-b) \gamma}{b c+a d-a c}\right. \\
& \left.+\frac{a c+c(b-a) \gamma}{b c+a d-a c \Gamma(2-\delta)}\right] \\
\leq & \frac{v}{3}+\left(j\|v\|^{\psi_{1}}+k\|v\|^{\psi_{2}}\right) N \\
\leq & \frac{v}{3}+\frac{v}{3}+\frac{v}{3} \leq v .
\end{aligned}
$$

Thus, $T: K \rightarrow K$. Hence, $T$ is continuous since $f$ and $G$ are continuous. Now if (C2) holds, then we choose

$$
\begin{equation*}
v \leq \min \left\{3\left(M+\frac{M^{*}}{\Gamma(2-\delta)}\right),(3 j N)^{\frac{1}{1-\psi_{1}}},(3 k N)^{\frac{1}{1-\psi_{2}}}\right\} \tag{10}
\end{equation*}
$$

and by the same process as before we obtain $\|T x(t)\| \leq v$, which implies that $T: K \rightarrow K$.
Now we will prove that $T$ is a completely continuous operator.
Let $P:=\max _{0 \leq t \leq 1}\left|f\left(t, x_{t},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} x_{t}\right)\right|+1$. Then, for any $x \in X$ and $t_{1}, t_{2} \in[-\tau, 1]$ with $t_{1}<t_{2}$, by Lemma(3.1), for $0 \leq t_{1} \leq t_{2} \leq 1$, we have

$$
\begin{aligned}
\mid T x & \left(t_{2}\right)-T x\left(t_{1}\right) \mid \\
\leq & \int_{0}^{t_{1}}\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right| P d s+\int_{t_{2}}^{1}\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right| P d s \\
& +\int_{t_{1}}^{t_{2}}\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right| P d s \\
\leq & P \left\lvert\, \frac{1}{\Gamma(\gamma)}\left(\int_{0}^{t_{1}}\left(t_{1}-s\right)^{\gamma-1} d s-\int_{0}^{t_{2}}\left(t_{2}-s\right)^{\gamma-1} d s\right)\right. \\
& \left.+\frac{a\left(t_{2}-t_{1}\right)}{b c+a d-a c}\left(\frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} d s-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} d s\right) \right\rvert\, \\
\leq & \frac{P}{\Gamma(\gamma+1)}\left[\left(t_{2}^{\gamma}-t_{1}^{\gamma}\right)+\frac{a\left(t_{2}-t_{1}\right)(c-d \gamma)}{b c+a d-a c}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
&\left|{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T x\left(t_{2}\right)-{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T x\left(t_{1}\right)\right| \\
&= \frac{1}{\Gamma(1-\delta)}\left|\int_{0}^{t_{2}}\left(t_{2}-s\right)^{-\delta} T x^{\prime}(s) d s-\int_{0}^{t_{1}}\left(t_{1}-s\right)^{-\delta} T x^{\prime}(s) d s\right| \\
& \leq \frac{1}{\Gamma(1-\delta)}\left|\int_{0}^{t_{2}}\left(t_{2}-s\right)^{-\delta} T x^{\prime}(s) d s-\int_{0}^{t_{1}}\left(t_{2}-s\right)^{-\delta} T x^{\prime}(s) d s\right| \\
&+\frac{1}{\Gamma(1-\delta)}\left|\int_{0}^{t_{1}}\left(t_{2}-s\right)^{-\delta} T x^{\prime}(s) d s-\int_{0}^{t_{1}}\left(t_{1}-s\right)^{-\delta} T x^{\prime}(s) d s\right| \\
& \leq \frac{1}{\Gamma(1-\delta)}\left(\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{-\delta}\left|T x^{\prime}(s)\right| d s+\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{-\delta}-\left(t_{1}-s\right)^{-\delta}\right)\left|T x^{\prime}(s)\right| d s\right) \\
& \leq \frac{1}{\Gamma(1-\delta)}\left(\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{-\delta}\left(\int_{0}^{1}\left|\frac{\partial}{\partial t} G(t, s)\right|\left|f\left(t, x_{t},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} x_{t}\right)\right| d t\right) d s\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{0}^{t_{1}}\left[\left(t_{2}-s\right)^{-\delta}-\left(t_{1}-s\right)^{-\delta}\right]\left(\int_{0}^{1}\left|\frac{\partial}{\partial t} G(t, s)\right|\left|f\left(t, x_{t},{ }^{c} D_{0^{+}}^{\delta} x_{t}\right)\right| d t\right) d s \\
\leq & \frac{P(b c \gamma+a c-a c \gamma)}{(b c+a d-a c) \Gamma(2-\delta) \Gamma(\gamma+1)}\left|t_{2}^{1-\delta}-t_{1}^{1-\delta}\right|
\end{aligned}
$$

Hence, for $0 \leq t_{1}<t_{2} \leq 1$, we have

$$
\begin{aligned}
\left\|T x\left(t_{2}\right)-T x\left(t_{1}\right)\right\| \leq & \frac{P}{\Gamma(\gamma+1)}\left[\left|\left(t_{2}^{\gamma}-t_{1}^{\gamma}\right)+\frac{a\left(t_{2}-t_{1}\right)(c-d \gamma)}{b c+a d-a c}\right|\right. \\
& \left.+\left|\frac{(b c \gamma+a c-a c \gamma)}{(b c+a d-a c) \Gamma(2-\delta)}\left(t_{2}^{1-\delta}-t_{1}^{1-\delta}\right)\right|\right]
\end{aligned}
$$

If $-\tau \leq t_{1}<0<t_{2} \leq 1$, then

$$
\begin{aligned}
\left|T x\left(t_{2}\right)-T x\left(t_{1}\right)\right| \leq & \left|T x\left(t_{2}\right)-T x(0)\right|+\left|T x(0)-T x\left(t_{1}\right)\right| \\
\leq & \int_{0}^{1}\left|G\left(t_{2}, s\right)-G(0, s)\right| d s+\left|\phi(0)-\phi\left(t_{1}\right)\right| \\
\leq & \left\lvert\, \frac{P}{\Gamma(\gamma)} \int_{0}^{t_{2}}\left(t_{2}-s\right)^{\gamma-1} d s+\frac{a t_{2}}{b c+a d-a c}\right. \\
& \left.\times\left(\frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} d s-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} d s\right) \right\rvert\,+\phi\left(t_{1}\right) \\
\leq & \frac{P}{\Gamma(\gamma)}\left|\frac{t_{2}^{\gamma}}{\gamma}+\frac{a t_{2}}{b c+a d-a c}\left(\frac{c}{\gamma}-d\right)\right|+\phi\left(t_{1}\right) .
\end{aligned}
$$

Also, if $-\tau \leq t_{1}<0<t_{2} \leq 1$, then

$$
\begin{aligned}
& \left|{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T x\left(t_{2}\right)-{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T x\left(t_{1}\right)\right| \\
& \quad=\frac{1}{\Gamma(1-\delta)}\left|\int_{0}^{t_{2}}\left(t_{2}-s\right)^{-\delta} T x^{\prime}(s) d s\right|-0 \quad\left(\text { by the definition of } C_{\tau}^{+}(0)\right) \\
& \quad \leq \frac{P}{\Gamma(1-\delta)}\left(\frac{t_{2}^{1-\delta}}{1-\delta}\right)
\end{aligned}
$$

Hence, if $-\tau \leq t_{1}<0<t_{2} \leq 1$, then

$$
\left\|T x\left(t_{2}\right)-T x\left(t_{1}\right)\right\| \leq\left|\frac{P}{\Gamma(\gamma)}\left(\frac{t_{2}^{\gamma}}{\gamma}+\frac{a t_{2}}{b c+a d-a c}\left(\frac{c}{\gamma}-d\right)\right)\right|+\left\|\phi\left(t_{1}\right)\right\|+\left|\frac{P t_{2}^{1-\delta}}{\Gamma(2-\delta)}\right|
$$

If $-r \leq t_{1}<t_{2} \leq 0$, then from the definition of $\phi$ we get

$$
\left|T x\left(t_{2}\right)-T x\left(t_{1}\right)\right|=\left|\phi\left(t_{2}\right)-\phi\left(t_{1}\right)\right|
$$

and also

$$
\left|{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T x\left(t_{2}\right)-{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T x\left(t_{1}\right)\right|=\left|{ }^{\mathrm{c}} D_{0^{+}}^{\delta} \phi\left(t_{2}\right)-{ }^{\mathrm{c}} D_{0^{+}}^{\delta} \phi\left(t_{1}\right)\right|=0 .
$$

So

$$
\left\|T x\left(t_{2}\right)-T x\left(t_{1}\right)\right\|=\left\|\phi\left(t_{2}\right)-\phi\left(t_{1}\right)\right\|
$$

Hence, by the preceding we can say that $\left\|T x\left(t_{2}\right)-T x\left(t_{1}\right)\right\| \rightarrow 0$ as $t_{2} \rightarrow t_{1}$, that is, for any $\epsilon>0$, there exists $\delta>0$ independent of $t_{1}, t_{2}$ and $x$ such that $\left|T x\left(t_{2}\right)-T x\left(t_{1}\right)\right| \leq \epsilon$ whenever $\left|t_{2}-t_{1}\right|<\delta$. Therefore, $T: X \rightarrow X$ is completely continuous.

Now we will use the Banach contraction principle to prove the uniqueness of the solution. For convenience, we denote

$$
\begin{aligned}
& L:=\frac{1}{\Gamma(\gamma+1)}\left[\frac{a d(1-\gamma)+\gamma b d}{b c+a d-a c}\right], \\
& L^{*}:=\frac{1}{\Gamma(2-\delta) \Gamma(\gamma+1)}\left[\frac{b c \gamma+a c(1-\gamma)}{b c+a d-a c}\right] .
\end{aligned}
$$

Theorem 3.2 Suppose that

$$
\left|f\left(t, x_{1}, x_{2}\right)-f\left(t, \bar{x}_{1}, \bar{x}_{2}\right)\right| \leq q\left(\left|x_{1}-\bar{x}_{1}\right|+\left|x_{2}-\bar{x}_{2}\right|\right)
$$

for each $0<t<1$ and all $x_{1}, x_{2}, \bar{x}_{1}, \bar{x}_{2} \in C_{\tau}$, where $q$ is a positive constant. If $q<\left(L+L^{*}\right)^{-1}$, then $B V P(1)$ has a unique solution.

Proof From the definition of $T$ we get

$$
\begin{align*}
|T x(t)-T \bar{x}(t)| \leq & \int_{0}^{1}|G(t, s)|\left|f\left(s, x_{s},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} x_{s}\right)-f\left(s, \bar{x}_{s},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} \bar{x}_{s}\right) d s\right| \\
\leq & q\|x-\bar{x}\|\left[\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} d s+\left(\frac{a t-b}{b c+a d-a c}\right)\right. \\
& \left.\times\left\{\frac{c}{\Gamma(\gamma)} \int_{0}^{1}(1-s)^{\gamma-1} d s-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}(1-s)^{\gamma-2} d s\right\}\right] \\
\leq & \frac{q\|x-\bar{x}\|}{\Gamma(\gamma)}\left[\frac{t^{\gamma}}{\gamma}+\frac{a t-b}{b c+a d-a c}\left(\frac{c}{\gamma}-d\right)\right] \\
\leq & \frac{q\|x-\bar{x}\|}{\Gamma(\gamma+1)}\left[\frac{a d(1-\gamma)+\gamma b d}{b c+a d-a c}\right] \\
\leq & q\|x-\bar{x}\| L . \tag{11}
\end{align*}
$$

Also,

$$
\begin{aligned}
\left|{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T x(t)-{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T \bar{x}(t)\right| \leq & \left|\frac{1}{\Gamma(1-\delta)} \int_{0}^{t}(t-s)^{-\delta}\left((T x)^{\prime}(s)-(T \bar{x})^{\prime}(s) d s\right)\right| \\
\leq & \frac{1}{\Gamma(1-\delta)} \int_{0}^{t}(t-s)^{-\delta}\left(\left.\int_{0}^{1}\left|\frac{\partial}{\partial s} G(s, p)\right| \right\rvert\, f\left(p, x_{p},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} x_{p}\right)\right. \\
& \left.-f\left(p, \bar{x}_{p},{ }^{\mathrm{c}} D_{0^{+}}^{\delta} \bar{x}_{p}\right) \mid d p\right) d s \\
\leq & \frac{q\|x-\bar{x}\|}{\Gamma(1-\delta)} \int_{0}^{t}(t-s)^{-\delta}\left(\int_{0}^{t}\left|\frac{\partial}{\partial s} G(s, p)\right| d p\right) d s .
\end{aligned}
$$

Now by the definition of $G(t, s)$ we have

$$
\begin{aligned}
\int_{0}^{1}\left|\frac{\partial}{\partial t} G(t, s)\right| d s \leq & \frac{1}{\Gamma(\gamma-1)} \int_{0}^{t}\left|(t-s)^{\gamma-2}\right| d s+\left(\frac{a}{b c+a d-a c}\right) \\
& \times\left\{\frac{c}{\Gamma(\gamma)} \int_{0}^{1}\left|(1-s)^{\gamma-1}\right| d s-\frac{d}{\Gamma(\gamma-1)} \int_{0}^{1}\left|(1-s)^{\gamma-2}\right| d s\right\} \\
\leq & \frac{1}{\Gamma(\gamma+1)}\left(\frac{b c \gamma+a c(1-\gamma)}{b c+a d-a c}\right)
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\left|{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T x(t)-{ }^{\mathrm{c}} D_{0^{+}}^{\delta} T \bar{x}(t)\right| & \leq \frac{q\|x-\bar{x}\|}{\Gamma(1-\delta)} \int_{0}^{t} \frac{(t-s)^{-\delta}(b c \gamma+a c(1-\gamma))}{\Gamma(\gamma+1)(b c+a d-a c)} d s \\
& \leq \frac{q\|x-\bar{x}\|}{\Gamma(2-\delta) \Gamma(\gamma+1)}\left(\frac{b c \gamma+a c(1-\gamma)}{b c+a d-a c}\right) \\
& \leq q\|x-\bar{x}\| L^{*} . \tag{12}
\end{align*}
$$

From equations (11) and (12) we obtain that

$$
\|T x-T \bar{x}\| \leq q\|x-\bar{x}\| L+q\|x-\bar{x}\| L^{*} \leq q\|x-\bar{x}\|\left(L+L^{*}\right) .
$$

Also, it is clear that, for each $t \in[-\tau, 0],|T x(t)-T \bar{x}(t)|=0$. Hence, by the Banach contraction principle BVP (1) has a unique solution.

## 4 Examples

In this section, we present some examples to explain the applicability of the main results.

Example 1 Consider the following BVP of FFDE:

$$
\begin{equation*}
D_{0^{+}}^{\gamma} x(t)=\frac{\Gamma(\delta+1)}{64}\left(e^{t}-1\right)+\frac{\Gamma(\delta+1)}{120} e^{-t}\left|x_{t}\right|^{\psi_{1}}+\frac{e^{-t}}{143}\left|D_{0^{+}}^{\delta} x_{t}\right|^{\psi_{2}}, \quad 0<t<1, \tag{13}
\end{equation*}
$$

with boundary conditions

$$
\begin{aligned}
& x(t)+2 x^{\prime}(t)=\zeta(t), \quad-\tau \leq t \leq 0, \\
& 3 x(t)-\frac{1}{2} x^{\prime}(t)=\eta(t), \quad 0 \leq t \leq 1,
\end{aligned}
$$

where $\zeta(0)=\eta(1)=0, D_{0^{+}}^{\gamma}$ and $D_{0^{+}}^{\delta}$ are the Caputo derivative with $1<\gamma<2$ and $0<\delta<1$, $t \in(0,1)$. Take $m(t)=\frac{\Gamma(\delta+1)}{64}\left(e^{t}-1\right), j=\frac{\Gamma(\delta+1)}{120} e^{-t}, k=\frac{e^{-t}}{143}$. So

$$
f\left(t, x_{t}, D_{0^{+}}^{\delta} x_{t}\right):=\frac{\Gamma(\delta+1)}{64}\left(e^{t}-1\right)+\frac{\Gamma(\delta+1)}{120} e^{-t}\left|x_{t}\right|^{\psi_{1}}+\frac{e^{-t}}{143}\left|D_{0^{+}}^{\delta} x_{t}\right|^{\psi_{2}} .
$$

Then, for $t \in(0,1)$, we obtain

$$
\left|f\left(t, x_{t}, D_{0^{+}}^{\delta} x_{t}\right)\right| \leq m(t)+j\left|x_{t}\right|^{\psi_{1}}+k\left|D_{0^{+}}^{\delta} x_{t}\right|^{\psi_{2}} .
$$

For $0<\psi_{1}, \psi_{2}<1$, (C1) is satisfied. Similarly, for $\psi_{1}, \psi_{2}>1,(\mathrm{C} 2)$ of Theorem 3.1 is proved. Therefore, BVP (13) has a solution.

Example 2 Consider BVP for the fractional functional differential equation

$$
\begin{equation*}
D_{0^{+}}^{\frac{3}{2}} x(t)=\frac{\left|x_{t}\right|+\left|D_{0^{+}}^{\frac{1}{2}} x_{t}\right|}{\left.\left(12+15 e^{2 t}\right)\left(1+\left|x_{t}\right|+\left\lvert\, D_{0^{+}}^{\frac{1}{2}} x_{t}\right.\right) \right\rvert\,} \tag{14}
\end{equation*}
$$

with boundary conditions

$$
\begin{aligned}
& x(0)+2 x^{\prime}(0)=0, \\
& 3 x(1)-\frac{1}{2} x^{\prime}(1)=0 .
\end{aligned}
$$

Here $\gamma=\frac{3}{2}, \delta=\frac{1}{2}$, and

$$
f\left(t, x_{t}, D_{0^{+}}^{\delta} x_{t}\right)=\frac{\left|x_{t}\right|+\left|D_{0^{+}}^{\frac{1}{2}} x_{t}\right|}{\left(12+15 e^{2 t}\right)\left(1+\left|x_{t}\right|+\left|D_{0^{+}}^{\frac{1}{2}} x_{t}\right|\right)} .
$$

Take

$$
f\left(t, x_{1}, x_{2}\right)=\frac{\left|x_{1}\right|+\left|x_{2}\right|}{\left(12+15 e^{2 t}\right)\left(1+\left|x_{1}\right|+\left|x_{2}\right|\right)}
$$

and consider $x_{1}, x_{2}, \bar{x}_{1}, \bar{x}_{2} \in C_{\tau}$. Then, for every $t \in[0,1]$,

$$
\begin{aligned}
\left|f\left(t, x_{1}, x_{2}\right)-f\left(t, \bar{x}_{1}, \bar{x}_{2}\right)\right| & =\frac{1}{12+15 e^{2 t}}\left|\frac{\left|x_{1}\right|+\left|x_{2}\right|}{1+\left|x_{1}\right|+\left|x_{2}\right|}-\frac{\left|\bar{x}_{1}\right|+\left|\bar{x}_{2}\right|}{1+\left|\bar{x}_{1}\right|+\left|\bar{x}_{2}\right|}\right| \\
& \leq \frac{1}{12+15 e^{2 t}}\left(\frac{\left|x_{1}-\bar{x}_{1}\right|+\left|x_{2}-\bar{x}_{2}\right|}{\left(1+\left|x_{1}\right|+\left|x_{2}\right|\right)\left(1+\left|\bar{x}_{1}\right|+\left|\bar{x}_{2}\right|\right)}\right) \\
& \leq \frac{1}{12+15 e^{2 t}}\left(\left|x_{1}-\bar{x}_{1}\right|+\left|x_{2}-\bar{x}_{2}\right|\right) \\
& \leq \frac{1}{27}\left(\left|x_{1}-\bar{x}_{1}\right|+\left|x_{2}-\bar{x}_{2}\right|\right) .
\end{aligned}
$$

For every $t \in[-\tau, 0]$, we have

$$
\begin{aligned}
\left|f\left(t, x_{1}, x_{2}\right)-f\left(t, \bar{x}_{1}, \bar{x}_{2}\right)\right| & =\frac{1}{12+15 e^{2 t}}\left|\frac{\left|x_{1}\right|+\left|x_{2}\right|}{1+\left|x_{1}\right|+\left|x_{2}\right|}-\frac{\left|\bar{x}_{1}\right|+\left|\bar{x}_{2}\right|}{1+\left|\bar{x}_{1}\right|+\left|\bar{x}_{2}\right|}\right| \\
& \leq \frac{1}{12+15 e^{2 t}}\left(\frac{\left|x_{1}-\bar{x}_{1}\right|+\left|x_{2}-\bar{x}_{2}\right|}{\left(1+\left|x_{1}\right|+\left|x_{2}\right|\right)\left(1+\left|\bar{x}_{1}\right|+\left|\bar{x}_{2}\right|\right)}\right) \\
& \leq \frac{1}{12}\left(\left|x_{1}-\bar{x}_{1}\right|+\left|x_{2}-\bar{x}_{2}\right|\right) .
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
L & =\frac{1}{\Gamma(\gamma+1)}\left[\frac{a d(1-\gamma)+\gamma b d}{b c+a d-a c}\right] \\
& =\frac{1}{\Gamma\left(\frac{3}{2}+1\right)}\left[\frac{a d\left(1-\frac{3}{2}\right)+\frac{3}{2} b d}{b c+a d-a c}\right] \\
& \approx 0.268,
\end{aligned}
$$

$$
\begin{aligned}
L^{*} & =\frac{1}{\Gamma(2-\delta) \Gamma(\gamma+1)}\left[\frac{b c \gamma+a c(1-\gamma)}{b c+a d-a c}\right] \\
& =\frac{1}{\Gamma\left(\frac{3}{2}\right) \Gamma\left(\frac{3}{2}+1\right)}\left[\frac{\frac{3}{2} b c+a c\left(1-\frac{3}{2}\right)}{b c+a d-a c}\right] \\
& \approx 1.82 .
\end{aligned}
$$

Also, $\left(L+L^{*}\right)^{-1} \approx 0.478$. This means that $q=0.037<0.083<\left(L+L^{*}\right)^{-1}$. Hence, by Theorem (3.2), BVP (14) has a unique solution.
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