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Abstract
This paper considers a class of fractional-order complex-valued Hopfield neural
networks (CVHNNs) with time delay for analyzing the dynamic behaviors such as local
asymptotic stability and Hopf bifurcation. In the case of a neural network with hub
and ring structure, the stability of the equilibrium state is investigated by analyzing
the eigenvalue of the corresponding characteristic matrix for the hub and ring
structured fractional-order time delay models using a Laplace transformation for the
Caputo-fractional derivatives. Some sufficient conditions are established to guarantee
the uniqueness of the equilibrium point. In addition, conditions for the occurrence of
a Hopf bifurcation are also presented. Finally, numerical examples are given to
demonstrate the effectiveness of the derived results.
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1 Introduction
The discipline of neural networks, as other fields of science, has a long history of evolu-
tion with lots of ups and downs. In  Warren McCulloch and Walter Pitts presented
the first model of artificial neurons, named the Threshold Logic Unit (TLU). In the last
few decades, the subjective analysis of neural networks (NNs) has received huge attention
because of its strong applications in numerous fields such as signal and image processing,
associative memories, combinatorial optimization and many others [–]. However, such
practical applications of NNs are strongly dependent on the qualitative behaviors of NNs.
In both biological and physical models, the occurrence of time delays plays an important
role. Time delay, which happens usually due to system process and information flow to a
particular part of dynamical systems, is unavoidable. Time delays in NNs may cause un-
expected dynamical behaviors, like oscillation and poor performance, in networks; see
[–]. Thus, the analysis on NNs with the effects of time delays has attracted the atten-
tion of many researchers and results have been published [–]. The stability of neural
networks with both leakage delay and a reaction-diffusion term is discussed, and several
sufficient conditions were obtained with the help of analysis technique and Lyapunov the-
ory []. The problem of fixed-time synchronization of memristive neural networks was
studied in [].
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Fractional calculus was introduced many years ago [, , , ], but in recent years the
development of fractional calculus was improved step by step in many fields such as en-
gineering mathematics, applied mathematics, and many fields of physics. Thus, recently
researchers were strongly attracted towards fractional-order systems compared with the
integer-order one because of their great advantage of infinite memory and hereditary
properties [, –]. In the field of neural networks, since the importance of the memory
term is extremely high, the incorporation of fractional terms into neural networks leads
to a new class of networks called fractional-order NNs []. Fractional-order neural net-
works with parameters such as state vectors, nonlinear activation functions and weight
functions in a complex domain C

n are called fractional-order complex-valued neural net-
works (CVNNs) [, , –]. CVNNs has more remarkable applications in various dy-
namical systems, such as Lyapunov asymptotic stability, global stability and Hopf bifurca-
tions compared with the real-valued NNs [, , –]. In real-valued NNs, continuously
differentiable and bounded sigmoid activation functions are to be chosen, but in the case
of a complex domain the activation functions are entire bounded, and they will reduce to
a constant in the complex domain according to the Liouville theorem []. Therefore in
the complex domain choosing the appropriate activation function is a great challenge [,
].

NNs contain several types of structures such as hub structure, ring structure and so on.
In NNs, for appropriate neuronal wiring, it is necessary to have coordinated activation of
neuronal assemblies. Hypothetically a few highly linked neurons with long ranging con-
nectivity, the ‘hub neurons’, would be the most effective manner to organize network-wide
synchronicity. Therefore, it is significant to consider the hub structure in neural networks
to realize better performance. Moreover, ring architectures can be found in a number of
neural structures from neurons in the mind and other sciences. The factual cortical bond-
ing prototype is tremendously sparse. Almost all connections among adjacent cells and
long range links became very rare. Thus, ring NNs can be analyzed to gain better un-
derstanding of the mechanisms underlying the performance of NNs. Many authors have
discussed global stability, Lyapunov stability for the fractional-order NNs, see [, , ,
, –], and for finite-time stability results are discussed in [] and bifurcation of a
delayed fractional systems is considered in [, –].

Stability theory is one of the most important and rapidly developing fields of applied
mathematics and mechanics. In the design of a dynamical neural network it is always of
interest to study the stability properties of the network. The stability studies in NNs have
been developed finding the conditions which ensure that each trajectory of the network
converges to an equilibrium point depending on the initial conditions. These completely
stable NNs have been used as computing and cognitive machines. Moreover, it is well
known that the dynamic behaviors such as periodic phenomenon, bifurcation and chaos
are also of great interest. In general, in a dynamical system, if a parameter is allowed to
vary, then the behavior of the whole dynamical system may change. The value of the pa-
rameter at which these changes occur is known as the bifurcation value and the parameter
that is varied is known as the bifurcation parameter. In delay differential equations, Hopf
bifurcation occurs in systems of differential equations consisting of two or more equations.
Even though there is an extensive literature on bifurcation analysis of some special NNs,
most of them deal only with the two-equation models and there were only few papers on
the bifurcations of the high-dimensional models [–]. However, all above mentioned
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works are on the bifurcation analysis of integer-order NNs. Nevertheless, most results
on the integer-order NNs cannot be simply extended to the case of the fractional-order
one. To the best of our knowledge, no work on the Hopf bifurcation analysis of fractional-
order CVHNNs with hub structure and ring structure has been proposed in the literature.
Therefore, this paper aims at fulfilling such a gap by investigating the stability and Hopf
bifurcation of a class of delayed fractional-order CVHNNs with hub structure and ring
structure.

Motivated by the above discussion, in this paper we investigate the stability and Hopf
bifurcation of the fractional-order CVHNNs with time delays in two types of structures
named ring and hub structures. First we consider the fractional-order CVHNNs in the hub
structure with time delays. Later the sufficient conditions for stability of the fractional sys-
tem with respect to the equilibrium point of the system are derived by using some inequal-
ity techniques. Further, the bifurcation point of the hub structure with the corresponding
critical frequency of the system and for the case similar to the ring structured one are de-
rived. By using the bifurcation point and critical frequency the transversality condition is
verified for the point of bifurcation occurring.

The rest of the paper is organized as follows. Necessary basic definitions and a prob-
lem description are given in Section . In Section , the two structures of fractional-order
CVHNNs with time delays to investigate the stability and Hopf bifurcation point of the
system are presented and two numerical examples are to validate the efficacy of our the-
oretical findings in Section  and lastly a conclusion is discussed in Section .

Notations and preliminaries. The authors have derived the results using the following
notations in this paper. Rn and C

n are n-dimensional euclidean space and n-dimensional
complex domain, respectively. z(t) is a complex variable and is denoted z(t) = x(t) + iy(t),
which is in the complex domain. C

 Dα
t z(t) denotes the Caputo-fractional derivative of the

complex variable z(t). There are several definitions of fractional-order derivatives and
fractional integrals are extensively used, named the Riemann-Liouville derivative and in-
tegrals, the Caputo derivative, and Grunwald-Letnikov derivative etc. In this section we
give the definitions of the first two.

Definition  ([]) The Riemann-Liouville fractional derivatives Dα
a+g and Dα

b–g of order
α ∈ C([R(α)] ≥ ) are defined by

(
Dα

a+g
)
(y) =


�(n – α)

(
d
dy

)n ∫ y

a

g(γ ) dγ

(y – γ )α–n+

(
n =

[
R(α)

]
+ ; y > a

)

and

(
Dα

b–g
)
(y) =


�(n – α)

(
d
dy

)n ∫ b

y

g(γ ) dγ

(γ – y)α–n+

(
n =

[
R(α)

]
+ ; y < b

)
,

where [R(α)] means that integral part of R(α).

Definition  ([]) The Riemann-Liouville fractional integral of order α >  for a contin-
uous function g : R+ →R is defined as

Iαg(y) =


�(α)

∫ y


(y – γ )(α–)g(γ ) dγ ,
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where Iα denotes the Riemann-Liouville fractional integral of order α and �(α) is the
Gamma function.

Definition  ([]) The Caputo-fractional derivative of order α >  for a function g ∈
C

n+([,∞),R) is as follows (the set of all n +  order continuous differentiable functions
on [,∞) is used):

C
 Dα

t g(t) = In–αDng(t),

=


�(n – α)

∫ t


(t – γ )(n–α–)g(n)(γ ) dγ ,

where n is the first integer greater than α, that is, n –  < α < n.
Especially, when α ∈ (, )

C
 Dα

t g(t) =


�( – α)

∫ t


(t – γ )–αg ′(γ ) dγ .

Definition  ([]) The Gamma function is defined as

�(z) =
∫ ∞


e–ttz– dt

(
Re(z) > 

)
,

where the Re(z) is the real part of z.

2 Model description
In this section we announce the stability analysis of the following fractional-order
CVHNNs system with time delays:

C
 Dα

t zr(t) = –crzr(t) +
n∑

m=

armfm
(
zm(t)

)
+

n∑

m=

brmfm
(
zm(t – γrm)

)
, r = , , , . . . , n. ()

Here, α ∈ (, ), zr are the complex state variables, (z(t) = (z(t), z(t), z(t), . . . , zn(t))T ), cr ∈
R

n×n are the self-regulating parameters of the neurons, A = (arm)n×n, B = (brm)n×n are the
complex inter connection matrices without and with time delays t and t – γrm. The fm :
C →C are the complex-valued activation functions for the input-output neurons and the
system () can be written as

C
 Dα

t Z(t) = –CZ(t) + AF
(
z(t)

)
+ BF

(
z(t – γ )

)
, ()

where Z(t) = (z(t), z(t), z(t), . . . , zn(t))T , C = diag(c, c, c, . . . , cn) ∈R
n×n (for each cr > ),

A = (arm)n×n ∈C
n×n, B = (brm)n×n ∈C

n×n.
The activation functions are given by F(z(t)) = (f(z(t)), f(z(t)), f(z(t)), . . . , fn(zn(t)))T ,

F(z(t – γ )) = (f(z(t – γr)), f(z(t – γr)), . . . , fn(zn(t – γrn)))T , r = , , , . . . , n. We denote
z(t) = x(t) + iy(t), z(tγ ) = z(t – γ ) = x(t – γ ) + iy(t – γ ), A = AR + iAI , B = BR + iBI and
f (z) = f R(x, y) + if I(x, y) with x, y : R → R

n, AR, AI , BR, BI ∈ R
n×n; the system () can be

equivalently written as the following real-valued fractional-order system:

C
 Dα

t x(t) = –Cx(t) + ARFR(
z(t)

)
+ BRFR(

z(tγ )
)

– AIFI(z(t)
)

– BIFI(z(tγ )
)
, ()

C
 Dα

t y(t) = –Cy(t) + AIFR(
z(t)

)
+ BIFR(

z(tγ )
)

+ ARFI(z(t)
)

+ BRFI(z(tγ )
)
. ()
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Now, consider u(t) = (x(t), y(t))T ∈R
n,

C̃ =

(
C 
 C

)

, Ã =

(
AR –AI

AI AR

)

, B̃ =

(
BR –BI

BI BR

)

.

The system () and () can be written as

C
 Dα

t u(t) = –C̃u(t) + ÃF̃
(
u(t)

)
+ B̃F̃

(
u(tγ )

)
. ()

Let us consider u∗ = (x∗, y∗)T to be an equilibrium state of the system (). In general, for
the linearization of system () at the equilibrium point the system can be written as

C
 Dα

t u(t) = –Cu(t) + Āu(t) + B̄u(t – γ ). ()

Here C = diag(c, c, c, . . . , cn), ĀR = (āR
pq)n×n, ĀI = (āI

pq)n×n, B̄R = (B̄R
pq)n×n and B̄I =

(b̄I
pq)n×n. Now taking the Laplace transform on both sides of the system (), we get the

Jacobian matrix of the system as

J(s) =

(
j –j
j j

)

,

where

j =

⎛

⎜
⎜⎜
⎜⎜
⎝

sα + c – āR
 – b̄R

e–sγ –āR
 – b̄R

e–sγ · · · –āR
n – b̄R

ne–sγn

–āR
 – b̄R

e–sγ sα + c – āR
 – b̄R

e–sγ · · · –āR
n – b̄R

ne–sγn

· · · · · · . . . · · ·
–āR

n – b̄R
ne–sγn –āR

n – b̄R
ne–sγn · · · sα + cn – āR

nn – b̄R
nne–sγnn

⎞

⎟
⎟⎟
⎟⎟
⎠

and

j =

⎛

⎜⎜⎜
⎜⎜
⎝

āI
 + b̄I

e–sγ āI
 + b̄I

e–sγ · · · āI
n + b̄I

ne–sγn

āI
 + b̄I

e–sγ āI
 + b̄I

e–sγ · · · āI
n + b̄I

ne–sγn

· · · · · · . . . · · ·
āI

n + b̄I
ne–sγn āI

n + b̄I
ne–sγn · · · āI

nn + b̄I
nne–sγnn

⎞

⎟⎟⎟
⎟⎟
⎠

.

The characteristic matrix of the system () is J(s) and the characteristic polynomial is
obtained by taking the determinant of J(s). The stability of the equilibrium state Z∗ =
(z∗

 , z∗
, . . . , z∗

n) in the fractional-order system is determined by the eigenvalues of Det(J(s)).

Lemma  ([]) If all the roots of the characteristic equation Det(J(s)) have negative real
parts, then the zero equilibrium of system () is Lyapunov globally asymptotically stable.

Lemma  ([]) If the order of the system () lies between  and  all the characteristic
roots of the matrix J(s) satisfy | arg(λ)| > απ

 and the characteristic equation Det(J(s)) has
no purely imaginary roots for any γrm > , r = m = , , , . . . , n, then the zero equilibrium
solution of system () is Lyapunov globally asymptotically stable.
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To determine our theoretical results we make the following hypothesis:

(H) The nonlinear activation functions fq (q = , , , . . . , n) satisfies the Lipschitz condi-
tion, that is, there exist constants Fk >  such that

∣∣fq(x) – fq(y)
∣∣ ≤ Fk|x – y|, for all x, y ∈ R.

(H) There exist constants ζp (p = , , , . . . , n) such that the following inequality holds:

ζpcp >
n∑

k=

ζp
(
Fk|apk| + Fk|bpk|

)
, p = , , , . . . , n.

Lemma  ([]) If hypotheses (H) and (H) are satisfied then there exists a unique equi-
librium point for the system ().

Remark  From Lemma , we can conveniently discuss the existence and uniqueness of
the equilibrium point for neural networks.

3 Main results
3.1 Fractional-order CVHNNs with hub structure and time delays
In this section, we consider the fractional-order CVHNNs for n ≥  neurons with hub
structure and time delays to investigate the stability and Hopf bifurcation phenomenon,

⎧
⎪⎪⎨

⎪⎪⎩

C
 Dα

t z(t) = –cz(t) +
∑n

m= amfm(zm(t)) + bf(z(t – γ)),
C
 Dα

t zr(t) = –crzr(t) + arf(z(t)) + arrfr(zr(t)) + bfr(zr(t – γ )),

r = , . . . , n,

()

where α ∈R and  < α < , c, cr >  (r = , , . . . , n). zr(t) are complex states. Here, the first
neuron (named the central neuron) is the center of the hub, and all the other r –  neurons
(named the peripheral neurons) are connected directly only to the central neuron and to
themselves. The interconnection matrix of this neural network model () is,

A =

⎛

⎜⎜
⎜⎜
⎜⎜
⎜
⎝

a a a · · · an

a a  · · · 
a  a · · · 

· · · · · · · · · . . . · · ·
an   · · · ann

⎞

⎟⎟
⎟⎟
⎟⎟
⎟
⎠

∈C
n×n,

B =

⎛

⎜
⎜⎜⎜
⎜⎜
⎜
⎝

b   · · · 
 b  · · · 
  b · · · 

· · · · · · · · · . . . · · ·
   · · · b

⎞

⎟
⎟⎟⎟
⎟⎟
⎟
⎠

∈C
n×n.

Let Z∗ = (z∗
 , z∗

, . . . , z∗
n)T be an equilibrium point of the system (). The system () can be

written in the following vector form:

C
 Dα

t Z(t) = –CZ(t) + AF
(
z(t)

)
+ BF

(
z(tγ )

)
, ()
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with diagonal matrix C = (c, c, c, . . . , cn) ∈R
n×n, A, B ∈ C

n×n, F(z(t)) = (f(z(t)), f(z(t)),
f(z(t)), . . . , fn(zn(t)))T , F(z(tγ )) = (f(z(t – γ)), f(z(t – γ )), f(z(t – γ )), . . . , fn(zn(t – γ )))T

for the linearization of system () about the equilibrium point of the system () and we
assume γ = γ . The system () is linearized and the vector form of the system is

C
 Dα

t Z(t) = –CZ(t) + ĀZ(t) + B̄Z(t – γ ), ()

where C = 	c, c, c, . . . , cn
,

Ā =

⎛

⎜⎜
⎜⎜
⎜⎜
⎜
⎝

ā ā ā · · · ān

ā ā  · · · 
ā  ā · · · 

· · · · · · · · · . . . · · ·
ān   · · · ānn

⎞

⎟⎟
⎟⎟
⎟⎟
⎟
⎠

, B̄ =

⎛

⎜⎜
⎜⎜
⎜⎜
⎜
⎝

b̄   · · · 
 b̄  · · · 
  b̄ · · · 

· · · · · · · · · . . . · · ·
   · · · b̄

⎞

⎟⎟
⎟⎟
⎟⎟
⎟
⎠

.

Taking the Laplace transform on both sides of (), we have

sαz(s) – sα–ψ() = –cz(s) + āz(s) + āz(s) + āz(s) + · · · + ānzn(s)

+ b̄e–sγ
(

z(s) +
∫ 

–γ

e–stψ(t) dt
)

,

sαz(s) – sα–ψ() = –cz(s) + āz(s) + āz(s)

+ b̄e–sγ
(

z(s) +
∫ 

–γ

e–stψ(t) dt
)

,

sαz(s) – sα–ψ() = –cz(s) + āz(s) + āz(s)

+ b̄e–sγ
(

z(s) +
∫ 

–γ

e–stψ(t) dt
)

,

...

sαzn(s) – sα–ψn() = –cnzn(s) + ānz(s) + ānnzn(s)

+ b̄e–sγ
(

zn(s) +
∫ 

–γ

e–stψn(t) dt
)

,

where zr(s) is the Laplace transform of zr(t), that is, zr(s) = L(zr(t)), r = , , , . . . , n, ψr(t),
r = , , , . . . , n, t ∈ [–γ , ), is the initial value of (). Moreover, the above equation can be
rewritten as follows:

J
(
Z∗)Z(s) = G(s), ()

where Z(s) = (z(s), z(s), z(s), . . . , zn(s))T , G(s) = (g(s), g(s), g(s), . . . , gn(s))T , g(s) = sα– ×
ψ() + b̄e–sγ ∫ 

–γ
e–stψ(t) dt, g(s) = sα–ψ() + b̄e–sγ ∫ 

–γ
e–stψ(t) dt, g(s) = sα–ψ() +

b̄e–sγ ∫ 
–γ

e–stψ(t) dt, . . . , gn(s) = sα–ψn() + b̄e–sγ ∫ 
–γ

e–stψn(t) dt.
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For convenience, we take
⎧
⎨

⎩
c – ā – b̄e–sγ = P,

cp – āpp – b̄e–sγ = Q, p = , , . . . , n.
()

Then the Jacobian matrix of the system () is

J
(
Z∗) =

⎛

⎜⎜⎜
⎜⎜
⎜⎜
⎝

sα + P –ā –ā · · · –ān

–ā sα + Q  · · · 
–ā  sα + Q · · · 

· · · · · · · · · . . . · · ·
–ān   · · · sα + Q

⎞

⎟⎟⎟
⎟⎟
⎟⎟
⎠

. ()

It follows that J(Z∗) is an n × n matrix (n ≥  in hub structure). Now we find the determi-
nant of J(Z∗), that is, Det(J(Z∗)) = . The characteristic equation Det(J(z∗)) =  determines
the local stability of the equilibrium solution. The characteristic roots of J(Z∗) satisfy the
characteristic equation Det(J(z∗)) = .

If n = , the characteristic equation Det(J(Z∗)) =  satisfies

Det
(
J
(
Z∗)) =

(
sα + Q

)(
sα + (P + Q)sα + PQ – H

)
.

If n = , the characteristic equation Det(J(Z∗)) =  satisfies

Det
(
J
(
Z∗)) =

(
sα + Q

)(sα + (P + Q)sα + PQ – H
)
.

If n = , the characteristic equation Det(J(Z∗)) =  satisfies

Det
(
J
(
Z∗)) =

(
sα + Q

)(sα + (P + Q)sα + PQ – H
)
,

where P = c – ā – b̄e–sγ , Q = cr – ārr – b̄e–sγ , H =
∑n

m= amam, r = , , . . . , n.
The characteristic equation Det(J(Z∗)) =  satisfies

Det
(
J
(
Z∗)) =

(
sα + cr – ārr – b̄e–sγ )n–

(

sα +
(
c – ā – b̄e–sγ + cr

– ārr – b̄e–sγ )
sα +

(
c – ā – b̄e–sγ )(

cr – ārr – b̄e–sγ )

–
n∑

m=

amam

)

=  ()

with P, Q, H ∈C defined above depending on the equilibrium Z
∗ and the system parame-

ters c, cr , arm, b, b. Then the characteristic equation () will have the form

sα + (P + Q)sα + PQ – H = . ()

If the peripheral neurons are identical, then for convenience we take Q = c – ā – b̄e–sγ .
Then () can be written as
sα + (c – ā – b̄e–sγ + c – ā – b̄e–sγ )sα + (c – ā – b̄e–sγ )(c – ā – b̄e–sγ ) – H = , then
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it can be written in the form of

sα + Csα + C +
(
C + Csα

)
e–sγ + Ce–sγ = , ()

where Cl (l = , , . . . , ) are defined by C = ((c +c)–(ā + ā)), C = (cc –cā – āc +
āā – H), C = āb̄ + āb̄ – b̄c – b̄c, C = –(b̄ + b̄), C = b̄b̄. For investigating (),
we obtain the following characteristic polynomial:

E(s) + E(s)e–sγ + E(s)e–sγ = , ()

where E(s) = sα + Csα + C, E(s) = C + Csα , E(s) = C.
By multiplying esγ on both sides of (), we get

E(s)esγ + E(s) + E(s)e–sγ = . ()

Let Ar and Br be the real and imaginary parts of Er(s) (r = , , ) and Ar , Br (r = , , ) are
defined as

A = ωα cosαπ + cω
α cos

απ


– cω

α sin
απ


+ c,

A = cω
α cos

απ


– cω

α sin
απ


+ c,

A = c, B = ωα sinαπ + cω
α sin

απ


+ cω

α sin
απ


+ c,

B = cω
α sin

απ


+ cω

α cos
απ


+ c, B = c,

and
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

c = Re(C), c = Re(C), c = Re(C),

c = Re(C), c = Re(C),

c = Im(C), c = Im(C), c = Im(C),

c = Im(C), c = Im(C).

()

Then by using Ar , Br and substituting () in () we get

(A + iB)esγ + (A + iB) + (A + iB)e–sγ = . ()

Further, we will analyze stability and bifurcation properties; for this we consider the real
number ω > , there exists s = ωi = ω(cos π

 + i sin π
 ), then we substitute the expression of

s into (), which gives

(A + iB)eiωγ + (A + iB) + (A + iB)e–iωγ = ,

(A + iB)(cosωγ + i sinωγ ) + (A + iB) + (A + iB)(cosωγ – i sinωγ ) = ,
()

then separating the real and imaginary parts of () and squaring both sides we get

(
A

 + B
 – A

 – B
 – A

 – B

)

–  cosωγ (AA + BB)

= – sinωγ (AB – AB).
()
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According to sinωγ = ±√
 – cos ωγ , this leads to following two cases.

Case (a): If sinωγ =
√

 – cos ωγ , then it takes the following form:

(
A

 + B
 – A

 – B
 – A

 – B

)

–  cosωγ (AA + BB)

= –
√

 – cos ωγ (AB – AB).

It can be concluded that

cos ωγ m + cosωγ m + m = , ()

where

m = –A
A

 – A
B

 – A
B

 – B
B

,

m = A
 AA – A

A – AA
 + AAB

 – AAB
 + A

 BB

– A
BB + B

 BB – B
B – AAB

 – BB
,

m = –A
 + A

 A
 – A

 + A
 A

 – A
A

 – A
 – A

 B
 + A

B
 + A

B
 – B



+ A
 B

 – A
B

 + A
B

 + B
 B

 – B
 – AABB + A

 B
 + A

 B


+ A
B

 – A
B

 – B
B

 – B
.

As we know quadratic equation () has roots. We can obtain the expression of cosωγ

can be deduced from () and is denoted as f(ω), that is, cosωγ = f(ω), Then substituting
cosωγ = f(ω) into equation () we get the expression of sinωγ and it is represented as
f(ω). Both f(ω) and f(ω) are functions with respect to ω and

sinωγ =
 cosωγ (AA + BB) – (A

 + B
 – A

 – B
 – A

 – B
)

(AB – AB)
.

Moreover, f 
 (ω) + f 

 (ω) = . We obtain

γ
(k)
 =


ω

[
arccos f(ω) + kπ

]
, k = , , , . . . . ()

Case (b): If sinωγ = –
√

 – cos ωγ , similar to Case (a), we can obtain cosωγ = g(ω)
and sinωγ = g(ω), where g(ω), g(ω) is a function with respect to ω. Here ω is the root
of the equation g

 (ω) + g
 (ω) = . If we take g(ω) = cosωγ , we have

γ
(k)
 =


ω

[
arccos g(ω) + kπ

]
, k = , , , . . . . ()

We will take that f 
 (ω) + f 

 (ω) =  or g
 (ω) + g

 (ω) = , having at least one positive real
root, thus the bifurcation point is defined as

γ = min
{
γ

(k)
 ,γ (k)


}

, k = , , , . . . , ()

where γ
(k)
 , γ (k)

 are defined in () and ().
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Now, we examine the stability of system () for γ = , the characteristic equation ()
becomes

f (λ) = λ + Cλ + C + Cλ + C + C = . ()

Equation () can be converted to

λ + Dλ + D = , ()

where

D = C + C, D = C + C + C.

It is defined as


 = D, 
 =

∣
∣∣
∣∣
D 
D D

∣
∣∣
∣∣
, 
 =

∣∣
∣∣
∣∣∣

D  
D D D

 D D

∣∣
∣∣
∣∣∣
, . . . , 
n = 
n–Dn,

from the above we make the following hypotheses:

(H) 
i >  (i = , ).

Lemma  If 
 >  and 
 >  holds, then the zero equilibrium point of the fractional-
order system () is asymptotically stable when γ = .

Remark  The conditions 
 >  and 
 >  are sufficient condition for Lemma . If the
conditions are retrieved by another method which entails that all the roots of equation
() satisfy | arg(λ)| > απ

 then Lemma  may still hold.

In order to achieve the transversality condition for the occurrence for Hopf bifurcation,
the following further hypothesis is needed:

(H) Re[ ds
dγ

]|(γ =γ,ω=ω) �= , where γ and ω are bifurcation point and critical frequency,
respectively.

By using the implicit function theorem and taking the derivative of s with respect to γ in
(), then

ds
dγ

=
X(s)
Y (s)

. ()

Here

X(s) = s
{(

Csα + C
)
e–sγ + Ce–sγ }

,

Y (s) =
{

αsα– + Cαsα– +
[
αCsα– – γ

(
Csα + C

)]
e–sγ – γ Ce–sγ }

.

It can be deduced from () that

ds
dγ

=
XY + XY + i(XY – YX)

Y 
 + Y 


,
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then we take

Re

[
ds
dγ

]∣∣
∣∣
(γ =γ,ω=ω)

=
XY + XY

Y 
 + Y 


, ()

where X, X are the real and imaginary parts of X(s) and Y, Y are the real and imaginary
parts of Y (s), which are defined as

X = ω

[(
Cω

α
 cos

απ


+ C

)
sinωγ – Cω

α
 sin

απ


cosωγ + C sin ωγ

]
,

X = ω

[(
Cω

α
 cos

απ


+ C

)
cosωγ + Cω

α
 sin

απ


sinωγ + C cos ωγ

]
,

Y =
[
αCω

α–
 cos

(α – )π


– γCω
α
 cos

απ


+ C

]
cosωγ

+
[
αCω

α–
 sin

(α – )π


– γCω
α
 sin

απ



]
sinωγ – γC cos ωγ

+ αωα–
 cos

(α – )π


+ Cαωα– cos
(α – )π


,

Y = –
[
αCω

α–
 cos

(α – )π


– γCω
α
 cos

απ


+ C

]
sinωγ

+
[
αCω

α–
 sin

(α – )π


– γCω
α
 sin

απ



]
cosωγ + γC sin ωγ

+ αωα–
 sin

(α – )π


+ Cαωα– sin
(α – )π


.

From the above investigation we can state the following theorem.

Theorem  Assume that (H)-(H) are satisfied for system (), the following results hold:
() The zero equilibrium point is asymptotically stable for γ ∈ [,γ).
() The system () exhibits a Hopf bifurcation at the origin when γ = γ, that is, the

system () has a branch of periodic solutions bifurcating from the zero equilibrium
point near γ = γ.

Remark  The results on stability and Hopf bifurcation of fractional-order CVHNNs with
hub structure and time delays have not been attained before. The determined conditions
on bifurcation are very straightforward, detailed and impressive and simple to be verified
in the present work by applying Hopf bifurcation theory. Our work is to develop the study
of the theory of nonlinear dynamics.

3.2 Fractional-order CVHNNs with ring structure and time delays
In this section we consider the fractional-order CVHNNs with ring structured network
and time delay as

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

c
Dα

t z(t) = –cz(t) + af(z(t)) + af(z(t)) + bf(z(t – γ ))

+ bf(z(t – γ )),
c
Dα

t z(t) = –cz(t) + af(z(t)) + af(z(t)) + bf(z(t – γ ))

+ bf(z(t – γ )),

()
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where the order α ∈ (, ), zp(t) (p = , ) are complex states, cr >  (r = , ) are real values,
γ is the time delay, f is the nonlinear activation function. A neural network with the ring
connectivity structure is in (), in which every neuron in the network is connected only
to its closest neurons. It is clear that the Z∗ is an equilibrium point of (). We generate
the following hypothesis on the nonlinear activation functions to the system in ():

(A) fp ∈C
(R,R), fp() = ,

we may consider steady state Z∗ with equal complex scalar components Z∗
 = Z∗

 = Z∗.
Obviously, from (A) Z∗ =  is a solution of this equation as the trivial solution is a steady

state of (), then

⎧
⎨

⎩
–cz∗

 + af(z∗
 ) + af(z∗

) + bf(z∗
 ) + bf(z∗

) = ,

–cz∗
 + af(z∗

 ) + af(z∗
) + bf(z∗

 ) + bf(z∗
) = .

()

Linearization of the above system with respect to the equilibrium state of the system ()
leads to

c
Dα

t z(t) = –cz(t) + a

[
f
(
z∗


)

+
∂f

∂z

(
z∗


)(

z – z∗

)]

+ a

[
f

(
z∗


)

+
∂f

∂z

(
z∗


)(

z – z∗

)
]

+ b

[
f
(
z∗


)

+
∂f

∂z

(
z∗


)(

z(t – γ ) – z∗

)
]

+ b

[
f

(
z∗


)

+
∂f

∂z

(
z∗


)(

z(t – γ ) – z∗

)
]

,

c
Dα

t z(t) = –cz(t) + a

[
f

(
z∗


)

+
∂f

∂z

(
z∗


)(

z – z∗

)]

+ a

[
f
(
z∗


)

+
∂f

∂z

(
z∗


)(

z – z∗

)]

+ b

[
f

(
z∗


)

+
∂f

∂z

(
z∗


)(

z(t – γ ) – z∗

)]

+ b

[
f
(
z∗


)

+
∂f

∂z

(
z∗


)(

z(t – γ ) – z∗

)]

.

Then it can be written in the following form:

c
Dα

t z(t) = –cz(t) + āz + āz + b̄z(t – γ ) + b̄z(t – γ ), ()

c
Dα

t z(t) = –cz(t) + āz + āz + b̄z(t – γ ) + b̄z(t – γ ), ()

where ārm = armf ′() and b̄rm = brmf ′(), r, m = , .
The system parameters arm, brm (r, m = , ) are connection weights of the neural net-

work and we have the complex domain. We take the Laplace transform on both sides of
() and (),

sαZ(s) – sα–ψ() = –cZ(s) + āZ(s) + āZ(s) + b̄e–sγ
(

Z(s) +
∫ 

–γ

e–stψ(t) dt
)

+ b̄e–sγ
(

Z(s) +
∫ 

–γ

e–stψ(t) dt
)

,
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sαZ(s) – sα–ψ()

= –cZ(s) + āZ(s) + āZ(s) + b̄e–sγ
(

Z(s) +
∫ 

–γ

e–stψ(t) dt
)

+ b̄e–sγ
(

Z(s) +
∫ 

–γ

e–stψ(t) dt
)

,

where Z(s), Z(s) are the Laplace transforms of z(t), z(t), that is, L[zp(t)] = Zp(s), p = , ,
and ψ(t), ψ(t), are the initial values of the (). Then it can be written as

⎧
⎨

⎩
sαZ(s) + cZ(s) – āZ(s) – āZ(s) – b̄e–sγ Z(s) – b̄e–sγ Z(s) = L,

sαZ(s) + cZ(s) – āZ(s) – āZ(s) – b̄e–sγ Z(s) – b̄e–sγ Z(s) = L,
()

where

L = sα–ψ() + b̄e–sγ
∫ 

–γ

e–stψ(t) dt + b̄e–sγ
∫ 

–γ

e–stψ(t) dt,

L = sα–ψ() + b̄e–sγ
∫ 

–γ

e–stψ(t) dt + b̄e–sγ
∫ 

–γ

e–stψ(t) dt.

We will study the behavior of dynamical system by using two feasible equilibria. The char-
acteristic equation for system () is

Det

(
sα – (–c + ā + b̄e–sγ ) –ā – b̄e–sγ

–ā – b̄e–sγ sα – (–c + ā + b̄e–sγ )

)

= . ()

By (), we can obtain the characteristic equation

E(s) + E(s)e–sγ + E(s)e–sγ = , ()

where E(s) = sα + Csα + C, E(s) = Csα + C, E(s) = C.
The coefficients are defined by C = –ā – ā + c + c, C = –āā + āā – ̄c –

āc +cc, C = –b̄ – b̄, C = āb̄ – b̄c – b̄c + ā̄– āb̄ – āb̄, C = –b̄b̄ +
b̄b̄ and

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

c = Re(C), c = Re(C), c = Re(C),

c = Re(C), c = Re(C),

c = Im(C), c = Im(C), c = Im(C),

c = Im(C), c = Im(C).

()

The characteristic equation () determines the local stability of the equilibrium solution;
the system () is stable iff all the eigenvalues of (), having the solutions of

E(s) + E(s)e–sγ + E(s)e–sγ = , ()

have negative real parts. It is well known that the equilibrium state Z∗ is stable if all roots of
() have negative real parts, and unstable if one root has a positive real part. Multiplying



Rakkiyappan et al. Advances in Difference Equations  (2017) 2017:225 Page 15 of 25

esγ on both sides of (), it is obvious that

E(s)esγ + E(s) + E(s)e–sγ = . ()

If s = iω = ω(cos π
 + i sin π

 ), ω >  is a root of () iff ω satisfies the following equations,
we obtain

E(s)eiωγ + E(s) + E(s)e–iωγ = , ()

Ar , Br (r = , , ) are the real and imaginary parts of Er(s) (r = , , ), respectively. Then
() can be written as follows:

(A + iB)eiωγ + (A + iB) + (A + iB)e–iωγ = ,

(A + iB)(cosωγ + i sinωγ ) + (A + iB) + (A + iB)(cosωγ – i sinωγ ) = .

Separating the real and imaginary parts of the above leads to

⎧
⎨

⎩
A cosωγ – B sinωγ = –(A cosωγ + B sinωγ + A),

A sinωγ + B cosωγ = –(B cosωγ – A sinωγ + B),
()

where

A = ωα cosαπ + cω
α cos

απ


– cω

α sin
απ


+ c,

A = cω
α cos

απ


– cω

α sin
απ


+ c, A = c.

B = ωα sinαπ + cω
α sin

απ


+ cω

α sin
απ


+ c,

B = cω
α sin

απ


+ cω

α cos
απ


+ c, B = c.

Accordingly sin ωγ + cos ωγ =  leads to the following two cases.
Case (a): If we take sinωγ =

√
 – cos ωγ , then we have

(
A

 + B
 – A

 – B
 – A

 – B

)

–  cosωγ (AA + BB)

= –
√

 – cos ωγ (AB – AB).

It can be concluded from that

cos ωγ m + cosωγ m + m = , ()

where

m = –A
A

 – A
B

 – A
B

 – B
B

,

m = A
 AA – A

A – AA
 + AAB

 – AAB
 + A

 BB

– A
BB + B

 BB – B
B – AAB

 – BB
,
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Figure 1 State trajectories of the real and imaginary parts of the fractional-order CVHNN with hub
structure (50). α = 0.9 for γ0 = 0.32 in (a) and (b) and γ = 0.45 > γ0 = 0.32 in (c) and (d).

m = –A
 + A

 A
 – A

 + A
 A

 – A
A

 – A
 – A

 B
 + A

B
 + A

B
 – B



+ A
 B

 – A
B

 + A
B

 + B
 B

 – B
 – AABB + A

 B
 + A

 B


+ A
B

 – A
B

 – B
B

 – B
.

From this we can obtain the interpretation of the cosωγ and denote cosωγ = d(ω). Using
the expression of cosωγ in () then we get sinωγ and it is denoted sinωγ = d(ω), where
d(ω) and d(ω) is functions with respect to ω.

We know that sin ωγ + cos ωγ = , from this identity we obtain d
 (ω) + d

(ω) = .
Hence, we get

γ
(j)
 =


ω

[
arccos d(ω) + jπ

]
, j = , , , . . . . ()

Case (b): Now consider sinωγ = –
√

 – cos ωγ , in the same way as Case (a), we can
obtain cosωγ = h(ω), where h(ω), h(ω) is a function with respect to ω. It is the roots
of the polynomial equation h

 (ω) + h
(ω) = , where h(ω) = sinωγ . In a similar way to

Case (a) we find the value of ω in view of h(ω) = cosωγ , we have

γ
(j)
 =


ω

[
arccos h(ω) + jπ

]
, j = , , , . . . . ()

Here d
 (ω) + d

(ω) = , which has at least one positive real root, thus the bifurcation point
is defined as

γ = min
{
γ

(j)
 ,γ (j)


}

, j = , , , . . . , ()

where γ
(j)
 , γ (j)

 are defined by () and ().



Rakkiyappan et al. Advances in Difference Equations  (2017) 2017:225 Page 17 of 25

Figure 2 Curve of the imaginary parts of z1(t) in (a), z2(t) in (b), z4(t) in (c) and z3(t) in (d) and
imaginary parts of z1(t) in (e) and z2(t) in (f) of fractional-order CVHNN with hub structure (50) with
α = 0.9, γ = 0.31 < γ0 = 0.32 and γ = 0.45 > γ0 = 0.32, respectively.

Now, we analyze the stability of system () when γ = , so the characteristic equation
() becomes

q(β) = β + Cβ + C + Cβ + C + C = . ()

Then () can be written as

β + ρβ + ρ = , ()

where

ρ = C + C, ρ = C + C + C.

It is defined as

χ = ρ, χ =

∣∣
∣∣
∣
ρ 
ρ ρ

∣∣
∣∣
∣
, χ =

∣
∣∣
∣∣
∣∣

ρ  
ρ ρ ρ

 ρ ρ

∣
∣∣
∣∣
∣∣
, . . . , χn = χn–ρn.

(A) χi >  (i = , ).
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Figure 3 Curve of the imaginary parts of z3(t) in (a), z4(t) in (b) and real parts of z1(t) in (c), z2(t) in (d),
z3(t) in (e) and z4(t) in (f) of fractional-order CVHNN with hub structure (50) with α = 0.9,
γ = 0.45 > γ0 = 0.32 and γ = 0.31 < γ0 = 0.32, respectively.

Lemma  If χ >  and χ > , then the equilibrium point of the fractional-order CVHNNs
with ring structured and time delay system () is stable when γ = .

Now, considering the transversality condition of the occurrence for a Hopf bifurcation,
it is given by

(A) Re[ ds
dγ

]|(γ =γ,ω=ω) �= ,

where ω and γ are the critical frequency and the bifurcation point. Taking the derivative
of s with respect to γ in (), we have

ds
dγ

=
X(s)
Y (s)

()

coming by the same procedure as in the hub structure of earlier section, we have the con-
dition for the Hopf bifurcation

Re

[
ds
dγ

]∣
∣∣
∣
(γ =γ,ω=ω)

=
MN + MN

M
 + M


, ()

where N, N are the real and imaginary parts of X(s) and M, M are the real and imag-
inary parts of Y (s). The terms in M, M, N and N have the same meaning as where
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Figure 4 Curve of the real parts of z2(t) in (a), z1(t) in (b), z3(t) in (c) and z4(t) in (d), and (e), (f) are
phase portraits of the real and imaginary parts of z1(t), z2(t), z3(t) and z4(t) of fractional-order CVHNN
with hub structure (50) with α = 0.9, γ = 0.45 > γ0 = 0.32 and γ = 0.31 < γ0 = 0.32, respectively.

we mentioned Y, Y, X and X in Section .. The above analysis leads to the following
theorem.

Theorem  Assume that (H)-(H) and (A)-(A) are satisfied for fractional-order system
(), the following results hold:

() The zero equilibrium point is locally asymptotically stable for γ ∈ [,γ).
() The fractional-order system () exhibits a Hopf bifurcation at the origin when

γ = γ, that is, the system () has a branch of periodic solutions bifurcating from the
zero equilibrium point near γ = γ.

4 Numerical examples
In this section, numerical examples are given to verify the effectiveness of the analyti-
cal results. The simulation results are based on the Adams-Bashforth-Moulton predictor-
corrector scheme for considered examples. The step length is taken in all the examples as
h = ..

Example  In this example, the occurrence of Hopf bifurcation problem is investigated for
the fractional-order CVHNNs with the hub structure and time delay system (). Consider
the following fractional-order CVHNNs (for arbitrary order α = .) of four neurons with
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Figure 5 Phase portrait of the real and imaginary parts of z1(t), z2(t), z3(t) and z4(t) for
fractional-order CVHNN with hub structure (50). α = 0.9 and γ = 0.31 < γ0 = 0.32 in (a), (b), (c) and (d)
and γ = 0.45 > γ0 = 0.32 in (e), (f).

hub structure and time delay:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

c
D.

t z(t) = –z(t) + (– + .i)f(z(t)) + (–. + .i)f(z(t))

+ ( – .i)f(z(t)) + (. – .i)f(z(t))

+ ( – i)f(z(t – γ )),
c
D.

t z(t) = –.z(t) + ( + .i)f(z(t)) + (– – i)f(z(t – γ )),
c
D.

t z(t) = –.z(t) + ( + .i)f(z(t)) + (– – i)f(z(t – γ )),
c
D.

t z(t) = –.z(t) + ( + .i)f(z(t)) + (– – i)f(z(t – γ )).

()

Here the activation function is f (z) = tanh(z), it is obvious that system () admits a zero
equilibrium point with the complex derivative f ′() = . The considered fractional-order
CVHNNs () is compared to (), we have c = , c = c = c = ., b =  – i, b = – – i,
a = – + .i, a = a = a =  + .i, a = –. + .i, a =  – .i, and a = . – .i,
the initial values of the activation function are chosen as z() = . + .i, z() = . +
.i, z() = . + .i, z() = . + .i. We derive the critical frequency ω = . and
the bifurcation point γ = .. Figure  shows the occurrence of a bifurcation point at
γ = . and the system is unstable when γ = . > γ = .. According to Theorem ,
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Figure 6 Phase portrait of the real and imaginary parts of z1(t), z2(t), z3(t) and z4(t) for
fractional-order CVHNN with hub structure (50) with α = 0.9 and γ = 0.45 > γ0 = 0.32.

Figure 7 State trajectories of the real and imaginary parts of the fractional-order CVHNN with ring
structure (51) with α = 0.9, γ0 = 0.32 in (a), (b) and γ = 0.45 > γ0 = 0.3 in (c), (d).

the zero equilibrium point (,,,) is asymptotically stable when γ = . < γ = .,
which is depicted in Figure . In Figure , we show that the curve for the imaginary parts
of z(t) and z(t) are unstable for γ = . > γ = . and real parts of z, z, z, z are
stable for γ = . < γ = .. In Figure , we show the curve for the real parts is unstable
for the system () for γ = . > γ = . and a stability phase portrait is depicted in
Figure  and Figure , for γ = . < γ = .. Figure  illustrates the phase portrait of the
instability for (), when γ = . > γ = ..
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Figure 8 Curve of the real and imaginary part of z2(t), z1(t) for fractional-order CVHNN with ring
structure (51). α = 0.9, γ = 0.45 > γ0 = 0.3 in (b), (a), (c), (d) and γ = 0.45 > γ0 = 0.3 and real and imaginary
parts of z1(t) with α = 0.9, γ = 0.2 < γ0 = 0.3 in (e), (f).

Example  Consider the following fractional-order CVHNNs of two neurons with ring
structure and time delay:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

c
D.

t z(t) = –cz(t) + af(z(t)) + af(z(t)) + bf(z(t – γ ))

+ bf(z(t – γ )),
c
D.

t z(t) = –cz(t) + af(z(t)) + af(z(t)) + bf(z(t – γ ))

+ bf(z(t – γ )).

()

The values for () are chosen as c = ., c = –., a = –. – .i, a = –. – .i,
a = –.+.i, a = .–.i, and b = ––i, b = –.+i, b = .+.i, b = .–
.i. The activation functions are defined as f(z(t)) = tanh(z), f(z(t)) = tanh(z) and the
initial values are chosen as z() = . + .i, z() = . + .i. The critical frequency ω =
. and the bifurcation point γ = . is obtained in Maple by simple calculations. The
occurrence of the bifurcation point γ = . is shown in Figure  and also the system ()
is unstable for γ = . > γ = .. According to Theorem , the zero equilibrium point is
locally asymptotically stable when γ = . < γ = ., which is illustrated in Figure  and
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Figure 9 Curve of the real and imaginary part of z2(t) for fractional-order CVHNN with ring structure
(51) with α = 0.9 and γ = 0.2 < γ0 = 0.3 in (b), (a) and phase portrait of the real and imaginary parts of
z1(t), z2(t) with α = 0.9 and γ = 0.2 < γ0 = 0.3 in (c), (d).

Figure 10 Phase portrait of the real and imaginary parts of z1(t), z2(t) for a fractional-order CVHNN
with ring structure (51) with α = 0.9 and γ = 0.2 < γ0 = 0.3 in (b) and portrait of the real and imaginary
parts of z1(t), z2(t) with α = 0.9 and γ = 0.45 > γ0 = 0.3 in (a),(c), (d).

Figure . The phase portraits of stable and unstable versions of system () are represented
in Figure .
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5 Conclusions
In this paper, the class of fractional-order CVHNNs with hub and ring structured system
is considered in a time delay sense. In this paper we use the Laplace transforms to the
system of linearized equation to get the characteristic matrix for further stability analy-
sis of the equilibrium which has been completely characterized. The critical frequency of
the fractional-order α for which the corresponding bifurcation point may occur has been
identified and the transversality condition is verified for the corresponding ω and γ.
Moreover, the obtained conditions are simple, precise, effective and easy to verify. Numer-
ical examples are given to verify the effectiveness of the theoretical results. Future work
will focus on the analysis of stability and Hopf bifurcation of high-dimensional fractional-
order ring structure CVHNNs with multiple delays.
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