
Cui et al. Advances in Difference Equations  (2017) 2017:224 
DOI 10.1186/s13662-017-1287-y

R E S E A R C H Open Access

Existence and uniqueness results for a
coupled fractional order systems with the
multi-strip and multi-point mixed boundary
conditions
Mengyan Cui, Yuke Zhu and Huihui Pang*

*Correspondence:
phh2000@163.com
College of Science, China
Agricultural University, Beijing,
100083, P.R. China

Abstract
This paper is concerned with the existence and uniqueness of solutions for a coupled
system of fractional differential equations supplemented with the multi-strip and
multi-point mixed boundary conditions. The existence of solutions is derived by
applying Leray-Schauder’s alternative, while the uniqueness of the solution is
established via Banach’s contraction principle. We also show the existence and
uniqueness results of a positive solution by applying the Krasnoselskii fixed point
theorem.
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1 Introduction
Fractional differential equations arise from the studies of complex problems in many engi-
neering and scientific as the mathematical modeling of systems and processes in the fields
of physics, chemistry, biology, economics, control theory, signal and image processing,
biophysics, blood flow phenomena, aerodynamics, fitting of experimental data. Fractional
differential equations are also an excellent tool for the description of hereditary properties
of various materials and processes.

Therefore, fractional order boundary value problems, fractional evolution equations,
impulsive fractional differential equations, fractional partial differential equations are
found to be of significant interest for many researchers [–]. The fractional order bound-
ary value problems are especially popular. Since recently, there are several kinds of bound-
ary conditions in the study of fractional order boundary value problem such as two-point,
multi-point, periodic/anti-periodic, nonlocal and integral boundary conditions. We can
see the details of several recent works on the subject in [–].

Another interesting field of recent research is the coupled system of fractional differ-
ential equations. It have been shown to be more accurate and realistic that have many
applications in real-world problems such as synchronization of chaotic systems [–],
anomalous diffusion [], disease models [, ], and ecological models [].
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In [], the authors considered a nonlinear coupled system of Liouville-Caputo type frac-
tional differential equations:

⎧
⎨

⎩

cDqx(t) = f (t, x(t), y(t), cDσ y(t)), t ∈ [, ],
cDpy(t) = g(t, x(t), cDσ x(t), y(t)), t ∈ [, ],

⎧
⎨

⎩

x() = �(y), x′() = ey′(w), x() = a
∫ ξ

 y(s) ds + b
∑m–

i= αiy(ηi),

y() = �(x), y′() = ex′(w), y() = a
∫ ξ

 x(s) ds + b
∑m–

i= βix(ηi),

where  < p, q ≤ ,  < σ,σ < ,  < w < w < ξ < η < η < · · · < ηm– < . The existence
and uniqueness results were obtained by applying Banach’s fixed point theorem and Leray-
Schauder’s alternative. We recommend the reader a series of papers studying on the cou-
pled systems of fractional differential equations [–].

Motivated by the above mentioned work, we consider the existence and uniqueness re-
sults for the following fractional order differential systems:

⎧
⎨

⎩

Dα
+u(t) + f(t, u(t), v(t)) = , t ∈ (, ),

Dα
+v(t) + f(t, u(t), v(t)) = , t ∈ (, ),

(.)

with the coupled integral and discrete mixed boundary conditions:

⎧
⎨

⎩

u() = u′() = , u() =
∑n

i=
∫ ηi
ξi

v(s) dAi(s) +
∑m–

i= biv(σi),

v() = v′() = , v() =
∑n

i=
∫ ηi
ξi

u(s) dAi(s) +
∑m–

i= biu(σi),
(.)

where  < αk ≤ , Dαk is the standard Riemann-Liouville fractional derivative of order αk ,
k = , ;  < ξi < ηi < , Ai(s) is a nondecreasing function of bounded variation in [, ],
i = , , . . . , n;  < σi < , bi ≥ , i = , , . . . , m – .

We emphasize that the multi-strip and multi-point mixed boundary conditions in (.)
state that the value of the unknown function at the right end point t =  of the given interval
is equal to the summation of the Riemann-Stieljes integral values of the unknown function
on the sub-interval [ξi,ηi] (i = , , . . . , n) plus the linear combination of discrete values of
the unknown function on σi (i = , , . . . , m – ).

By applying Leray-Schauder’s alternative, Banach’s contraction principle and the fixed
point theorems of cone expansion and compression of norm type, the sufficient conditions
for the existence and uniqueness results to a general class of multi-strip and multi-point
mixed boundary value problem for a coupled system of fractional differential equations
are obtained.

2 Preliminaries
We present here the definitions, some lemmas from the theory of fractional calculus and
some auxiliary results that will be used to prove our main theorems.

Definition . ([]) The Riemann-Liouville fractional integral of order α >  of a function
y : (,∞) →R is given by

(
Iα

+y
)
(t) =


�(α)

∫ t


(t – s)α–y(s) ds, t > ,
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provided the right-hand side is pointwise defined on [,∞), where �(α) is the Euler
gamma function defined by �(α) =

∫ ∞
 tα–e–t dt, for α > .

Definition . ([]) The Riemann-Liouville fractional derivative of order α ≥  for a func-
tion y : (,∞) →R is given by

(
Dα

+y
)
(t) =


�(n – α)

(
d
dt

)n ∫ t


y(s)(t – s)n–α– ds, t > ,

where n = [α] + , provided that the right-hand side is pointwise defined on [,∞). The
notation [α] stands for the largest integer not greater than α. We also denote the Riemann-
Liouville fractional derivative of y by Dα

+y(t). If α = m ∈ N then Dm
+y(t) = y(m)(t) for t > ,

and if α =  then D
+y(t) = y(t) for t > .

Lemma . Let α >  and n = [α] +  for α /∈ N; that is, n is the smallest integer greater
than or equal to α. Then the solutions of the fractional differential equation Dα

+u(t) = ,
 < t < , are

u(t) = ctα– + ctα– + · · · + cntα–n,  < t < ,

where c, c, . . . , cn are arbitrary real constants.

Lemma . Let α > , n be the smallest integer greater than or equal to α (n –  < α ≤ n)
and y ∈ L(, ). The solutions of the fractional equation Dα

+u(t) + y(t) = ,  < t < , are

u(t) = –


�(α)

∫ t


(t – s)α–y(s) ds + ctα– + · · · + cntα–n,  < t < ,

where c, c, . . . , cn are arbitrary real constants.

Now we derive the corresponding Green’s function for the boundary value problem
(.)-(.) and obtain some properties of the Green’s function.

Lemma . For x, y ∈ L(, ), boundary value problem

⎧
⎪⎪⎨

⎪⎪⎩

Dα
+u(t) + x(t) = , Dα

+v(t) + y(t) = , t ∈ (, ),

u() = u′() = , u() =
∑n

i=
∫ ηi
ξi

v(s) dAi(s) +
∑m–

i= biv(σi),

v() = v′() = , v() =
∑n

i=
∫ ηi
ξi

u(s) dAi(s) +
∑m–

i= biu(σi)

(.)

has an integral representation

⎧
⎨

⎩

u(t) =
∫ 

 K(t, s)x(s) ds +
∫ 

 H(t, s)y(s) ds,

v(t) =
∫ 

 K(t, s)y(s) ds +
∫ 

 H(t, s)x(s) ds,
(.)
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where

K(t, s) = g(t, s) +
ltα–

 – ll

[ n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

]

,

H(t, s) =
tα–

 – ll

[ n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

]

,

(.)

K(t, s) = g(t, s) +
ltα–

 – ll

[ n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

]

,

H(t, s) =
tα–

 – ll

[ n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

]

,

(.)

gk(t, s) =


�(αk)

⎧
⎨

⎩

tαk –( – s)αk – – (t – s)αk–,  ≤ s ≤ t ≤ ,

tαk –( – s)αk –,  ≤ t ≤ s ≤ ,
(.)

lk =
n∑

i=

∫ ηi

ξi

tαk – dAi(t) +
m–∑

i=

biσ
αk –
i , k = , . (.)

Proof From Lemma ., we can reduce (.) to the following equivalent integral equations:

u(t) = –
∫ t



(t – s)α–

�(α)
x(s) ds + ctα– + ctα– + ctα–,

v(t) = –
∫ t



(t – s)α–

�(α)
y(s) ds + ctα– + ctα– + ctα–.

(.)

From u() = u′() = v() = v′() = , we have c = c = c = c = . Thus (.) reduces to

u(t) = ctα– –
∫ t



(t – s)α–

�(α)
x(s) ds,

v(t) = ctα– –
∫ t



(t – s)α–

�(α)
y(s) ds.

(.)

Using the right side boundary conditions of (.) and combining (.), we have

u(t) = tα–

[ n∑

i=

∫ ηi

ξi

v(s) dAi(s) +
m–∑

i=

biv(σi)

]

+
∫ 


g(t, s)x(s) ds,

v(t) = tα–

[ n∑

i=

∫ ηi

ξi

u(s) dAi(s) +
m–∑

i=

biu(σi)

]

+
∫ 


g(t, s)y(s) ds.

(.)

Then we can get

n∑

i=

∫ ηi

ξi

v(t) dAi(t) +
m–∑

i=

biv(σi)

=
n∑

i=

∫ ηi

ξi

∫ 


g(t, s)y(s) ds dAi(t) +

m–∑

i=

bi

∫ 


g(σi, s)y(s) ds

+

[ n∑

i=

∫ ηi

ξi

tα– dAi(t) +
m–∑

i=

biσ
α–
i

][ n∑

i=

∫ ηi

ξi

u(t) dAi(t) +
m–∑

i=

biu(σi)

]

, (.)
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n∑

i=

∫ ηi

ξi

u(t) dAi(t) +
m–∑

i=

biu(σi)

=
n∑

i=

∫ ηi

ξi

∫ 


g(t, s)x(s) ds dAi(t) +

m–∑

i=

bi

∫ 


g(σi, s)x(s) ds

+

[ n∑

i=

∫ ηi

ξi

tα– dAi(t) +
m–∑

i=

biσ
α–
i

][ n∑

i=

∫ ηi

ξi

v(t) dAi(t) +
m–∑

i=

biv(σi)

]

. (.)

Combining (.), (.) and (.), we get

n∑

i=

∫ ηi

ξi

v(t) dAi(t) +
m–∑

i=

biv(σi)

=


 – ll

[( n∑

i=

∫ ηi

ξi

∫ 


g(t, s)y(s) ds dAi(t) +

m–∑

i=

bi

∫ 


g(σi, s)y(s) ds

)

+ l

( n∑

i=

∫ ηi

ξi

∫ 


g(t, s)x(s) ds dAi(t) +

m–∑

i=

bi

∫ 


g(σi, s)x(s) ds

)]

. (.)

Similarly, we get

n∑

i=

∫ ηi

ξi

u(t) dAi(t) +
m–∑

i=

biu(σi)

=


 – ll

[( n∑

i=

∫ ηi

ξi

∫ 


g(t, s)x(s) ds dAi(t) +

m–∑

i=

bi

∫ 


g(σi, s)x(s) ds

)

+ l

( n∑

i=

∫ ηi

ξi

∫ 


g(t, s)y(s) ds dAi(t) +

m–∑

i=

bi

∫ 


g(σi, s)y(s) ds

)]

, (.)

where lk (k = , ) is defined by (.). From (.), (.) and (.), we have

u(t) =
tα–

 – ll

( n∑

i=

∫ ηi

ξi

∫ 


g(t, s)y(s) ds dAi(t) +

m–∑

i=

bi

∫ 


g(σi, s)y(s) ds

)

+
ltα–

 – ll

( n∑

i=

∫ ηi

ξi

∫ 


g(t, s)x(s) ds dAi(t) +

m–∑

i=

bi

∫ 


g(σi, s)x(s) ds

)

+
∫ 


g(t, s)x(s) ds

=
∫ 


g(t, s)x(s) ds +

ltα–

 – ll

∫ 


x(s) ds

( n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

)

+
tα–

 – ll

∫ 


y(s) ds

( n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

)

=
∫ 


K(t, s)x(s) ds +

∫ 


H(t, s)y(s) ds,
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v(t) =
tα–

 – ll

( n∑

i=

∫ ηi

ξi

∫ 


g(t, s)x(s) ds dAi(t) +

m–∑

i=

bi

∫ 


g(σi, s)x(s) ds

)

+
ltα–

 – ll

( n∑

i=

∫ ηi

ξi

∫ 


g(t, s)y(s) ds dAi(t) +

m–∑

i=

bi

∫ 


g(σi, s)y(s) ds

)

+
∫ 


g(t, s)y(s) ds

=
∫ 


g(t, s)y(s) ds +

ltα–

 – ll

∫ 


y(s) ds

( n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

)

+
tα–

 – ll

∫ 


x(s) ds

( n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

)

=
∫ 


K(t, s)y(s) ds +

∫ 


H(t, s)x(s) ds.

This completes the proof of the lemma. �

Lemma . Let ψk(t) = tαk –( – t), ϕk(t) = ( – t)αk –t, for t ∈ [, ], k = , . The function
gk(t, s) defined by (.) has the following properties:

() gk(t, s) is continuous for (t, s) ∈ [, ] × [, ] and gk(t, s) >  for t, s ∈ (, );
() ψk(t)ϕk(s) ≤ �(αk)gk(t, s) ≤ (αk – )ϕk(s) for t, s ∈ [, ];
() ψk(t)ϕk(s) ≤ �(αk)gk(t, s) ≤ (αk – )ψk(t) for t, s ∈ [, ].

Proof () The continuity of gk is easily checked.
() For  ≤ s ≤ t ≤ , we have

�(αk)gk(t, s) = tαk –( – s)αk– – (t – s)αk –

= (αk – )
∫ t(–s)

t–s
xαk– dx

≤ (αk – )tαk –( – s)αk –[(t – ts) – (t – s)
]

= (αk – )tαk –( – s)αk –( – t)s

≤ (αk – )( – s)αk–( – s)s

= (αk – )ϕk(s),

�(αk)gk(t, s) = tαk –( – s)αk– – (t – s)αk –

= tαk –( – s)αk –(t – ts) – (t – s)αk–(t – s)

≥ tαk –( – s)αk–[(t – ts) – (t – s)
]

= tαk –( – s)αk –(s – ts)

≥ ( – s)αk –(s – ts)tαk–t( – s)

= ψk(t)ϕk(s).
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For  ≤ t ≤ s ≤ , we have

�(αk)gk(t, s) = tαk –( – s)αk– = tαk –( – s)αk –t

≤ (αk – )( – s)αk–s

= (αk – )ϕk(s),

�(αk)gk(t, s) = tαk –( – s)αk– ≥ tαk –( – t)( – s)αk –s

= ψk(t)ϕk(s).

() We just need to prove the right end of the inequalities. For  ≤ s ≤ t ≤ , we get

�(αk)gk(t, s) ≤ (αk – )tαk–( – s)αk –( – t)s

≤ (αk – )tαk–( – t)t

= (αk – )ψk(t).

For  ≤ t ≤ s ≤ , we get

�(αk)gk(t, s) = tαk –( – s)αk – ≤ tαk –( – s)

≤ (αk – )tαk–( – s)

≤ (αk – )tαk–( – t)

= (αk – )ψk(t).

This completes the proof of the lemma. �

Denote

� =
l

�(α)( – ll)

[ n∑

i=

∫ ηi

ξi

ψ(t) dAi(t) +
m–∑

i=

biψ(σi)

]

,

� =


�(α)( – ll)

[ n∑

i=

∫ ηi

ξi

ψ(t) dAi(t) +
m–∑

i=

biψ(σi)

]

,

� =
l

�(α)( – ll)

[ n∑

i=

∫ ηi

ξi

ψ(t) dAi(t) +
m–∑

i=

biψ(σi)

]

,

� =


�(α)( – ll)

[ n∑

i=

∫ ηi

ξi

ψ(t) dAi(t) +
m–∑

i=

biψ(σi)

]

,

ρ =
α – 
�(α)

[

 +
l

 – ll

( n∑

i=

∫ ηi

ξi

dAi(t) +
m–∑

i=

bi

)]

,

ρ =
α – 

�(α)( – ll)

[ n∑

i=

∫ ηi

ξi

dAi(t) +
m–∑

i=

bi

]

,

ρ =
α – 
�(α)

[

 +
l

 – ll

( n∑

i=

∫ ηi

ξi

dAi(t) +
m–∑

i=

bi

)]

,
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ρ =
α – 

�(α)( – ll)

[ n∑

i=

∫ ηi

ξi

dAi(t) +
m–∑

i=

bi

]

,

� = min{�,�,�,�}, ρ = max{ρ,ρ,ρ,ρ}.

Lemma . For (t, s) ∈ [, ] × [, ], the functions Kk(t, s) and Hk(t, s) (k = , ) defined by
(.) and (.) satisfy the following results:

() Kk(t, s) and Hk(t, s) are continuous, Kk(t, s) ≥  and Hk(t, s) ≥ ;
() �tαk –ϕk(s) ≤ Kk(t, s) ≤ ρϕk(s);
() �tα–ϕ(s) ≤ H(t, s) ≤ ρϕ(s), �tα–ϕ(s) ≤ H(t, s) ≤ ρϕ(s);
() Hk(t, s) ≤ ρtαk–, Kk(t, s) ≤ ρtαk–.

Proof The continuity of Kk and Hk (k = , ) is easily checked. According to the property
() of Lemma . and (.), we have

K(t, s) = g(t, s) +
ltα–

 – ll

[ n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

]

≥ ltα–

 – ll

[ n∑

i=

∫ ηi

ξi

ψ(t)ϕ(s)
�(α)

dAi(t) +
m–∑

i=

bi
ψ(σi)ϕ(s)

�(α)

]

= �tα–ϕ(s),

K(t, s) ≤ (α – )ϕ(s)
�(α)

+
ltα–

 – ll

[ n∑

i=

∫ ηi

ξi

(α – )ϕ(s)
�(α)

dAi(t) +
m–∑

i=

bi
(α – )ϕ(s)

�(α)

]

≤ α – 
�(α)

[

 +
l

 – ll

(m–∑

i=

∫ ηi

ξi

dAi(t) +
m–∑

i=

bi

)]

ϕ(s)

= ρϕ(s),

H(t, s) =
tα–

 – ll

[ n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

]

≥ tα–

 – ll

[ n∑

i=

∫ ηi

ξi

ψ(t)ϕ(s)
�(α)

dAi(t) +
m–∑

i=

bi
ψ(σi)ϕ(s)

�(α)

]

= �tα–ϕ(s),

and

H(t, s) ≤ tα–

 – ll

[ n∑

i=

∫ ηi

ξi

(α – )ϕ(s)
�(α)

dAi(t) +
m–∑

i=

bi
(α – )ϕ(s)

�(α)

]

≤ α – 
�(α)( – ll)

[ n∑

i=

∫ ηi

ξi

dAi(t) +
m–∑

i=

bi

]

ϕ(s)

= ρϕ(s).
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Similarly, from the property () of Lemma . and (.), we get

�tα–ϕ(s) ≤ K(t, s) ≤ ρϕ(s),

�tα–ϕ(s) ≤ H(t, s) ≤ ρϕ(s).

On the other hand, according to the property () of Lemma . and (.), we obtain

K(t, s) = g(t, s) +
ltα–

 – ll

[ n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

]

≤ α – 
�(α)

[

ψ(t) +
ltα–

 – ll

( n∑

i=

∫ ηi

ξi

ψ(t) dAi(t) +
m–∑

i=

biψ(σi)

)]

≤ α – 
�(α)

[

tα– +
ltα–

 – ll

( n∑

i=

∫ η

ξi

dAi(t) +
m–∑

i=

bi

)]

= ρtα–,

H(t, s) =
tα–

 – ll

[ n∑

i=

∫ ηi

ξi

g(t, s) dAi(t) +
m–∑

i=

big(σi, s)

]

≤ (α – )tα–

�(α)( – ll)

[ n∑

i=

∫ ηi

ξi

tα–( – t) dAi(t) +
m–∑

i=

biσ
α–
i ( – σi)

]

≤ (α – )tα–

�(α)( – ll)

[ n∑

i=

∫ ηi

ξi

dAi(t) +
m–∑

i=

bi

]

= ρtα–.

Similarly, from the property () of Lemma . and (.), we get

K(t, s) ≤ ρtα–, H(t, s) ≤ ρtα–.

This completes the proof of the lemma. �

Remark . From the Lemma ., for t, τ , s ∈ [, ], we have

K(t, s) ≥ ωtα–H(τ , s), K(t, s) ≥ ωtα–H(τ , s),

H(t, s) ≥ ωtα–K(τ , s), H(t, s) ≥ ωtα–K(τ , s),

Ki(t, s) ≥ ωtαi–Ki(τ , s), Hi(t, s) ≥ ωtαi–Hi(τ , s),

where ω = �

ρ
and  < ω < .

Lemma . (Leray-Schauder alternative) Let F : E → E be a completely continuous oper-
ator (i.e., a map that restricted to any bounded set in E is compact). Let

ε(F) =
{

x ∈ E : x = λF(x),  < λ < 
}

.

Then either the set ε(F) is unbounded, or F has at least one fixed point.
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Lemma . Let X be a Banach space, and let P ⊂ X be a cone in X. Assume �, � are
open subsets of X with  ∈ � ⊂ � ⊂ �, and let S : P → P be a completely continuous
operator such that either

(a) ‖Sw‖ ≤ ‖w‖, w ∈ P ∩ ∂�, ‖Sw‖ ≥ ‖w‖, w ∈ P ∩ ∂�, or
(b) ‖Sw‖ ≥ ‖w‖, w ∈ P ∩ ∂�, ‖Sw‖ ≤ ‖w‖, w ∈ P ∩ ∂�.

Then S has a fixed point in P ∩ (� \ �).

Let us introduce the space X = {u(t) | u(t) ∈ C[, ]} endowed with the norm ‖u‖ =
max∈[,] |u(t)|. Obviously (X,‖ · ‖) is a Banach space. Also let Y = {v(t) | v(t) ∈ C[, ]}
endowed with the norm ‖v‖ = maxt∈[,] |v(t)|. The product space (X × Y ,‖(u, v)‖) is also
a Banach space with the norm ‖(u, v)‖ = ‖u‖ + ‖v‖.

In view of Lemma ., we define the operator T : X × Y → X × Y by

T(u, v)(t) =

(
T(u, v)(t)
T(u, v)(t)

)

,

where

T(u, v)(t) =
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds, (.)

T(u, v)(t) =
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds. (.)

Lemma . The operator T : X × Y → X × Y is completely continuous.

Proof By continuity of the functions f and f, the operator T is continuous.
Let � ⊂ X × Y be bounded. Then there exist positive constants A and A such that

∣
∣f

(
t, u(t), v(t)

)∣
∣ ≤ A,

∣
∣f

(
t, u(t), v(t)

)∣
∣ ≤ A, ∀(u, v) ∈ �.

Then, for any (u, v) ∈ �, we have

∣
∣T(u, v)(t)

∣
∣ ≤

∣
∣
∣
∣A

∫ 


K(t, s) ds + A

∫ 


H(t, s) ds

∣
∣
∣
∣

≤ Aρtα– + Aρtα–

= ρ(A + A)tα–,

which implies that

∥
∥T(u, v)

∥
∥ ≤ ρ(A + A).

Similarly, we get

∥
∥T(u, v)

∥
∥ ≤ ρ(A + A).

Thus, it follows from the above inequalities that the operator T is uniformly bounded.
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Next, we show that T is equicontinuous. Let t, t ∈ [, ] with t ≤ t. Then we have

∣
∣T

(
u(t), v(t)

)
– T

(
u(t), v(t)

)∣
∣

≤ A

∣
∣
∣
∣

∫ 



(
K(t, s) – K(t, s)

)
ds

∣
∣
∣
∣ + A

∣
∣
∣
∣

∫ 



(
H(t, s) – H(t, s)

)
ds

∣
∣
∣
∣.

Analogously, we can obtain

∣
∣T

(
u(t), v(t)

)
– T

(
u(t), v(t)

)∣
∣

≤ A

∣
∣
∣
∣

∫ 



(
H(t, s) – H(t, s)

)
ds

∣
∣
∣
∣ + A

∣
∣
∣
∣

∫ 



(
K(t, s) – K(t, s)

)
ds

∣
∣
∣
∣.

Therefore, the operator T(u, v) is equicontinuous, and thus the operator T(u, v) is com-
pletely continuous. �

3 Existence and uniqueness results
Let us introduce the following hypotheses which are used hereafter.

(H) Assume there exist real constants μi,λi ≥  (i = , ) and μ,λ >  such that ∀ui ∈
R, i = , , we have

∣
∣f(t, u, u)

∣
∣ ≤ μ + μ|u| + μ|u|,

∣
∣f(t, u, u)

∣
∣ ≤ λ + λ|u| + λ|u|.

(H) Assume that f, f : [, ] × R
 → R are continuous functions and there exist con-

stants mi, ni, i = ,  such that, for all t ∈ [, ] and ui, vi ∈R, i = , ,

∣
∣f(t, u, u) – f(t, v, v)

∣
∣ ≤ m|u – v| + m|u – v|,

∣
∣f(t, u, u) – f(t, v, v)

∣
∣ ≤ n|u – v| + n|u – v|.

For the sake of convenience, we set

M = min
{

 – ρ(μ + λ),  – ρ(μ + λ)
}

. (.)

The first result is based on Leray-Schauder’s alternative.

Theorem . Assume that (H) holds. In addition it is assumed that

ρ(μ + λ) < , ρ(μ + λ) < .

Then the boundary value problem (.)-(.) has at least one solution.

Proof It will be verified that the set ε = {(u, v) ∈ X × Y | (u, v) = λT(u, v),  ≤ λ ≤ } is
bounded. Let (u, v) ∈ ε, then (u, v) = λT(u, v). For any t ∈ [, ], we have

u(t) = λT(u, v)(t), v(t) = λT(u, v)(t).



Cui et al. Advances in Difference Equations  (2017) 2017:224 Page 12 of 23

From (H), we have

∣
∣u(t)

∣
∣ =

∣
∣λT(u, v)(t)

∣
∣ ≤ ∣

∣T(u, v)(t)
∣
∣

≤ ρtα–(μ + μ‖u‖ + μ‖v‖ + λ + λ‖u‖ + λ‖v‖)

and

∣
∣v(t)

∣
∣ =

∣
∣λT(u, v)(t)

∣
∣ ≤ ∣

∣T(u, v)(t)
∣
∣

≤ ρtα–(μ + μ‖u‖ + μ‖v‖ + λ + λ‖u‖ + λ‖v‖).

Hence we have

‖u‖ ≤ ρ
(
μ + μ‖u‖ + μ‖v‖ + λ + λ‖u‖ + λ‖v‖),

‖v‖ ≤ ρ
(
μ + μ‖u‖ + μ‖v‖ + λ + λ‖u‖ + λ‖v‖),

which imply that

‖u‖ + ‖v‖ ≤ ρ
(
μ + λ + (μ + λ)‖u‖ + (μ + λ)‖v‖).

Consequently,

∥
∥(u, v)

∥
∥ ≤ ρ(μ + λ)

M
,

for any t ∈ [, ], where M is defined by (.), which proves that ε is bounded. Thus, by
Lemma ., the operator T has at least one fixed point. Hence the boundary value problem
(.)-(.) has at least one solution. The proof is complete. �

In the second result, we prove existence and uniqueness of solutions of the boundary
value problem (.)-(.) via Banach’s contraction principle.

Theorem . Assume that (H) holds. In addition, assume that

ρ(m + m + n + n) < .

Then the boundary value problem (.)-(.) has a unique solution.

Proof Define supt∈[,] f(t, , ) = N < ∞ and supt∈[,] f(t, , ) = N < ∞ such that

r ≥ ρ(N + N)
 – ρ(m + m + n + n)

.

We show that TBr ⊂ Br , where Br = {(u, v) ∈ X × Y : ‖(u, v)‖ ≤ r}. For (u, v) ∈ Br , we have

∣
∣T(u, v)(t)

∣
∣ = max

≤t≤

∣
∣
∣
∣

∫ 


K(t, s)

∣
∣f

(
s, u(s), v(s)

)
– f(s, , )

∣
∣ +

∣
∣f(s, , )

∣
∣ds

+
∫ 


H(t, s)

∣
∣f

(
s, u(s), v(s)

)
– f(s, , )

∣
∣ +

∣
∣f(s, , )

∣
∣ds

∣
∣
∣
∣
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≤ ρtα–(m‖u‖ + m‖v‖ + N + n‖u‖ + n‖v‖ + N
)

≤ ρ
[
(m + m)r + (n + n)r + N + N

]
.

Hence

∥
∥T(u, v)

∥
∥ ≤ ρ

[
(m + m + n + n)r + N + N

]
.

In the same way, we obtain

∥
∥T(u, v)

∥
∥ ≤ ρ

[
(m + m + n + n)r + N + N

]
.

Consequently, ‖T(u, v)‖ ≤ r.
Now for (u, v), (u, v) ∈ X × Y , and for any t ∈ [, ], we get

∣
∣T(u, v)(t) – T(u, v)(t)

∣
∣

≤
∫ 


K(t, s)

∣
∣f(s, u(s), v(s) – f

(
s, u(s)v(s)

)∣
∣ds

+
∫ 


H(t, s)

∣
∣f

(
s, u(s), v(s)

)
– f

(
s, u(s), v(s)

)∣
∣ds

≤ ρtα–(m|u – u| + m|v – v| + n|u – u| + n|v – v|
)

≤ ρ
[
(m + n)‖u – u‖ + (m + n)‖v – v‖

]

≤ ρ(m + m + n + n)
(‖u – u‖ + ‖v – v‖

)
,

and consequently we obtain

∥
∥T(u, v) – T(u, v)

∥
∥ ≤ ρ(m + m + n + n)

(‖u – u‖ + ‖v – v‖
)
. (.)

Similarly,

∥
∥T(u, v) – T(u, v)

∥
∥ ≤ ρ(m + m + n + n)

(‖u – u‖ + ‖v – v‖
)
. (.)

It follows from (.) and(.) that

∥
∥T(u, v) – T(u, v)

∥
∥ ≤ ρ(m + m + n + n)

(‖u – u‖ + ‖v – v‖
)
.

Since ρ(m + m + n + n) < , T is a contraction operator. So, by Banach’s fixed point
theorem, the operator T has a unique fixed point, which is the unique solution of problem
(.)-(.). This completes the proof. �

Remark . In the case that the left parts of boundary conditions (.) are also the multi-
strip and multi-point mixed boundary conditions, the existence and uniqueness conclu-
sions could be obtained by using the definition of the Caputo type fractional q-derivative.
This might be our forthcoming work.
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Example . Consider the following fractional boundary value problem:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

D.
+ u(t) = 

(t+) u(t) + 
 sin v(t) + ,

D.
+ v(t) = 

π
sin(πu(t)) + 

 v(t) + 
 ,

u() = u′() = , u() =
∑

i=
∫ ηi
ξi

v(s) dAi(s) +
∑

i= biv(σi),

v() = v′() = , v() =
∑

i=
∫ ηi
ξi

u(s) dAi(s) +
∑

i= biu(σi),

(.)

where

A(t) = .t, ξ =



, η =



, b =



, σ =



,

A(t) = .t, ξ =



, η =



, b =



, σ =



.

Then considering the condition (H)

∣
∣f(t, x, x)

∣
∣ ≤  +




|x| +



|x|,

∣
∣f(t, x, x)

∣
∣ ≤ 


+




|x| +



|x|.

We get μ = 
 , μ = 

 , λ = 
 , λ = 

 . As for the condition (H)

∣
∣f(t, u, u) – f(t, v, v)

∣
∣ ≤ 


|u – u| +




|v – v|,
∣
∣f(t, u, u) – f(t, v, v)

∣
∣ ≤ 


|u – u| +




|v – v|.

We get m = 
 , m = 

 , n = 
 , n = 

 . By simple computation, we have

ρ = ρ =
.

�(.)

[

 +


 – l

( ∑

i=

∫ ηi

ξi

dAi(t) +
∑

i=

bi

)]

≈ .,

ρ = ρ =
.

�(.)( – ll)

[ ∑

i=

∫ ηi

ξi

dAi(t) +
∑

i=

bi

]

≈ .,

with

l = l =
∑

i=

∫ ηi

ξi

t. dAi(t) +
∑

i=

biσ
.
i ≈ ..

Then ρ = max{ρ,ρ,ρ,ρ} ≈ .. Therefore,

ρ(μ + λ) ≈ . < , ρ(μ + λ) ≈ . < .

By Theorem ., the coupled boundary value problem (.) has at least one solution. We
also have

ρ(m + m + n + n) ≈ . < .

By Theorem ., the coupled boundary value problem (.) has a unique solution.
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4 Existence and uniqueness results of a positive solution
In this section, X is the same Banach space as the space defined in Section . Denote

P =
{

(u, v) ∈ X : u(t) ≥ ωtα–∥∥(u, v)
∥
∥, v(t) ≥ ωtα–∥∥(u, v)

∥
∥, t ∈ [, ]

}
,

where ω is defined in Remark .. It can easily be seen that P is a cone in X. For any real
constants r and R with  < r < R, define

Pr =
{

(u, v) ∈ P :
∥
∥(u, v)

∥
∥ < r

}
, P[r,R] =

{
(u, v) ∈ P : r ≤ ∥

∥(u, v)
∥
∥ ≤ R

}
.

In what follows, we list the following assumptions for convenience.
(H) f : [, ] × [,∞) × [,∞) → [,∞) is continuous, f(t, u, v) is nondecreasing in u

and nonincreasing in v, and there exist two constants θ,ϑ ∈ [, ) such that

κθ f(t, u, v) ≤ f(t,κu, v),

f(t, u,κv) ≤ κ–ϑ f(t, u, v), ∀u, v > ,κ ∈ (, ).
(.)

(H) f : [, ] × [,∞) × [,∞) → [,∞) is continuous, f(t, u, v) is nonincreasing in u
and nondecreasing in v, and there exist two constants θ,ϑ ∈ [, ) such that

κθ f(t, u, v) ≤ f(t, u,κv),

f(t,κu, v) ≤ κ–ϑ f(t, u, v), ∀u, v > ,κ ∈ (, ).
(.)

(H) The following inequalities hold:

 <
∫ 


ϕ(s)f

(
s, , sα–)ds < +∞,  <

∫ 


ϕ(s)f

(
s, sα–, 

)
ds < +∞,

where ϕ and ϕ are defined in Lemma ..

Remark . From assumptions (H) and (H), we have

f
(
s, sα–, 

) ≤ f
(
s, , sα–), f

(
s, , sα–) ≤ f

(
s, sα–, 

)
.

This together with (H) yields

 <
∫ 


ϕ(s)f

(
s, sα–, 

)
ds ≤

∫ 


ϕ(s)f

(
s, , sα–)ds < +∞,

 <
∫ 


ϕ(s)f

(
s, , sα–)ds ≤

∫ 


ϕ(s)f

(
s, sα–, 

)
ds < +∞.

Remark . The inequalities (.) and (.) imply that

f(t,κu, v) ≤ κθ f(t, u, v), f(t, u, v) ≤ κϑ f(t, u,κv), ∀u, v > ,κ ∈ (,∞); (.)

f(t, u,κv) ≤ κθ f(t, u, v), f(t, u, v) ≤ κϑ f(t,κu, v), ∀u, v > ,κ ∈ (,∞). (.)
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From the above assumptions (H), (H) and (H), for any (u, v) ∈ P \ {(, )}, define the
operator T : P \ {(, )} → P introduced by (.) and (.). Obviously, (u, v) is a positive
solutions of the boundary value problem (.)-(.) if and only if (u, v) is a fixed point of T
in P \ {(, )}.

Lemma . Assume that (H)-(H) hold. For any  < r < r < +∞, T : P[r,r] → P is a
completely continuous operator.

Proof For any (u, v) ∈ P \ {(, )}, we can see that

ωtα–∥∥(u, v)
∥
∥ ≤ u(t) ≤ ∥

∥(u, v)
∥
∥,

ωtα–∥∥(u, v)
∥
∥ ≤ v(t) ≤ ∥

∥(u, v)
∥
∥, t ∈ [, ].

(.)

Let κ >  such that ‖(u, v)‖/κ < . From (H), (H), (.), (.) and (.), we have

f
(
t, u(t), v(t)

) ≤ f
(
t,κ ,ωtα–∥∥(u, v)

∥
∥
) ≤ κθ f

(

t, ,
ω‖(u, v)‖

κ
tα–

)

≤ κθ+ϑ
(
ω

∥
∥(u, v)

∥
∥
)–ϑ f

(
t, , tα–),

f
(
t, u(t), v(t)

) ≤ f
(
t,ωtα–∥∥(u, v)

∥
∥,κ

) ≤ κθ f

(

t,
ω‖(u, v)‖

κ
tα–, 

)

≤ κθ+ϑ
(
ω

∥
∥(u, v)

∥
∥
)–ϑ f

(
t, tα–, 

)
.

(.)

Hence, for any t ∈ [, ], by Lemma . and (.), we get

T(u, v)(t) =
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds

≤ ρ

(

κθ+ϑ
(
ω

∥
∥(u, v)

∥
∥
)–ϑ

∫ 


ϕ(s)f

(
s, , sα–)ds

+ κθ+ϑ
(
ω

∥
∥(u, v)

∥
∥
)–ϑ

∫ 


ϕ(s)f

(
s, sα–, 

)
ds

)

< +∞,

T(u, v)(t) =
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds

≤ ρ

(

κθ+ϑ
(
ω

∥
∥(u, v)

∥
∥
)–ϑ

∫ 


ϕ(s)f

(
s, , sα–)ds

+ κθ+ϑ
(
ω

∥
∥(u, v)

∥
∥
)–ϑ

∫ 


ϕ(s)f

(
s, sα–, 

)
ds

)

< +∞.

Together with the continuity of Kk(t, s) and Hk(t, s) (k = , ), it is easy to see that Tk ∈
C[, ]. Therefore, T : P \ {(, )} → P is well defined.
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For any (u, v) ∈ P[r,r] and t, τ ∈ [, ], by Remark ., we obtain

T(u, v)(t) =
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds

≥
∫ 


ωtα–K(τ , s)f

(
s, u(s), v(s)

)
ds +

∫ 


ωtα–H(τ , s)f

(
s, u(s), v(s)

)
ds

= ωtα–T(u, v)(τ ),

T(u, v)(t) =
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds

≥
∫ 


ωtα–H(τ , s)f

(
s, u(s), v(s)

)
ds +

∫ 


ωtα–K(τ , s)f

(
s, u(s), v(s)

)
ds

= ωtα–T(u, v)(τ ).

Then we have

T(u, v)(t) ≥ ωtα–∥∥T(u, v)
∥
∥, T(u, v)(t) ≥ ωtα–∥∥T(u, v)

∥
∥,

T(u, v)(t) ≥ 

ωtα–∥∥T(u, v), T(u, v)

∥
∥.

In the same way, we can prove that

T(u, v)(t) ≥ ωtα–∥∥T(u, v)
∥
∥, T(u, v)(t) ≥ ωtα–∥∥T(u, v)

∥
∥,

T(u, v)(t) ≥ 

ωtα–∥∥T(u, v), T(u, v)

∥
∥.

Therefore, we have TP[r,r] ⊆ TP. Further T : P[r,r] → P is completely continuous com-
bining with Lemma .. �

Theorem . Assume that (H)-(H) hold. Then the boundary value problem (.)-(.)
has at least one positive solution (u∗, v∗), and there exists a real number  < δ <  satisfying

δtα– ≤ u∗(t) ≤ δ–tα–, δtα– ≤ v∗(t) ≤ δ–tα–, t ∈ [, ].

Proof First, we show that the boundary value problem (.)-(.) has at least one positive
solution.

There exists a positive constant c satisfying  < c <  – c < . Choose r and R such that

 < r ≤ min

{(


�cα–ωθ

∫ 


ϕ(s)f

(
s, sα–, 

)
ds

) 
–θ

,



}

,

R ≥ max

{(
ρ



∫ 


ϕ(s)f

(
s, , sα–)ds

+
ρ



∫ 


ϕ(s)f

(
s, sα–, 

)
ds

) 
–max{θ,θ}

,

ω

, 
}

.

For any (u, v) ∈ ∂Pr , we have

rωtα– ≤ u(t) ≤ r, rωtα– ≤ v(t) ≤ r, t ∈ [, ]. (.)
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By Lemma ., Remark ., (H) and (H), for any (u, v) ∈ ∂Pr , we get

T(u, v)(t) =
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds

≥
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds ≥ �tα–

∫ 


ϕ(s)f

(
s, rωsα–, r

)
ds

≥ �cα–(rω)θ

∫ 


ϕ(s)f

(
s, sα–, 

)
ds

≥ r =
∥
∥(u, v)

∥
∥, for t ∈ [c,  – c].

Similarly, we can get T(u, v)(t) ≥ ‖u, v‖, for t ∈ [c,  – c]. This guarantees that

∥
∥T(u, v)

∥
∥ ≥ ∥

∥(u, v)
∥
∥, ∀(u, v) ∈ ∂Pr . (.)

On the other hand, for any (u, v) ∈ ∂PR, we have

Rωtα– ≤ u(t) ≤ R, Rωtα– ≤ v(t) ≤ R, t ∈ [, ].

By Lemma ., (H)-(H), (.) and (.), for any (u, v) ∈ ∂PR, we get

T(u, v)(t) =
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds

≤ ρ

∫ 


ϕ(s)f

(
s, R, Rωsα–)ds + ρ

∫ 


ϕ(s)f

(
s, Rωsα–, R

)
ds

≤ ρRθ

∫ 


ϕ(s)f

(
s, , sα–)ds + ρRθ

∫ 


ϕ(s)f

(
s, sα–, 

)
ds

≤ ρRmax{θ,θ}
(∫ 


ϕ(s)f

(
s, , sα–)ds +

∫ 


ϕ(s)f

(
s, sα–, 

)
ds

)

≤ R =
∥
∥(u, v)

∥
∥.

In the same way, we have T(u, v)(t) ≤ R = ‖(u, v)‖, for all (u, v) ∈ ∂PR. So we have

∥
∥T(u, v)

∥
∥ ≤ ∥

∥(u, v)
∥
∥, ∀(u, v) ∈ ∂PR. (.)

By the complete continuity of T , (.), (.), and Lemma ., we find that T has at least a
fixed point (u∗, v∗) ∈ P[r,R]. Consequently, boundary value problem (.)-(.) has a positive
solution (u∗, v∗) ∈ P[r,R].

Next, we show there exists a real number  < δ <  satisfying

δtα– ≤ u∗(t) ≤ δ–tα–, δtα– ≤ v∗(t) ≤ δ–tα–, t ∈ [, ].

From the Lemma ., we know (u∗, v∗) ∈ P \ {(, )}. So, we have

ωtα–∥∥
(
u∗, v∗)∥∥ ≤ u∗(t) ≤ ∥

∥
(
u∗, v∗)∥∥, t ∈ [, ],

ωtα–∥∥
(
u∗, v∗)∥∥ ≤ v∗(t) ≤ ∥

∥
(
u∗, v∗)∥∥, t ∈ [, ].
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Choose κ , such that ‖(u∗, v∗)‖/κ < , κ > /ω. By Lemma ., (H) and (H), for t ∈ [, ],
we have

u∗(t) =
∫ 


K(t, s)f

(
s, u∗(s), v∗(s)

)
ds +

∫ 


H(t, s)f

(
s, u∗(s), v∗(s)

)
ds

≤
∫ 


ρtα–f

(
s,κ ,ωsα–∥∥

(
u∗, v∗)∥∥)

ds +
∫ 


ρtα–f

(
s,ωsα–∥∥

(
u∗, v∗)∥∥,κ

)
ds

≤ ρtα–
(∫ 


f

(

s,κ ,
ω‖(u∗, v∗)‖

κ
sα–

)

ds +
∫ 


f

(

s,
ω‖(u∗, v∗)‖

κ
sα–,κ

)

ds
)

≤ ρtα–
(

κθ+ϑ
(
ω

∥
∥
(
u∗, v∗)∥∥)–ϑ

∫ 


f
(
s, , sα–)ds

+ κθ+ϑ
(
ω

∥
∥
(
u∗, v∗)∥∥)–ϑ

∫ 


f

(
s, sα–, 

)
ds

)

≤ ρtα–
(

κθ+ϑ (ωR)–ϑ

∫ 


f
(
s, , sα–)ds

+ κθ+ϑ (ωR)–ϑ

∫ 


f

(
s, sα–, 

)
ds

)

.

In the same way, for t ∈ [, ], we also have

v∗(t) ≤ ρtα–
(

κθ+ϑ (ωR)–ϑ

∫ 


f
(
s, , sα–)ds

+ κθ+ϑ (ωR)–ϑ

∫ 


f

(
s, sα–, 

)
ds

)

.

Choose

δ = min

{

ωr,
(

ρκθ+ϑ (ωR)–ϑ

∫ 


f
(
s, , sα–)ds

+ ρκθ+ϑ (ωR)–ϑ

∫ 


f

(
s, sα–, 

)
ds

)–

,



}

,

combining with (.), we have

δtα– ≤ u∗(t) ≤ δ–tα–, δtα– ≤ v∗(t) ≤ δ–tα–, t ∈ [, ].

This completes the proof of Theorem .. �

Theorem . Assume that (H)-(H) hold. Furthermore, assume θ +ϑ <  and θ +ϑ < .
Then boundary value problem (.)-(.) has a unique positive solution on [, ].

Proof Assume that the coupled boundary value problem (.)-(.) has two different posi-
tive solutions (u, v) and (u, v). By Theorem ., there exist  < δ <  and  < δ <  such
that

δtα– ≤ u(t) ≤ δ–
 tα–, δtα– ≤ v(t) ≤ δ–

 tα–, t ∈ [, ],

δtα– ≤ u(t) ≤ δ–
 tα–, δtα– ≤ v(t) ≤ δ–

 tα–, t ∈ [, ].
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Further, we have

δδu(t) ≤ u(t) ≤ (δδ)–u(t), t ∈ [, ],

δδv(t) ≤ v(t) ≤ (δδ)–v(t), t ∈ [, ].

Obviously, one has δδ �= . Put

� = sup
{
δ : δu(t) ≤ u(t) ≤ δ–u(t), δv(t) ≤ v(t) ≤ δ–v(t), t ∈ [, ]

}
.

It is easy to see that  < δδ < � < , and

�u(t) ≤ u(t) ≤ �–u(t), �v(t) ≤ v(t) ≤ �–v(t), t ∈ [, ]. (.)

By (H), (H) and (.), we get

f
(
t, u(t), v(t)

) ≥ f
(
t,�u(t),�–v(t)

) ≥ �θ+ϑ f
(
t, u(t), v(t)

)

≥ �σ f
(
t, u(t), v(t)

)
,

f
(
t, u(t), v(t)

) ≥ f
(
t,�–u(t),�v(t)

) ≥ �θ+ϑ f
(
t, u(t), v(t)

)

≥ �σ f
(
t, u(t), v(t)

)
,

(.)

where σ = max{θ + ϑ, θ + ϑ} such that σ < . Similarly, by (H), (H) and (.), we have

f
(
t, u(t), v(t)

) ≥ f
(
t,�u(t),�–v(t)

) ≥ �θ+ϑ f
(
t, u(t), v(t)

)

≥ �σ f
(
t, u(t), v(t)

)
,

f
(
t, u(t), v(t)

) ≥ f
(
t,�–u(t),�v(t)

) ≥ �θ+ϑ f
(
t, u(t), v(t)

)

≥ �σ f
(
t, u(t), v(t)

)
.

(.)

From (.), for t ∈ [, ], we have

u(t) = T(u, v)(t)

=
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds

≥
∫ 


K(t, s)�σ f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)�σ f

(
s, u(s), v(s)

)
ds

= �σ T(u, v)(t) = �σ u(t),

v(t) = T(u, v)(t)

=
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds

≥
∫ 


K(t, s)�σ f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)�σ f

(
s, u(s), v(s)

)
ds

= �σ T(u, v)(t) = �σ v(t).

(.)
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Similarly, from (.), for t ∈ [, ], we have

u(t) = T(u, v)(t)

=
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds

≥
∫ 


K(t, s)�σ f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)�σ f

(
s, u(s), v(s)

)
ds

= �σ T(u, v)(t) = �σ u(t),

v(t) = T(u, v)(t)

=
∫ 


K(t, s)f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)f

(
s, u(s), v(s)

)
ds

≥
∫ 


K(t, s)�σ f

(
s, u(s), v(s)

)
ds +

∫ 


H(t, s)�σ f

(
s, u(s), v(s)

)
ds

= �σ T(u, v)(t) = �σ v(t).

(.)

Combining (.) and (.), we can obtain

�σ u(t) ≤ u(t) ≤ (
�σ

)–u(t), �σ v(t) ≤ v(t) ≤ (
�σ

)–v(t), t ∈ [, ].

Noticing that  < �,σ < , we get to a contradiction with the maximality of �. Thus, the
boundary value problem (.)-(.) has a unique positive solution (u∗, v∗). This completes
the proof of Theorem .. �

Example . Consider the following fractional boundary value problem:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(D.
+ u)(t) +

√
u(t)+

(–t)( √v(t)+)
= ,

(D.
+ v)(t) +

√v(t)+
(–t)(

√
u(t)+) = ,

u() = u′() = , u() =
∑

i=
∫ ηi
ξi

v(s) dAi(s) +
∑

i= biv(σi),

v() = v′() = , v() =
∑

i=
∫ ηi
ξi

u(s) dAi(s) +
∑

i= biu(σi),

(.)

where

A(t) = .t, ξ =



, η =



, b =



, σ =



,

A(t) = .t, ξ =



, η =



, b =



, σ =



.

Obviously, we have α,α = .. We have

f(t, u, v) =
√

u(t) + 
( – t)( √v(t) + )

, f(t, u, v) =
√v(t) + 

( – t)(
√

u(t) + )
.

It is easy to see that f : [, ]× [,∞)× [,∞) is continuous, f(t, u, v) is nondecreasing in u
and nonincreasing in v, f : [, ]× [,∞)× [,∞) is continuous, f(t, u, v) is nonincreasing
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in u and nondecreasing in v. Take

θ =



, ϑ =



, θ =



, ϑ =



.

Then we know that condition (H) and (H) holds. As

∫ 


ϕ(s)f

(
s, , sα–)ds =

∫ 



( – s).s
( – s)(s. + )

ds

≤
∫ 




 – s

ds =  ln  ≈ . < +∞,

∫ 


ϕ(s)f

(
s, sα–, 

)
ds =

∫ 



( – s).s
( – s)(s. + )

ds

≤
∫ 




 – s

ds =  ln  ≈ . < +∞.

The condition (H) is also satisfied. Therefore, by Theorem ., we see that the coupled
boundary value problem (.) has at least one positive solution (u∗, v∗). Furthermore,

θ + ϑ =



< , θ + ϑ =



< .

By Theorem ., we see that (u∗, v∗) is the unique positive solution of the coupled bound-
ary value problem (.).
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