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Abstract
We discuss a novel epidemic SIRSmodel with time delay on a scale-free network in
this paper. We give an equation of the basic reproductive number R0 for the model
and prove that the disease-free equilibrium is globally attractive and that the disease
dies out when R0 < 1, while the disease is uniformly persistent when R0 > 1. In
addition, by using a suitable Lyapunov function, we establish a set of sufficient
conditions on the global attractiveness of the endemic equilibrium of the system.
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1 Introduction
Following both the seminal work on small-world network phenomena by Watts and Stro-
gatz [] and the scale-free network, in which the probability of p(k) for any node with k
links to other nodes is distributed according to the power law p(k) = Ck–γ ( < γ ≤ ), sug-
gested by Barabási and Albert [], the spreading of an epidemic disease on heterogeneous
networks, i.e., scale-free networks, has been studied by many researchers [–].

Realistic epidemic models should include some past states of the system, and time de-
lay plays an important role in the spreading process of the epidemic. For instance, it can
simulate the incubation period of the infectious disease, the infectious period of patients,
and the immunity period of recovery of the disease with time delay [, ]. However,
only little attention has been given to the epidemic models with time delays on heteroge-
neous networks. Liu and Xu presented a functional differential equation SEIRS epidemic
model, in which time delay represents the latent period and the immune period []. Liu
and Deng et al. discussed a functional differential equation SIS model, in which time de-
lay represents the average infectious period [], obtained the basic reproduction number,
and discussed the persistence of the disease. Wang and Wang et al. presented a functional
differential equation SIR model, in which time delay represents the incubation period, and
discussed the global stability of equilibria of the system []. Kang and Fu also established a
functional differential equation SIS model with an infective vector and analyzed the global
stability of the endemic equilibrium, the disease-free equilibrium [], and so on.

Considering the fact that the immune individual may become the susceptible individual,
Chen and Sun discussed an SIRS epidemic model without delay []. In [], Wang and
Wang et al. presented a delayed SIR model, in which time delay represents the incubation
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period during which the infectious agents develop in the vector, and discussed the global
stability of equilibria of the system. Motivated by the work of Chen [] and Wang [], we
will present a novel functional differential equation SIRS model in which time delay rep-
resents the incubation period of an infective vector to investigate the epidemic spreading
on a heterogeneous network.

Assuming the size of the network is a constant N during the period of epidemic spread-
ing, we also suppose that the degree of each node is time-invariant and p(k) denotes the
degree distribution of the network. Let Sk(t), Ik(t), and Rk(t) be the relative density of
susceptible nodes, infected nodes, and recovered nodes of connectivity k at time t, re-
spectively, where k = m, m + , . . . , n, in which m and n are the minimum and maximum
degree in network topology, respectively. Since the number of total nodes with degree k
is a constant p(k)N during the period of epidemic spreading, the following normalization
conditions hold:

Sk(t) + Ik(t) + Rk(t) = , k = m, m + , . . . , n.

In propagation processes of the epidemic via a vector (such as the mosquito), when a sus-
ceptible vector is infected by an infected one, there is a delay τ during which the infectious
agents develop in the vector and the infected vector becomes itself infectious after the de-
lay. At the same time, the vector’s usual activities are in a limited range, and the vector
population size is large enough such that at any time t a number of the infectious vector
population in the vicinity of the infected nodes with degree k (k = m, m + , . . . , n) at any
time t is simply proportional to the number of the infected nodes with degree k. The dy-
namical equations for the density Sk(t), Ik(t), and Rk(t), at the mean-field level, satisfy the
following set of functional differential equations when t >  [, , ]:

Ṡk(t) = –λ(k)Sk(t)�(t – τ ) – δSk(t) + μRk(t),

İk(t) = λ(k)Sk(t)�(t – τ ) – rIk(t),

Ṙk(t) = rIk(t) – μRk(t) + δSk(t),

()

where λ(k) is a transmission coefficient of the disease between the susceptible nodes and
infected nodes and r is the recovery rate from the infected nodes to the recovered nodes
because the infected nodes (patients) are cured. δ is the removal rate from the susceptible
nodes to the recovered nodes because the susceptible nodes acquire temporary immunity.
μ is the removal rate from the recovered nodes to the susceptible nodes because the re-
covered nodes lose temporary immunity. The dynamics of n groups of SIRS subsystems
are coupled through the function �(t), which represents the probability that any given
link points to an infected node at time t. Considering the uncorrelated network [, ], we
have

�(t) =


〈k〉
n∑

k=m

ϕ(k)p(k)Ik(t), ()

where 〈k〉 =
∑n

k=m p(k)k stands for the average node degree. λ(k) is the correlated (k-
dependent) infection rate, such as λk, λc(k) [], and so on. ϕ(k) denotes an infected node,
with degree k, occupied edges which can transmit the disease, while ϕ(k) = akα/( + bkα),
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 ≤ α < , a > , b ≥  []. With different parameters, ϕ(k) can be divided into different
cases, such as ϕ(k) = k [] when α = , b = , and a = ; ϕ(k) = A [] when a = A, α = , and
b = ; ϕ(k) = kα [] when a =  and b = . Specially, if b �= , ϕ(k) will become gradually
saturated as degree k increases, i.e., limk→∞ ϕ(k) = b/a.

The initial conditions of system () are the following:

Sk(θ ) = ζk(θ ), Ik(θ ) = ψk(θ ),

Rk(θ ) = φk(θ ), θ ∈ [–τ , ], k = m, m + , . . . , n,
()

where ω = (ζm(θ ),ψm(θ ),φm(θ ), . . . , ζn(θ ),ψn(θ ),φn(θ )) ∈ C are nonnegative continuous on
[–τ , ] and ζk() > , ψk() >  for θ = . C denotes the Banach space C([–τ , ], R(n–m+))
with the norm

‖ω‖ =

( n∑

i=m

(∣∣ζi(θ )
∣∣
τ

+
∣∣ψi(θ )

∣∣
τ

+
∣∣φi(θ )

∣∣
τ

)
)/

,

where

∣∣f (θ )
∣∣
τ

= sup
–τ≤θ≤

∣∣f (θ )
∣∣.

It is well known, by the fundamental theory of functional differential equations [], that
system () has a unique solution (Sm(t), . . . , Sn(t), Im(t), . . . , In(t), Rm(t), . . . , Rn(t)) satisfying
the initial conditions (). It is easy to show that all solutions of system () with initial con-
ditions () are defined on [, +∞) due to the boundedness of Sk , Ik , and Rk . In addition,
using similar arguments as in [], it is easy to show that all solutions of system () with
initial conditions () remain positive for all t ≥ .

The rest of this paper is organized as follows. The dynamical behaviors of the SIRS model
are discussed in Section . Numerical simulations and discussions are given to demon-
strate the main results in Section . Finally, the main conclusions of this work are summa-
rized in Section .

2 Dynamical behaviors of the model
Note that Sk(t) + Ik(t) + Rk(t) = . If we discuss the dynamical behaviors of system (), we
only discuss the following equivalent system of model ():

Ṡk(t) = –λ(k)Sk(t)�(t – τ ) – δSk(t) + μ
(
 – Sk(t) – Ik(t)

)
,

İk(t) = λ(k)Sk(t)�(t – τ ) – rIk(t).
()

Denote

R =
μ

(μ + δ)r
〈λ(k)ϕ(k)〉

〈k〉 , ()

where 〈f (k)〉 =
∑

k f (k)p(k), in which f (k) is a function.
Note that we obtain from the first equation of system () the following equation:

Ṡk(t) ≤ μ – (μ + δ)Sk(t).



Liu et al. Advances in Difference Equations  (2017) 2017:309 Page 4 of 13

By the standard comparison theorem in the theory of differential equations, we have

lim
t→+∞ sup Sk(t) ≤ μ/(μ + δ). ()

Hence we know

D =
{

(Sm, Im, . . . , Sn, In) ∈ R(n–m+)
+

∣∣∣ < Sk , Ik , Sk + Ik ≤ ,  < Sk ≤ μ

μ + δ

}

is positively invariant with respect to system (), and every forward orbit in R(n–m+)
+ even-

tually enters D.

Theorem  System () always has a disease-free equilibrium E( μ

μ+δ
, . . . , μ

μ+δ
, , . . . , ). Sys-

tem () has a unique endemic equilibrium E∗(S∗
m, S∗

m+, . . . , S∗
n, I∗

m, I∗
m+, . . . , I∗

n) when R > .

Proof Obviously, the disease-free equilibrium E of system () always exists. Now we dis-
cuss the existence of the endemic equilibrium of system (). Note that the equilibrium E∗
should satisfy

–λ(k)S∗
k�

∗ – δS∗
k + μ

(
 – S∗

k – I∗
k
)

= ,

λ(k)S∗
k�

∗ – rI∗
k = ,

()

where

�∗ =


〈k〉
∑

k

ϕ(k)p(k)I∗
k . ()

From (), we obtain

I∗
k =

λ(k)μ�∗

(μ + δ)r + λ(k)(r + μ)�∗ . ()

Substituting this into (), we obtain the self-consistency equality

�∗ =


〈k〉
∑

k

ϕ(k)p(k)
λ(k)μ�∗

(μ + δ)r + λ(k)(r + μ)�∗ , ()

similar to the proof of Theorem  in []. Equation () has a unique positive solution
when R >  and consequently, system () has a unique endemic equilibrium E∗ since ()
and () hold. �

Remark  We know that the basic reproductive number for system () is R. If ϕ(k) = k
and τ = , system () reduces to the SIRS model (.) without delay in [], and R in this
paper consists/coincides with one of the model in [].

Theorem  If R < , the disease-free equilibrium E of system () is globally attractive.

Proof Obviously, we need only to discuss the global attractiveness of system () in D.
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Consider the following Lyapunov function:

V (t) =


�(t) + η

∫ t

t–τ

�(μ) dμ,

where η is a constant to be determined.
Calculating the derivative of V (t) along the solution of (), we get

V̇ (t)
∣∣
() = �(t)

[


〈k〉
∑

k

φ(k)p(k)
(
λ(k)Sk(t)�(t – τ ) – rIk(t)

)]
+ η�(t) – η�(t – τ ).

Note that  < Sk(t) ≤ μ/(μ + δ) according to the positive invariance of D. We have

V̇ (t)
∣∣
() ≤ �(t)

[


〈k〉
∑

k

φ(k)p(k)
(

λ(k)
μ

μ + δ
�(t – τ ) – rIk(t)

)]
+ η�(t) – η�(t – τ )

= �(t)�(t – τ )
μ

μ + δ

〈λ(k)φ(k)〉
〈k〉 – r�(t) + η�(t) – η�(t – τ )

≤ 

[
�(t) + �(t – τ )

] μ

μ + δ

〈λ(k)φ(k)〉
〈k〉 – r�(t) + η�(t) – η�(t – τ ).

Let η = 


μ

μ+δ

〈λ(k)ϕ(k)〉
〈k〉 . We have

V̇ (t)
∣∣
() ≤

[
μ

μ + δ

〈λ(k)φ(k)〉
〈k〉 – r

]
�(t) = r(R – )�(t).

Thus V̇ (t)|() ≤  when R <  and V̇ (t)|() =  if and only if � = . Note that the fact that
� =  means that Ik = . Moreover, limt→+∞ Sk(t) = μ/(μ + δ), the largest invariant set
of V̇ (t)|() =  is a singleton E. Therefore, by the LaSalle invariance principle (see [,
Chapter , Theorem .]), the disease-free equilibrium E is globally attractive. �

Lemma  ([]) Consider the following equation:

ẋ(t) = ax(t – τ ) – ax(t),

where a, a, τ > ; x(t) >  for –τ ≤ t ≤ . We have
(i) if a < a, then limt→+∞ x(t) = ,

(ii) if a > a, then limt→+∞ x(t) = +∞.

Theorem  For system (), if R > , the disease-free equilibrium E is unstable, and
the disease is uniformly persistent, i.e., there exists a positive constant ε such that
limt→+∞ inf Ik(t) ≥ ε, k = m, m + , . . . , n.

Proof Denote

X =
{

(S̄, ψ̄) : ψk(θ ) ≥ , for all θ ∈ [–τ , ], k = m, m + , . . . , n
}

,

X =
{

(S̄, ψ̄) : ψk(θ ) > , for some θ ∈ [–τ , ], k = m, m + , . . . , n
}

.
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Consequently, we have

∂X = X/X =
{

(S̄, ψ̄) : ψi(θ ) = , for all θ ∈ [–τ , ], i ∈ {m, m + , . . . , n}},

where (S̄, ψ̄) = (Sm, Sm+, . . . , Sn,ψm,ψm+, . . . ,ψn).
Let (Sm(t), Im(t), . . . , Sn, In(t)) = (Sm(t,ω), Im(t,ω), . . . , Sn(t,ω), In(t,ω)) be the solution of

() with initial function ω = (ζm(θ ),ψm(θ ), . . . ,ψn(θ ),φn(θ )) and

T(t)(ω)(θ ) =
(
Sm(t + θ ,ω), Im(t + θ ,ω), . . . , Sn(t + θ ,ω), In(t + θ ,ω)

)
, θ ∈ [–τ , ].

Obviously, X and X are positively invariant sets for T(t). T(t) is completely continuous
for t > . Also, it follows from  < Sk(t), Ik(t) ≤  for t >  that T(t) is point-dissipative. E

is the unique equilibrium of system () on ∂X and it is globally stable on ∂X, Ã∂ = {E},
and E is isolated and acyclic. Finally, the proof will be complete if we prove W s(E)∩X =
∅, where W s(E) is the stable manifold of E. Suppose it is not true. Then there exists a
solution (S̄, Ī) in X such that

lim
t→+∞

(
Sk(t), Ik(t)

)
=

(
μ

μ + δ
, 

)
, k = m, m + , . . . , n.

Since R > , we may choose  < η <  such that μ(–η)
(λ(k)η+μ+δ)r

〈λ(k)ϕ(k)〉
〈k〉 > . At the same time,

there exists a T >  such that  ≤ Ik(t) < η for t > T due to limt→+∞ inf Ik(t) = .
When t > T, we obtain from the first equation of system ()

Ṡk(t) > –λ(k)Skη + μ
(
 – Sk(t) – η

)
– δSk(t)

= μ( – η) –
(
λ(k)η + μ + δ

)
Sk(t).

Hence there exists a T > T such that the following equality holds when t > T:

Sk(t) ≥ μ( – η)
λ(k)η + μ + δ

. ()

For t > T, we have from () and ()

�̇(t) =


〈k〉
∑

k

ϕ(k)p(k)İk(t)

=


〈k〉
∑

k

ϕ(k)p(k)
[
λ(k)Sk(t)�(t – τ ) – rIk(t)

]

≥ μ( – η)
λ(k)η + μ + δ

〈λ(k)ϕ(k)〉
〈k〉 �(t – τ ) – r�(t).

Note that μ(–η)
(λ(k)η+μ+δ)r

〈λ(k)ϕ(k)〉
〈k〉 > . It follows that μ(–η)

λ(k)η+μ+δ

〈λ(k)ϕ(k)〉
〈k〉 > r. Hence we deduce

from () that limt→+∞ �(t) = +∞ according to Lemma , contradicting limt→+∞ �(t) = 
due to limt→+∞ Ik(t) = . Hence limt→+∞ inf�(t) �= . Moreover, there exists a k ∈
{m, m + , . . . , n} such that limt→+∞ inf Ik (t) �= , contradicting limt→+∞ inf Ik(t) = ,
k = m, m + , . . . , n.

Hence, the infection is uniformly persistent according to Theorem . in [, Chap-
ter ], i.e., there exists an ε, being a positive constant, such that limt→+∞ inf Ik(t) ≥ ε and
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limt→+∞ inf Sk(t) ≥ ε. The disease-free equilibrium E is unstable accordingly. This com-
pletes the proof. �

Furthermore, we obtain the following Theorem  about the global attractiveness of the
endemic equilibrium E∗ of system () by constructing a suitable Lyapunov function.

Theorem  If R > , δ < r, and I∗
k < μ/(μ + δ)(δ/r), k = m, m + , . . . , n, then the endemic

equilibrium E∗ of system () is globally attractive.

Proof For convenience, we still discuss system ().
In accordance with () and Sk(t) + Ik(t) + Rk(t) = , k = m, m + , . . . , n, we know

D̃ =
{

(Sm, Im, Rm, . . . , Sn, In, Rn) ∈ R(n–m+)
+

∣∣∣

 < Sk , Ik , Rk , Sk + Ik + Rn = ,  < Sk ≤ μ

μ + δ

}
()

is positively invariant with respect to system (), and every forward orbit in R(n–m+)
+ even-

tually enters D̃.
Thus we just need to discuss the global attractiveness of system () in D̃.
Denote R∗

k =  – S∗
k – I∗

k . Then E∗(S∗
m, I∗

m, R∗
m, S∗

m+, I∗
m+, R∗

m+, . . . , S∗
n, I∗

n , R∗
n, ) is the endemic

equilibrium of system (). System () may be rewritten as the following system:

Ṡk(t) = –
n∑

l=m

βklSk(t)Il(t – τ ) – δSk(t) + μRk(t),

İk(t) =
n∑

l=m

βklSk(t)Il(t – τ ) – rIk(t),

Ṙk(t) = r – (μ + r)Rk(t) – (r – δ)Sk(t),

()

where βkl = λ(l)ϕ(l)p(l)
〈k〉 , l = m, m + , . . . , n.

Note that the endemic equilibrium of system () satisfies

–
n∑

l=m

βklS∗
k I∗

l – δS∗
k + μR∗

k = ,

n∑

l=m

βklS∗
k I∗

l = rI∗
k ,

(μ + r)R∗
k + (δ – r)S∗

k = r.

()

We have from () and () that

Ṡk(t) = –
n∑

l=m

βklSk(t)Il(t – τ ) +
n∑

l=m

βklS∗
k I∗

l – δ(Sk – S∗
k ) + μ

(
Rk – R∗

k
)
,

İk(t) =
n∑

l=m

βklSk(t)Il(t – τ ) –
n∑

l=m

βkl
S∗

k I∗
l

I∗
k

Ik(t),

Ṙk(t) = –(μ + r)
(
Rk – R∗

k
)

+ (δ – r)
(
Sk – S∗

k
)
.

()
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Let us consider

Vk(t) = Sk(t) – S∗
k – S∗

k ln
Sk(t)

S∗
k

+ Ik(t) – I∗
k – I∗

k ln
Ik(t)

I∗
k

+
n∑

l=m

βklS∗
k

∫ t

t–τ

(
Il(s) – I∗

l – I∗
l ln

Il(s)
I∗

l

)
ds +

μ

S∗
k (r – δ)

(Rk(t) – R∗
k)


. ()

Calculating the derivative of Vk(t) along a solution of (), we get

V̇k(t)
∣∣
() = –δ

(
 –

S∗
k

Sk

)(
Sk – S∗

k
)

+ μ

(
 –

S∗
k

Sk

)(
Rk – R∗

k
)

+
n∑

l=m

βklS∗
k I∗

l

(
 –

S∗
k

Sk
–

Ik

I∗
k

–
SkIl(t – τ )I∗

k
S∗

k IkI∗
l

– ln
Il

I∗
l

+ ln
Il(t – τ )

I∗
l

+
Il

I∗
l

)

+ μ
(
Rk – R∗

k
)(

 –
Sk

S∗
k

)
–

μ(r + μ)
S∗

k (r – δ)
(
Rk – R∗

k
). ()

Note that

–δ

(
 –

S∗
k

Sk

)(
Sk – S∗

k
)

= –δS∗
k

(
G

(
Sk

S∗
k

)
+ G

(
S∗

k
Sk

))
,

μ

(
 –

S∗
k

Sk

)(
Rk – R∗

k
)

+ μ
(
Rk – R∗

k
)(

 –
Sk

S∗
k

)

= –μ
(
Rk – R∗

k
)(

G
(

Sk

S∗
k

)
+ G

(
S∗

k
Sk

))

= –μRkG
(

Sk

S∗
k

)
– μRkG

(
S∗

k
Sk

)
+ μR∗

k

(
G

(
Sk

S∗
k

)
+ G

(
S∗

k
Sk

))
,

()

in which G(a) = a –  – ln a ≥  and

n∑

l=m

βklS∗
k I∗

l

(
 –

S∗
k

Sk
–

Ik

I∗
k

–
SkIl(t – τ )I∗

k
S∗

k IkI∗
l

– ln
Il

I∗
l

+ ln
Il(t – τ )

I∗
l

+
Il

I∗
l

)

=
n∑

l=m

βklS∗
k I∗

l

(
H

(
Ik

I∗
k

)
– H

(
Il

I∗
l

))
–

n∑

l=m

βklS∗
k I∗

l

(
G

(
S∗

k
Sk

)
+ G

(
Sk

S∗
k

))

–
n∑

l=m

βklS∗
k I∗

l G
(

SkIl(t – τ )I∗
k

S∗
k IkIl∗

)
+

n∑

l=m

βklS∗
k I∗

l G
(

Sk

S∗
k

)
, ()

in which H(a) = –a + ln a.
Thus we deduce from (), (), (), and () that

V̇k(t)
∣∣
() ≤

n∑

l=m

βklS∗
k I∗

l

(
H

(
Ik

I∗
k

)
– H

(
Il

I∗
l

))
+

(
–μRk + rI∗

k
)
G

(
Sk

S∗
k

)
. ()

Furthermore, since Sk(t) ≤ μ

μ+δ
, we deduce from the last equation of system () that

Ṙk(t) ≥ r – (μ + r)Rk(t) – (r – δ)
μ

μ + δ
= (μ + r)

(
δ

μ + δ
– Rk(t)

)
. ()
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Since I∗
k < δ/(μ + δ)(μ/r), we take ε = δ/(μ + δ) – I∗

k r/μ > . It follows from () that
there exists a T > T such that Rk(t) ≥ δ/(μ + δ) – ε when t > T. Hence –μRk + rI∗

k ≤
–μ(δ/(μ + δ) – ε) + rI∗

k =  when t > T, i.e.,

(
–μRk + rI∗

k
)
G

(
Sk

S∗
k

)
≤ . ()

In addition, the matrix

(
βklS∗

k I∗
l
)

(n–m+)×(n–m+) =
(

λ(l)ϕ(l)p(l)
〈k〉 S∗

k I∗
l

)

(n–m+)×(n–m+)

is irreducible, so the following matrix is irreducible:

B =

⎛

⎜⎜⎜⎝

∑
l �=m βmlS∗

mI∗
l –βm+,mS∗

m+I∗
m · · · –βnmS∗

nI∗
m

–βm,m+S∗
mI∗

m+
∑

l �=m+ βm+,lS∗
m+I∗

l · · · –βn,m+S∗
nI∗

m+

· · · · · · · · · · · ·
–βmnS∗

mI∗
n –βm+,nS∗

m+I∗
n · · · ∑

l �=n βnlS∗
nI∗

l

⎞

⎟⎟⎟⎠ .

Hence there exists a positive vector C = (cm, cm+, . . . , cn) such that BC = , in which ck is
the cofactor of the kth diagonal entry of B and m ≤ k ≤ n [, Lemma .].

It follows from BC =  that

n∑

l=m

clβlkS∗
l I∗

k = ck

n∑

l=

βklS∗
k I∗

l , k = m, m + , . . . , n.

Consequently, we have

n∑

k=m

ck

n∑

l=m

βklS∗
l I∗

l H
(

Ik

I∗
k

)
=

n∑

k=m

n∑

l=m

clβlkS∗
l I∗

k H
(

Ik

I∗
k

)

=
n∑

k=m

n∑

l=m

ckβklS∗
k I∗

l H
(

Il

I∗
l

)
=

n∑

k=m

ck

n∑

l=m

βklS∗
k I∗

l H
(

Il

I∗
l

)
,

i.e.,

n∑

k=

ck

n∑

l=

βklS∗
k I∗

l

(
H

(
Ik

I∗
k

)
– H

(
Il

I∗
l

))
= . ()

Define a Lyapunov function as follows:

V (t) =
n∑

k=

ckVk ()

and we deduce from (), (), and () that

V̇ (t)
∣∣
() ≤ .
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Moreover, V̇ (t)|() =  if and only if Sk = S∗
k , Ik = I∗

k , and Rk = R∗
k . Therefore, by the LaSalle

invariance principle (see [, Chapter , Theorem .]), the endemic equilibrium E∗ is
globally attractive when R > , δ < r and I∗

k < μ/(μ + δ)(δ/r), k = m, m + , . . . , n. The proof
is completed. �

3 Numerical simulations and discussions
The basic reproductive number for system () (or ()) is

R =
μ

(μ + δ)r
〈λ(k)ϕ(k)〉

〈k〉 . ()

The equilibrium E is globally attractive and the infection eventually disappears when
R < . The infection will always exist when R > . Note that R is irrelative to τ .

Now we present numerical simulations to demonstrate the above mentioned theorems.
Note that we obtain the equilibria from system (). The simulations are based on system
() and a scale-free network in which the degree distribution is p(k) = Ck–γ and C satisfies∑n

k=m p(k) = . Assuming the network is finite, the maximum connectivity n of any node
is related to the network age, measured as the number of nodes N [, ]. We have

n = mN /(γ –). ()

Let n =  and m =  be suitable assumptions. Let φ(k) = akα/( + bkα) in which a = .,
α = ., b = ., and λ(k) = λk. The initial functions are Ik(s) = ., k = , , , , and
Ik = , k �= , , ,  for s ∈ [, τ ].

Denote

I(t) =
∑

k

p(k)Ik(t).

Obviously, I(t) is the relative average density of the infected nodes.
Case : Let λ = ., r = ., δ = ., μ = ., γ = ., and τ = . We obtain from ()

that R = . < . Figure  shows the dynamic behaviors of system (). The numerical
simulation shows that limt→+∞ I(t) = . It follows that limt→+∞ Ik(t) =  and the infection
eventually disappears. The numerical result is consistent with Theorem .

Case : Let λ = ., r = ., δ = ., μ = ., γ = ., τ = , and δ < r. We obtain
from () that R = . >  and max I∗

k = . < μ/(μ + δ)(δ/r) = .. Figure 

Figure 1 Dynamical behaviors of system (4) with R0 = 0.5046.
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Figure 2 Dynamical behaviors of system (4) with R0 = 1.4596.

Figure 3 Dynamical behaviors of system (4) with τ = 2 and R0 = 1.5793.

shows the dynamic behaviors of system (). The average densities Ik(t) and I(t) converge
to a positive constant as t → +∞ and the infection is uniformly persistent. The numerical
result is consistent with Theorems  and .

Although the time delay τ has no effects on both the spreading threshold and the density
of infected nodes at the stationary state according to () and (), we find that the delay τ

has much impact on the density I(t) of the infected nodes; the slower the relative density
of infected nodes converges to the stationary state, the larger τ gets. Thus the delay cannot
be ignored. The numerical simulations in Figure  and Figure  verify it.

Moreover, let λ = ., r = ., δ = ., μ = ., γ = ., τ = , and δ < r. We obtain
from () that R = . >  but I∗

k ≥ μ/(μ + δ)(δ/r) = .,  ≤ k ≤ . Figure 
shows the dynamic behaviors of system (). The parameters of system () do not satisfy
Theorem , but the relative density Ik(t) and the relative average density I(t) still converge
to a positive constant as t → +∞. At the same time, no Hopf bifurcation occurs, so The-
orem  has room for improvement.

4 Conclusions
An SIRS model with time delay on a scale-free network has been proposed, in which time
delay describes the incubation period of the infective vector. We obtained the basic re-
production number R, which is irrelative to τ . The disease-free equilibrium is globally
attractive and infection may disappear when R < , while the infection is uniformly per-
sistent when R > . Moreover, the endemic equilibrium is globally attractive if R > , δ < r,
and I∗

k < μ/(μ+δ)(δ/r), k = m, m+, . . . , n. However, numerical simulations (Figure ) show
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that the endemic equilibrium is still globally attractive even if δ < r and I∗
k < μ/(μ + δ)(δ/r),

k = m, m + , . . . , n do not hold when R > . Therefore, improvement of the sufficient con-
dition in Theorem  on the global attractiveness of the endemic equilibrium of system ()
is an interesting but challenging problem.
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