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Abstract
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1 Introduction
In the last two decades, many researchers attracted toward the study of fractional differ-
ential equations, motivated by their broad use in mathematical modeling. In the recent
years, the theory of fractional differential equations has been analytically investigated by
a large number of very interesting and novel papers; for some recent development on the
topic, see [–] and the references therein.

Fractional calculus has found important applications in different fields, especially in
problems related to acoustics, rheology or modeling of materials, thermal systems, and
mechanical systems. Also, fractional differential equations have been used in models of
biochemistry (modeling polymers and proteins), electrical engineering (transmission of
ultrasound waves), medicine (modeling human tissue under mechanical loads), etc. Thus,
differential and integral equations of fractional order play nowadays a very important role
in describing some real-world phenomena [–].

Recently, quadratic perturbations of nonlinear fractional differential equations became a
more interesting topic. Hybrid differential equations are important because they include
several dynamic systems as particular cases. This class of hybrid fractional differential
equations includes the perturbations of original differential equations in different ways.
Much work has been done on the theory of hybrid differential equations; see the mono-
graphs [–]. Sitho et al. [] discussed the existence of solutions by using the hybrid
fixed point theorems of Dhage [] for the sum of three operators in a Banach algebra for
the following initial value problems of a hybrid fractional integro-differential equations:

⎧
⎨

⎩

Dα
+ [ x(t)–

∑m
i= Iβi hi(t,x(t))
f (t,x(t)) ] = g(t, x(t)), t ∈ J = [, T],

x() = ,
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where Dα denotes the Riemann-Liouville fractional derivative of order α,  < α ≤ , and
Iβi is the Riemann-Liouville fractional integral of order βi > .

Zhao et al. [] discussed the existence of solutions under mixed Lipschitz and
Carathéodory conditions for the fractional hybrid differential equation

⎧
⎨

⎩

Dq
+ [ x(t)

f (t,x(t)) ] = g(t, x(t)), t ∈ J = [, T],

x() = ,

where Dq denotes the Riemann-Liouville fractional derivative of order q with  < q < ,
f ∈ C(J ×R,R/{}), and g ∈ C(J ×R,R).

Moreover, the existence and uniqueness of a solution for the problem of type

cDγ

+ x(t) = f
(
t, xt ,c Dδ

+ xt
)
,  < t < ,

where cDγ

+ and cDδ
+ are Caputo derivatives with  < γ <  and  < δ < , has already been

proved by Niazi et al. [] under some boundary conditions.
Motivated by these papers and the fact that the time-delay phenomenon is so common

and certain. Many perturbations depend on both present and past status. Therefore, it
is essential to consider the time-delay effect in the mathematical modeling of fractional
differential equations. However, to the best of our knowledge, it looks like nobody con-
sidered the existence of a solution for the hybrid fractional neutral integro-differential
equation (). So, in this paper, we discuss the existence of a solution for the initial value
problem for the hybrid fractional neutral integro-differential equation

⎧
⎨

⎩

cDγ

+ [ x(t)–
∑m

i= Iζi hi(t,xt )
f (t,xt ) ] = g(t, xt ,c Dδ

+ xt), t ∈ J = [, ],

x(t) = φ(t), –τ ≤ t ≤ ,
()

where cDγ

+ and cDδ
+ are the Caputo derivatives with  < δ < γ < , Iζi is the Riemann-

Liouville fractional integral of order ζi > , i = , , . . . , m, f ∈ C(J × R,R/{}), g ∈ C(J ×
R,R), and hi ∈ C(J ×R,R). Let E = C(J , R) be the space of continuous real-valued functions
defined on J = [, ]. We define the norm ‖ · ‖ in E for  < τ <  by ‖x‖ = sup{|x(t)|; –τ ≤
t ≤ }. For any t ∈ [, ], we define xt by xt(θ ) = x(t + θ ) for θ ∈ [–τ , ]. As a motivation,
problems of type () seem to be important in the study of dynamics of biological systems;
see [].

The paper is organized as follows. In Section , we recall some basic definitions. Sec-
tion  is devoted to the existence of a solution for the IVP (). Section  ends by proving
the dependence of the solution on the initial value and its uniqueness. In Section , an
example is given to explain the applicability of the results.

2 Preliminaries
This section contains some basic definitions and results.

Definition . ([]) The gamma function is defined as


(α) =
∫ ∞


e–ttα– dt, α > .
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One of the basic properties of the gamma function is the identity 
(α + ) = α
(α).

Definition . ([]) The Riemann-Liouville fractional integral of order α >  of a con-
tinuous function f : (,∞) →R is defined by

Iαf (t) =



(α)

∫ t


(t – s)α–f (s) ds, α > , t > t,

where 
 is the gamma function, and right-hand side of the equality is defined pointwise
on R

+.

Definition . ([]) The Caputo fractional derivative for a function f : (, +∞) → R of
order α (n –  < α < n) is given by

cDα
+ f (t) = In–α

+
dn

dtn f (t) =



(n – α)

∫ t

+

f (n)(s)
(t – s)α+–n ds, t > ,

where n = [α] +  ([α] stands for the bracket function of α).

Throughout the paper, X denotes a Banach algebra with norm ‖ · ‖. The space C(J ,R)
of all continuous functions endowed with the norm ‖x‖ = supt∈J |x(t)| is a Banach algebra.
For proving the existence result, we will use the following fixed point theorem.

Lemma . [] Let S be a nonempty, closed convex, and bounded subset of a Banach
algebra X, and let P, R : X → X and Q : S → X be three operators satisfying:

(i) P and R are Lipschitzian with Lipschitz constants δ and ρ , respectively,
(ii) Q is compact and continuous,

(iii) x = PxQy + Rx ⇒ x ∈ S for all y ∈ S,
(iv) δM + ρ < , where M = ‖Q(S)‖.

Then the operator equation x = PxQx + Rx has a solution.

3 Existence result
We will use the following conditions:

(H) f is continuous, and for any x, y ∈R,

∣
∣f (t, xt) – f (t, yt)

∣
∣ ≤ l‖xt – yt‖, where l ∈ [, ].

(H) There exist a continuous function μ ∈ L∞(J ,R+) and a contraction ψ : R+ → R
+

with contraction constant <  and ψ() =  such that, for x ∈ R and y ∈ R, |g(t, x, y)| ≤
μ(t)(‖x‖ + ‖y‖) a.e., t ∈ J .

(H) The functions hi : J ×R →R, i = , , . . . , m, satisfy

∣
∣hi(t, xt) – hi(t, yt)

∣
∣ ≤ ni‖xt – yt‖, ni ∈ [, ].

(H) There exists c >  such that, for ui, vi ∈R, i = , , and s ∈ [, ], we have

∣
∣g(s, u, u) – g(s, v, v)

∣
∣ ≤ c

∑

i=

|ui – vi|.
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Lemma . Suppose that  < δ < γ <  and that functions f , g , hi, i = , , . . . , m, satisfy
problem (). Then the function x ∈ R(J ,R) is a solution of the hybrid fractional neutral
integro-differential problem () if and only if it satisfies the integral equation

x(t) = f (t, xt)
[

φ() –
∑m

i= Iζi hi(,φ(θ ))
f (,φ(θ ))

+



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds
]

+
m∑

i=

Iζi hi(t, xt).

Proof Applying Iγ to both sides of equation (), we get

x(t) –
∑m

i= Iζi hi(t, xt)
f (t, xt)

–
x() –

∑m
i= Iζi hi(, x)

f (, x)
=



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds,

and

x(t) –
∑m

i= Iζi hi(t, xt)
f (t, xt)

–
φ() –

∑m
i= Iζi hi(,φ(θ ))

f (,φ(θ ))

=



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds

for θ ∈ [–τ , ]. Hence

x(t) = f (t, xt)
[

φ() –
∑m

i= Iζi hi(,φ(θ ))
f (,φ(θ ))

+



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds
]

+
m∑

i=

Iζi hi(t, xt). ()
�

Theorem . Assume that (H)-(H) hold. Assume that there exists a real number v such
that

v ≥ F[N +
μ(s)((+ 


(–δ) )v)

(γ +) ] +

∑m
i=

K

(ζi+)

 – Nl – l
μ(s)((+ 


(–δ) )v)

(γ +) –

∑m
i=

ni

(ζi+)

, ()

where F = supt∈J |f (t, )| and K = supt∈J |hi(t, )|, i = , , . . . , m, N = | φ()–
∑m

i= Iζi hi(,φ(θ ))
f (,φ(θ )) |,

and

Nl + l
μ(s)(( + 


(–δ) )v)

(γ + )

+
m∑

i=

ni


(ζi + )
< . ()

Then problem () has at least one solution on J .

Proof Take X = R(J ,R) and define the subset S of X as

S =
{

x ∈ X : ‖xt‖ ≤ v
}

,
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where v satisfies equation (). Clearly, S is a closed, convex, and bounded subset of the
Banach space X. By Lemma ., problem () is equivalent to the integral equation ().
Now we define three operators: P : X → X by

Px(t) = f (t, xt), t ∈ J , ()

Q : S → X by

Qx(t) =
φ() –

∑m
i= Iζi hi(,φ(θ ))

f (,φ(θ ))

+



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds for θ ∈ [–τ , ], ()

and R : X → X by

Rx(t) =
m∑

i=

Iζi hi(t, xt), t ∈ J . ()

We shall show that the operators P, Q, and R satisfy all the conditions of Lemma .. This
will be achieved in the following series of steps.

Step . We will show that P and R are Lipschitzian on X. Let x, y ∈ X. Then, for t ∈ J , we
have

∣
∣Px(t) – Py(t)

∣
∣ =

∣
∣f (t, xt) – f (t, yt)

∣
∣

≤ l‖xt – yt‖ ≤ l sup
≤t≤

∣
∣x(t + θ ) – y(t + θ )

∣
∣, θ ∈ [–τ , ]

≤ l sup
–τ≤t+θ≤

∣
∣x(t + θ ) – y(t + θ )

∣
∣

≤ l sup
–τ≤t′≤

∣
∣x

(
t′) – y

(
t′)∣∣, t′ = t + θ

⇒ ‖Px – Py‖ = l‖x – y‖ for all x, y ∈ X.

Therefore, P is Lipschitzian on X with Lipschitz constant l. Also, for any x, y ∈ X, we have

∣
∣Rx(t) – Ry(t)

∣
∣ =

∣
∣
∣
∣
∣

m∑

i=

Iζi hi(t, xt) –
m∑

i=

Iζi hi(t, yt)

∣
∣
∣
∣
∣

≤
m∑

i=

∫ t



(t – s)γ –


(ζi)
∣
∣hi(s, xs) – hi(s, ys)

∣
∣ds

≤
m∑

i=

∫ t



(t – s)γ –


(ζi)
ni‖xs – ys‖ds

≤ ‖x – y‖
m∑

i=

ni


(ζi)
tζi

ζi

⇒ ‖Rx – Ry‖ =
m∑

i=

ni


(ζi + )
‖x – y‖ for all x, y ∈ X.
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Thus, R is a Lipschitzian on X with Lipschitz constant
∑m

i=
ni


(ζi+) .
Step . Now we will prove that the operator Q is completely continuous on X. First, we

show that Q is continuous on S. Let {xn} be a sequence in S converging to a point x ∈ S.
Then by the Lebesgue dominated convergence theorem

lim
n→∞ Qxn(t) =

φ() –
∑m

i= Iζi hi(,φ(θ ))
f (,φ(θ ))

+ lim
n→∞



(γ )

∫ t


(t – s)γ –g

(
s, xns,c Dδ

+ xns
)

ds

=
φ() –

∑m
i= Iζi hi(,φ(θ ))

f (,φ(θ ))
+



(γ )

∫ t


(t – s)γ – lim

n→∞ g
(
s, xns,c Dδ

+ xns
)

ds

=
φ() –

∑m
i= Iζi hi(,φ(θ ))

f (,φ(θ ))
+



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds

= Qx(t)

for all t ∈ J . Hence, Q is a continuous operator on S. Now we will show that Q is a compact
operator on S. We have to prove that Q(s) is a uniformly bounded and equicontinuous set
in X. By (H) we have

∣
∣Qx(t)

∣
∣ =

∣
∣
∣
∣
φ() –

∑m
i= Iζi hi(,φ(θ ))

f (,φ(θ ))

∣
∣
∣
∣ +

∣
∣
∣
∣



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds
∣
∣
∣
∣

≤ N +



(γ )

∫ t


(t – s)γ –μ(s)

(‖xs‖ +
∥
∥Dδ

+ xs
∥
∥
)

ds

≤ N +



(γ )

∫ t


(t – s)γ –μ(s)

(

‖xs‖ +



( – δ)
‖xs‖

)

ds

≤ N +



(γ + )
μ(s)

(

 +



( – δ)

)

v = K

for all t ∈ J . Therefore, ‖Q‖ ≤ K, which shows that Q is uniformly bounded on S. Now,
we will show that Q(s) is an equicontinuous set in X. Let t, t ∈ J with t < t. Then, for
any x ∈ S,

∣
∣Qx(t) – Qx(t)

∣
∣ ≤

∣
∣
∣
∣



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds

–



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds
∣
∣
∣
∣

≤ 

(γ )

∫ t



[
(t – s)γ – – (t – s)γ –]∣∣g

(
s, xs,c Dδ

+ xs
)∣
∣ds

+



(γ )

∫ t

t

(t – s)γ –∣∣g
(
s, xs,c Dδ

+ xs
)∣
∣ds

≤ 

(γ + )

[
(t)γ – (t)γ – (t – t)γ

]
μ(s)

(

 +



( – δ)

)

(v)

+
(t – t)γ


(γ + )
μ(s)

(

 +



( – δ)

)

(v)

≤ 

(γ + )

[
(t)γ – (t)γ

]
μ(s)

(

 +



( – δ)

)

v,
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which is independent of x ∈ S. As t → t, the right-hand side of the last inequality tends
to zero. Therefore, it follows from the Arzelà-Ascoli theorem that Q is a completely con-
tinuous operator on S.

Step . We will prove that hypothesis (iii) of Lemma . is satisfied, that is, x = PxQy +
Rx 
⇒ x ∈ S for all y ∈ S. We have

∣
∣x(t)

∣
∣ ≤ ∣

∣Px(t)
∣
∣
∣
∣Qy(t)

∣
∣ +

∣
∣Rx(t)

∣
∣

≤ ∣
∣f (t, xt)

∣
∣

{∣
∣
∣
∣
φ() –

∑m
i= Iζi hi(,φ(θ ))

f (,φ(θ ))

∣
∣
∣
∣ +



(γ )

∣
∣
∣
∣

∫ t


(t – s)γ –g

(
s, ys,c Dδ

+ ys
)

ds
∣
∣
∣
∣

}

+

∣
∣
∣
∣
∣

m∑

i=

Iζi hi(t, xt)

∣
∣
∣
∣
∣

≤ (∣
∣f (t, xt) – f (t, )

∣
∣ +

∣
∣f (t, )

∣
∣
)
{

N +



(γ + )
μ(s)

(

 +



( – δ)

)

(v)
}

+
m∑

i=

∫ t



(t – s)ζi–


(ζi)

× (∣
∣hi(s, xs) – hi(s, )

∣
∣ +

∣
∣hi(s, )

∣
∣
)

ds

≤ (
l‖xt‖ + F

)
{

N +



(γ + )
μ(s)

(

 +



( – δ)

)

(v)
}

+
m∑

i=

ni‖xt‖ + K


(ζi + )

≤ (lv + F)
{

N +



(γ + )
μ(s)

(

 +



( – δ)

)

(v)
}

+
m∑

i=

niv + K


(ζi + )
≤ v,

which implies that ‖x‖ ≤ v, and therefore x ∈ S.
Step . Finally, we will show that νM + ρ < , that is, (iv) of Lemma . holds. Since

M =
∥
∥Q(s)

∥
∥ = sup

t∈J

∣
∣
∣
∣N +



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds
∣
∣
∣
∣

≤ N +



(γ + )
μ(s)

(

 +



( – δ)

)

(v),

using equation (), we have

νM + ρ = lM +
m∑

i=

ni


(ζi + )

= lN +
lμ(s)( + 


(–δ) )(v)

(γ + )

+
m∑

i=

ni


(ζi + )
< 

with ν = l and ρ =
∑m

i=
ni


(ζi+) . Thus all the conditions of Lemma . are satisfied, and hence
the operator equation x = PxQx + Rx has a solution in S. In consequence, problem () has
a solution on J . This completes the proof. �

4 Data dependence of solution
In this section, we will derive the data dependence of a solution for equation ().



Niazi et al. Advances in Difference Equations  (2017) 2017:353 Page 8 of 11

Theorem . Let x and y be two solutions to the fractional hybrid equation () with φ = φ

and φ = φ, respectively. Then we have

‖x – y‖ ≤
[

l
[

N +
μ(t)( + 


(–δ) )v

(γ + )

]

+
(lv – F)(c)

(γ + )

(

 +



( – δ)

)

+
m∑

i=

ni


(ζi + )

]

× ‖φ – φ‖.

Proof Let x and y be two solutions of equation (). Then from equation () we have

∣
∣x(t) – y(t)

∣
∣ ≤

∣
∣
∣
∣
∣
f (t, xt)

[

N +



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds
]

– f (t, yt)
[

N +



(γ )

∫ t


(t – s)γ –g

(
s, ys,c Dδ

+ ys
)

ds
]

+

[ m∑

i=

Iζi hi(t, xt) –
m∑

i=

Iζi hi(t, yt)

]∣
∣
∣
∣
∣

≤ ∣
∣f (t, xt) – f (t, yt)

∣
∣

[∣
∣
∣
∣N +



(γ )

∫ t


(t – s)γ –g

(
s, xs,c Dδ

+ xs
)

ds
∣
∣
∣
∣

]

+ f (t, yt)
[



(γ )

∫ t


(t – s)γ –∣∣g

(
s, xs,c Dδ

+ xs
)

ds – g
(
s, ys,c Dδ

+ ys
)∣
∣

]

+
m∑

i=

ni


(ζi + )
‖φ – φ‖. ()

Now consider

Iγ
∣
∣g

(
t, xt ,c Dδ

+ xt
)

– g
(
t, yt ,c Dδ

+ yt
)∣
∣ ≤ Iγ c

[|xt – yt| +
∣
∣cDδ

+ xt –c Dδ
+ yt

∣
∣
]

≤ c



(γ )

∫ t


(t – s)γ –|xs – ys|ds

+ c



(γ )

∫ t


(t – s)γ –∣∣cDδ

+ xs –c Dδ
+ ys

∣
∣ds

≤ c

(γ + )

‖xt – yt‖ +
c


(γ + )
( – δ)
‖xt – yt‖

≤
(

c

(γ + )

)(

 +



( – δ)

)

‖φ – φ‖.

So equation () implies that

∣
∣x(t) – y(t)

∣
∣ ≤ l‖xt – yt‖

[

N +



(γ )
μ(t)

(‖xt‖ +
∥
∥cDδ

+ xt
∥
∥
)
∫ t


(t – s)γ – ds

]

+
[∣
∣f (t, yt) – f (t, )

∣
∣ +

∣
∣f (t, )

∣
∣
]
[(

c

(γ + )

)(

 +



( – δ)

)

‖φ – φ‖
]

+
m∑

i=

ni


(ζi + )
‖φ – φ‖

≤ l
[

N +
μ(t)( + 


(–δ) )v

(γ + )

]

‖φ – φ‖ +
[
l‖yt‖ + F

]
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×
[

c

(γ + )

(

 +



( – δ)

)]

‖φ – φ‖ +
m∑

i=

ni


(ζi + )
‖φ – φ‖

≤
[

l
[

N +
μ(t)( + 


(–δ) )v

(γ + )

]

+
(lv – F)(c)

(γ + )

(

 +



( – δ)

)

+
m∑

i=

ni


(ζi + )

]

‖φ – φ‖. �

Corollary  Under the assumptions of Theorem ., the solution of equation () is unique.

Proof Let x and y be two solutions of equation (). Then from Theorem . we have that
‖x – y‖ =  (since φ = φ = φ in this case). Hence the uniqueness. �

5 Example
In this section, we present an example to explain the applicability of the main results.

Example  Consider the following initial value problem of fractional neutral hybrid
integro-differential equation:

⎧
⎪⎨

⎪⎩

cD


+ [ x(t)–

∑
i= I

i–
 hi(t,xt )

+ sint
 |xt | ] = ( + |xt| + cD



+ |xt|), t ∈ [, ],

x(t) = , –π ≤ t ≤ 
()

with

hi(t, xt) =
|xt|

( + i + t)( + |xt|)

and ζi = i–
 , i = , , , . Therefore ζ = 

 , ζ = 
 , ζ = 

 , ζ = 
 , γ = 

 , δ = 
 ,

∣
∣f (t, xt) – f (t, yt)

∣
∣ =

∣
∣
∣
∣

(

 +
sin t


|xt|
)

–
(

 +
sin t


|yt|
)∣

∣
∣
∣

≤ sin t


‖xt – yt‖,

and

∣
∣hi(t, xt) – hi(t, yt)

∣
∣ =


 + i + t

∣
∣
∣
∣

|xt|
 + |xt| –

|yt|
 + |yt|

∣
∣
∣
∣

≤ 
 + i + t

‖xt – yt‖.

From this we get the norms ‖l‖ = 
 and ‖ni‖ = 

+i . Moreover,

hi
(
,φ(θ )

)
=

|φ(θ )|
( + i)( + |φ(θ )|)

=


( + i)()
, i = , , , ,
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and therefore N =  – I 
 ( 

 ) – I 
 ( 

 ) – I 
 ( 

 ) – I 
 ( 

 ). By using Iζ c = tζ

(ζ+) we get N ≈

., ( + 

(–δ) )(v) = .v, F = , K = , μ(s) = . Also,

∑
i=

ni

(ζi+) = .. So

v ≥ F[N +
μ(s)(+ 


(–δ) )v

(γ +) ] +

∑m
i=

K

(ζi+)

 – Nl – l
μ(s)(+ 


(–δ) )v

(γ +) –

∑m
i=

ni

(ζi+)

implies that v ∈ [., .]. Hence all the conditions of Theorem . are satisfied.
Therefore problem () has at least one solution on [, ].

6 Conclusions
In this paper, we proved the existence of a solution for initial value problem for a class of
hybrid fractional differential equation with delay by using a hybrid fixed point theorem of
Dhage [] for three operators in a Banach algebra. We also derived the data dependence
of a solution. The main result is well illustrated by an example.
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