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Abstract
This paper uses new fractional integration operational matrices to solve a class of
fractional neutral pantograph delay differential equations. A fractional-order function
space is constructed where the exact solution lies in, and a set of orthogonal bases
are given. Using them, we reduce the fractional delay differential equation to
algebraic equations and get the approximate solution. Finally, we give the Legendre
operational matrix of fractional integration to solve the equation as an example and
show the efficiency of the method.
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1 Introduction
Fractional calculus is a generalization of calculus to an arbitrary order. In recent years,
it is extensively applied to various fields such as viscous elastic mechanics, power fractal
networks, electronic circuits [1–3]. Due to the memory and non-local characters of frac-
tional derivative, many scholars use fractional differential equations to simulate complex
phenomenon in order to make it closer to the real problem. On the other hand, the op-
erational matrices of fractional calculus, as linear transformations, have been widely con-
cerned. Some operational matrices are obtained by approximating the integral of orthog-
onal polynomials. Some operational matrices are obtained indirectly by means of other
operational matrices. With the help of these matrices and orthogonal polynomials, we can
reduce a fractional differential or integral equation to algebraic equations, and get the ap-
proximate solution. Much research in this field has emerged, such as Legendre operational
matrices [1–3], Chebyshev operational matrices [4], block pulse operational matrices [5].

Fractional delay differential equations arise in many applications,such as automatic
control, long transmission lines, economy and biology [6]. The fractional pantograph
equation, as a kind of fractional delay differential equations, plays an important role in
explaining various phenomena [7, 8]. Therefore, it has attracted a great deal of atten-
tions. The authors [9] studied the existence of solutions of nonlinear fractional panto-
graph equations when the order of the derivative is smaller than 1. Yang and Huang [10]
studied spectral-collocation methods for fractional pantograph delay-integro-differential
equations whereas Rahimkhani, Ordokhani and Babolian [7] gave the numerical solution
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of fractional pantograph differential equations by using the generalized fractional-order
Bernoulli wavelet. However, only few papers are devoted to the approximate solution of
fractional neutral pantograph differential equations.

In this paper, we consider the fractional neutral pantograph differential equation

Dα
Cy(x) = a(x)y(px) + b(x)Dγ

Cy(px) + d(x)y(x) + g(x), (1)

subject to the initial condition

y(0) = 0, (2)

where 0 < p < 1, 0 < γ ≤ α ≤ 1, x ∈ [0, 1]. y(x) is an unknown function; a, b, d, g ∈ C[0, 1]
are the known functions, the fractional derivatives are in the sense of Caputo. For simplic-
ity of the proof, we set y(0) = 0, otherwise we let v(x) = y(x) – y(0) and solve the fractional
differential equation with the unknown function v(x) and v(0) = 0.

This paper is devoted to obtaining a class of operational matrices based on different type
of fractional orthogonal polynomials and solving the fractional neutral pantograph delay
differential equations by the obtained operational matrices. As never before, we construct
suitable fractional orthogonal polynomials and get the better operational matrices based
on the order of the fractional differential or integral equation. Thus we can find approxi-
mate solutions with high accuracy.

We organize this paper as follows: In Sect. 2, we give some basic definitions and use-
ful lemmas. In Sect. 3, we introduce operational matrices of fractional integration based
on fractional orthogonal basis functions. In Sect. 4, we give the numerical algorithms. In
Sect. 5, a fractional Legendre operational matrix is given. In Sect. 6, two numerical exam-
ples are given to illustrate the applicability and accuracy of the proposed method.

2 Preliminaries
In this section, some preliminary results about the fractional integral and the Caputo frac-
tional differential operator are recalled [11]. Then we give the appropriate space where we
find the approximate solution of fractional differential equations. Throughout the paper,
we assume α > 0.

Definition 2.1 The Riemann–Liouville (R–L) fractional integral operator Jα
0 is given by

Jα
0 u(x) =

1
�(α)

∫ x

0
(x – s)α–1u(s) ds,

where �(α) =
∫ ∞

0 xα–1e–x dx.

Lemma 2.1 For any u(x) ∈ L2[0, 1], Jα
0 u(x) ∈ L2[0, 1] holds.

Proof

∫ 1

0

(
Jα
0 u(x)

)2 dx

=
1

�2(α)

∫ 1

0

(∫ x

0
(x – t)α–1u(t) dt

)2

dx
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≤ 1
�2(α)

∫ 1

0

(∫ x

0
(x – t)α–1 dt

)
·
(∫ x

0
(x – t)α–1u2(t) dt

)
dx

≤ 1
α�2(α)

∫ 1

0

(∫ x

0
(x – t)α–1u2(t) dt

)
dx.

Note that u ∈ L2[0, 1], and we can derive that u2 ∈ L1[0, 1] and
∫ x

0 (x – t)α–1u2(t) dt ∈
L1[0, 1]. Therefore,

∫ 1

0

(
Jα
0 u(x)

)2 dx < +∞.

So Jα
0 u ∈ L2[0, 1] holds. �

Definition 2.2 The Caputo fractional differential operator Dα
C is given by

Dα
Cu(x) =

1
�(n – α)

∫ x

0
(x – s)n–α–1u(n)(s) ds, n – 1 < α < n, n = �α�.

Definition 2.3 Defining the inner product and the norm ‖ · ‖ in the C[0, 1] separately:

(
u(x), v(x)

)
=

∫ 1

0
u(x) · v(x) · ρ(x) dx,

∥∥u(x)
∥∥ =

√(
u(x), u(x)

)
=

(∫ 1

0

(
u(x)

)2 · ρ(x) dx
)1/2

, ∀u(x), v(x) ∈ C[0, 1].

Definition 2.4 Defining Cα[0, 1] � {Jα
0 u(x)|u ∈ C[0, 1]}, its inner product and its norm

‖ · ‖α :

(
u(x), v(x)

)
α

=
∫ 1

0
Dα

Cu(x) · Dα
Cv(x)ρ(x) dx,

∥∥u(x)
∥∥

α
=

√(
u(x), u(x)

)
α

=
(∫ 1

0

(
Dαu(x)

)2 · ρ(x) dx
)1/2

, ∀u(x), v(x) ∈ Cα[0, 1].

We can find that

(
u(x), u(x)

)
α

=
∫ 1

0

(
Dα

Cu(x)
)2

ρ(x) dx ≥ 0,

and u(x) = 0 when (u(x), u(x))α = 0. In fact, there exists a u1(x) ∈ C[0, 1] such that u(x) =
Jα
0 u1(x). That is,

∫ 1

0

(
Dα

Cu(x)
)2

ρ(x) dx =
∫ 1

0
u2

1(x)ρ(x) dx = 0.

Therefore we get u1(x) ≡ 0 and u(x) = Jα
0 u1(x) ≡ 0. It is easy to see that the other conditions

of the inner product definition are also true. Hence, Cα[0, 1] is an inner product space.
Denoting by X the set of all polynomials in the [0, 1], then X is a dense subset of C[0, 1].

Denote Jα
0 X = {Jα

0 P|P ∈ X}. Let H̃ be the completion of the inner product space Cα[0, 1].
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Lemma 2.2 (1) X is a dense subset of (L2[0, 1],‖ · ‖);
(2) Jα

0 X is a dense subset of (H̃ ,‖ · ‖α).

Proof (1) Taking any u(x) ∈ C[0, 1] and ε > 0, there exists a p ∈ X, such that ‖u – p‖C < ε.
We have

‖u – p‖ =
√

(u – p, u – p) =
(∫ 1

0
(u – p)2 · ρ(x) dx

)1/2

≤ A‖u – p‖C < Aε.

where A = (
∫ 1

0 ρ(x) dx)1/2. Therefore X is a dense subset of (C[0, 1],‖ · ‖). Noting that
(C[0, 1],‖ · ‖) is dense in the (L2[0, 1],‖ · ‖), then X is a dense subset of (L2[0, 1],‖ · ‖).

(2) For u(x) ∈ Cα[0, 1], there exists a u1(x) ∈ C[0, 1] such that u(x) = Jα
0 u1(x). For any

ε > 0, there exists a p ∈ X such that ‖u1 – p‖C < ε. We have

∥∥u(x) – Jα
0 p

∥∥
α

=
(∫ 1

0

[
Dα

C
(
u – Jα

0 p
)]2 · ρ(x) dx

)1/2

=
(∫ 1

0

[
Dα

C
(
Jα
0 u1 – Jα

0 p
)]2 · ρ(x) dx

)1/2

=
(∫ 1

0
(u1 – p)2 · ρ(x) dx

)1/2

≤ ‖u1 – p‖C ·
(∫ 1

0
ρ(x) dx

)1/2

< Aε,

where A = (
∫ 1

0 ρ(x) dx)1/2. Therefore Jα
0 X is a dense subset of (Cα[0, 1],‖ · ‖α). Noting that

(Cα[0, 1],‖ · ‖α) is dense in (H̃ ,‖ · ‖α), then Jα
0 X is a dense subset of (H̃,‖ · ‖α). �

Lemma 2.3 H̃ ⊆ L2[0, 1].

Proof For any f̃ ∈ H̃ , there exists fi ∈ C[0, 1], so that f̃i � Jα
0 fi ∈ Cα[0, 1] and

‖f̃i – f̃ ‖α → 0 (i → ∞).

Therefore ‖f̃i – f̃j‖α → 0 (i, j → ∞), that is,

lim
i,j→∞

∫ 1

0

[
Dα

C(f̃i – f̃j)
]2

ρ(x) dx = lim
i,j→∞

∫ 1

0
(fi – fj)2ρ(x) dx = 0.

Then limi,j→∞ ‖fi – fj‖ = 0. Because the space L2[0, 1] is complete, there exists a f ∈ L2[0, 1]
so that f = limi→∞ fi. We have

f̃ = lim
i→∞ f̃i = lim

i→∞ Jα
0 fi = Jα

0

(
lim

i→∞ fi

)
= Jα

0 f ,
∫ 1

0
(f̃ )2 dx =

∫ 1

0

(
Jα
0 f (x)

)2 dx

=
1

�2(α)

∫ 1

0

(∫ x

0
(x – t)α–1f (t) dt

)2

dx
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≤ 1
�2(α)

∫ 1

0

(∫ x

0
(x – t)α–1 dt

)
·
(∫ x

0
(x – t)α–1f 2(t) dt

)
dx

=
1

α�2(α)

∫ 1

0
xα ·

(∫ x

0
(x – t)α–1f 2(t) dt

)
dx.

Note that f ∈ L2[0, 1], and we can derive that f 2 ∈ L1[0, 1] and
∫ x

0 (x – t)α–1f 2(t) dt ∈
L1[0, 1]. Therefore,

∫ 1

0

(
Jα
0 f (x)

)2 dx < +∞

and

f̃ = Jα
0 f ∈ L2[0, 1].

Thus we get H̃ ⊂ L2[0, 1]. �

Remark 1 Because Cα = Jα
0 C[0, 1] is dense in Jα

0 L2[0, 1] and Jα
0 L2[0, 1] is complete, we can

derive that H̃ = Jα
0 L2[0, 1].

Lemma 2.4 Assume h(x) ∈ H̃ . Then, for any γ > 0, we can derive that Jγ
0 h(x) ∈ H̃ .

Proof By the assumption, there exists a h1(x) ∈ L2[0, 1] so that h(x) = Jα
0 h1(x). There-

fore

Jγ
0 h(x) = Jγ +α

0 h1(x) = Jα
0 Jγ

0 h1(x).

By Lemma 2.1, we have Jγ
0 h1(x) ∈ L2[0, 1]. So we can get Jα

0 Jγ
0 h1(x) ∈ H̃ , that is,

Jγ
0 h(x) ∈ H̃ . �

Lemma 2.5 Assume {un(x)} ⊂ X is an orthogonal basis of L2[0, 1], then {ũn(x)} = {Jα
0 un(x)}

is an orthogonal basis of H̃ . For any g ∈ H̃ , we can derive that g =
∑∞

n=0 Cnũn, where Cn =
(g,ũn)α
‖ũn‖2

α
.

Proof By the assumption, we have

(ũn, ũm)α =
∫ 1

0

(
Dα

Cũn
) · (Dα

Cũm
) · ρ(x) dx

=
∫ 1

0
un(x) · um(x) · ρ(x) dx

⎧⎨
⎩

= 0, n �= m;

�= 0, n = m.

For any f̃ ∈ H̃ , according to the proof of the above lemma, there exists a f ∈ L2[0, 1] so
that f̃ = Jα

0 f .
Assume (f̃ , ũn)α = 0, and we can derive that

∫ 1

0

(
Dα

Cf̃
)(

Dα
Cũn

)
ρ(x) dx =

∫ 1

0
funρ(x) dx = 0.
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By the assumption that {un(x)} is an orthogonal basis of L2[0, 1], so f = 0 a.e. Then we
get f̃ = 0, and {ũn(x)} is a orthogonal basis of H̃ .

For any g ∈ H̃ , we assume g =
∑∞

n=0 Cnũn. Therefore

(g, ũm)α =

( ∞∑
n=0

Cnũn, ũm

)

α

= Cm(ũm, ũm)α = Cm‖ũm‖2
α .

So we have Cm = (g,ũm)α
‖ũm‖2

α
. �

3 Operational matrices based on the orthogonal basis functions
An operational matrix can be obtained by using a set of orthogonal basis functions. Now,
according to Lemma 2.5, we can get new orthogonal bases and their corresponding oper-
ational matrices.

Denoting

Ũm(x) =

⎛
⎜⎜⎜⎜⎝

ũ0(x)
ũ1(x)

...
ũm–1(x)

⎞
⎟⎟⎟⎟⎠ ,

where {un(x)} ⊂ X is an orthogonal basis of L2[0, 1] and ũn(x) = Jα
0 u(x)(n = 0, 1, 2, . . .). Ac-

cording to Lemma 2.5, {ũn(x)} is an orthogonal basis of H̃ .

Lemma 3.1 Assume Ũm(x) = (ũ0(x), ũ1(x), . . . , ũm–1(x))T and 0 < p ≤ 1, then there exists an
m × m matrix A such that

Ũm(px) � AŨm(x), (3)

where

A =

⎛
⎜⎜⎜⎜⎝

a00 a01 . . . a0m–1

a10 a11 . . . a1m–1
...

... . . .
...

am–10 am–11 . . . am–1m–1

⎞
⎟⎟⎟⎟⎠

with aij = (ũi(px),ũj(x))α∫ 1
0 u2

j (x)ρ(x) dx
.

Proof

Ũm(px) =
(
ũ0(px), ũ1(px), . . . , ũm–1(px)

)T

�
(m–1∑

j=0

a0jũj(x),
m–1∑
j=0

a1jũj(x), . . . ,
m–1∑
j=0

am–1jũj(x)

)T



Shi et al. Advances in Difference Equations  (2018) 2018:94 Page 7 of 17

=

⎛
⎜⎜⎜⎜⎝

a00 a01 . . . a0m–1

a10 a11 . . . a1m–1
...

... . . .
...

am–10 am–11 . . . am–1m–1

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

ũ0(x)
ũ1(x)

...
ũm–1(x)

⎞
⎟⎟⎟⎟⎠

= A · Ũm(x).

Noting that

(
ũi(px), ũj(x)

)
α

�
(m–1∑

k=0

aikũk(x), ũj(x)

)

α

= aij
(
ũj(x), ũj(x)

)
α

= aij

∫ 1

0
u2

j (x)ρ(x) dx,

we can derive that

aij =
(ũi(px), ũj(x))α∫ 1
0 u2

j (x)ρ(x) dx
. �

Theorem 3.1 Let Jα
0 be the R–L fractional integral operator. Then

Jα
0 Ũm(x) � Kα

m · Ũm(x), (4)

where

Kα
m =

(
Jα
0 Ũm(x), ŨT

m(x)
)
α

· D–1

and

(
Jα
0 Ũm(x), ŨT

m(x)
)
α

=
((

Jα
0 ũi(x), ũj(x)

)
α

)m–1
i,j=0, D =

⎛
⎜⎜⎜⎜⎝

v0

v1
. . .

vm–1

⎞
⎟⎟⎟⎟⎠ .

Proof Let Kα
m be the operational matrix of fractional integration for Ũm(x). We have

(
Jα
0 Ũm(x), ŨT

m(x)
)
α

=

⎛
⎜⎜⎜⎜⎝

⎛
⎜⎜⎜⎜⎝

Jα
0 ũ0(x)

Jα
0 ũ1(x)

...
Jα
0 ũm–1(x)

⎞
⎟⎟⎟⎟⎠ ,

(
ũ0(x), ũ1(x), . . . , ũm–1(x)

)
⎞
⎟⎟⎟⎟⎠

α

�

⎛
⎜⎜⎜⎜⎝

⎛
⎜⎜⎜⎜⎝

∑m–1
j=0 k0jũj(x)∑m–1
j=0 k1jũj(x)

...∑m–1
j=0 km–1jũj(x)

⎞
⎟⎟⎟⎟⎠ ,

(
ũ0(x), ũ1(x), . . . , ũm–1(x)

)
⎞
⎟⎟⎟⎟⎠

α
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=

⎛
⎜⎜⎜⎜⎝

k00v0 k01v1 . . . k0m–1vm–1

k10v0 k11v1 . . . k1m–1vm–1
...

... . . .
...

km–10v0 km–11v1 . . . km–1m–1vm–1

⎞
⎟⎟⎟⎟⎠

= Kα
m ·

⎛
⎜⎜⎜⎜⎝

v0

v1
. . .

vm–1

⎞
⎟⎟⎟⎟⎠ ,

where

Kα
m =

⎛
⎜⎜⎜⎜⎝

k00 k01 . . . k0m–1

k10 k11 . . . k1m–1
...

... . . .
...

km–1,0 km–1,1 . . . km–1,m–1

⎞
⎟⎟⎟⎟⎠ ,

D =

⎛
⎜⎜⎜⎜⎝

v0

v1
. . .

vm–1

⎞
⎟⎟⎟⎟⎠ ,

with

vj =
(
ũj(x), ũj(x)

)
α

=
∫ 1

0
u2

j (x)ρ(x) dx.

Then

Kα
m =

(
Jα
0 Ũm(x), ŨT

m(x)
)
α

· D–1. �

4 Numerical algorithms
In this section, we consider the problem given in (1) and (2).

Lemma 4.1 Assuming that Dα
Cy(x) is absolute continuous and its derivative lies in L2[0, 1],

then Dα
Cy(x) ∈ H̃ .

Proof Let v(x) = Dα
Cy(x). Using v′(x) ∈ L2[0, 1] and Lemma 2.1, one has Dα

Cv(x) = J1–α
0 v′(x) ∈

L2[0, 1]. Therefore v(x) = Jα
0 Dα

Cv(x) ∈ Jα
0 L2[0, 1] = H̃ . �

Now we expand Dα
Cy(x) by the fractional-order orthogonal polynomials {ũm(x)}, thus:

Dα
Cy(x) � c0 + CT Ũm(x), (5)

where the coefficient vector C and Ũm(x) are given by

C = [c1, c2, . . . , cm]T , Ũm(x) =
[
ũ0(x), ũ1(x), . . . , ũm–1(x)

]T .
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Based on (5), (4), (3) and the properties of the Caputo derivative, we have

y(x) � Jα
0 c0 + CT Jα

0 Ũm(x) � c0

�(α + 1)
xα + CT Kα

mŨm(x), (6)

Dγ

Cy(x) = Dγ

C
[
Jα
0 Dα

Cy(x)
]

= Jα–γ
0 Dα

Cy(x) � Jα–γ
0

[
c0 + CT Ũm(x)

]

� c0

�(α – γ + 1)
xα–γ + CT Kα–γ

m Ũm(x) (7)

and

Dγ

Cy(px) � c0

�(α – γ + 1)
(px)α–γ + CT Kα–γ

m Ũm(px)

� c0

�(α – γ + 1)
(px)α–γ + CT Kα–γ

m AŨm(x). (8)

By using (6) and (3), we get

y(px) � c0

�(α + 1)
(px)α + CT Kα

mŨm(px) � c0

�(α + 1)
(px)α + CT Kα

mAŨm(x). (9)

By replacing (5), (6), (8) and (9) in Eq. (1), we obtain a system of algebraic equations,

c0 + CT Ũm(x) = a(x)
[

c0

�(α + 1)
(px)α + CT Kα

mAŨm(x)
]

+ b(x)
[

c0

�(α – γ + 1)
(px)α–γ

+ CT Kα–γ
m AŨm(x)

]
+ d(x)

[
c0

�(α + 1)
xα + CT Kα

mŨm(x)
]

+ g(x). (10)

Substituting the points {x|um(x) = 0} into (10), the coefficient c0 and the coefficient vec-
tor C can be simply computed and the approximate solution of (1) under the initial con-
dition (2) can be obtained.

5 Fractional-order Legendre operational matrix
In this section, we derive a new fractional-order Legendre operational matrix basing on the
research in Sect. 3, and we will solve two fractional-order equations using the operational
matrix in Sect. 6.

Definition 5.1 The Legendre polynomials {Lk(x) : k = 0, 1, 2, . . .} are the eigenfunctions of
the Sturm–Liouville problem,

((
1 – x2)L′

k(x)
)′ + k(k + 1)Lk(x) = 0, x ∈ [–1, 1].

Shifted Legendre polynomials can be defined on the interval [0, 1] by introducing the
variable x = 2z – 1. Let the shifted Legendre polynomials Lk(2z – 1) be denoted by Rk(z).
It is easy to see that

∫ 1

0
Ri(z) · Rj(z) dz =

1
2i + 1

δij,
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Figure 1 The comparison of the approximate solution and the exact solution whenm = 5

where

δij =

⎧⎨
⎩

0, i �= j,

1, i = j.

The analytic form of the shifted Legendre polynomials Ri(z) of degree i is given by

Ri(z) =
i∑

k=0

(–1)i+k (i + k)!
(i – k)!

zk

(k!)2 .

In order to solve the αth-order differential equations (α > 0), we define a new fractional-
order Legendre functions. Let

Ũm(x) =
{

Jα
0 R0(x), Jα

0 R1(x), . . . , Jα
0 Rm–1(x)

}
=

{
ũ0(x), ũ1(x), . . . , ũm–1(x)

}
,
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Figure 2 The comparison of the approximate solution and the exact solution whenm = 8

where

ũi(x) = Jα
0 Ri(x)

=
i∑

k=0

(–1)i+k (i + k)!
(i – k)!

Jα
0 xk

(k!)2

=
i∑

k=0

(–1)i+k (i + k)!
(i – k)!

1
(k!)2

k!
�(k + α + 1)

· xα+k

=
i∑

k=0

(–1)i+k (i + k)!
(i – k)!(k!)�(k + α + 1)

· xα+k .
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Figure 3 The comparison of the approximate solution and the exact solution whenm = 10

By Lemma 3.1, we get Ũm(px) � AŨm(x) and A = (aij)m–1
i,j=0 with aij = (ũi(px),ũj(x))α∫ 1

0 u2
j (x)ρ(x) dx

. There-

fore

aij =
pα

∫ 1
0 Ri(px)Rj(x) dx∫ 1

0 R2
j (x) dx

= (2j + 1)pα

∫ 1

0
Ri(px)Rj(x) dx.

By Theorem 3.1, we get

vj =
(
ũj(x), ũj(x)

)
α

=
∫ 1

0
R2

j (x) dx =
1

2j + 1
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Figure 4 The absolute error curve withm = 8

and

D =

⎛
⎜⎜⎜⎜⎝

1
1
3

. . .
1

2m–1

⎞
⎟⎟⎟⎟⎠ .

Let G = (Jα
0 Ũm(x), ŨT

m(x))α = ((Jα
0 ũi(x), ũj(x))α)m–1

i,j=0 = (gij)m–1
i,j=0 . We have

gij =
(
Jα
0 ũi(x), ũj(x)

)
α

=
∫ 1

0
ũi(x)Rj(x) dx

=
i∑

k=0

(–1)i+k (i + k)!
(i – k)!(k!)�(k + α + 1)

·
∫ 1

0
xα+kRj(x) dx,

while

∫ 1

0
xα+kRj(x) dx =

j∑
l=0

(–1)j+l (j + l)!
(j – l)!(l!)2

∫ 1

0
xα+k · xl dx

=
j∑

l=0

(–1)j+l (j + l)!
(j – l)!(l!)2

1
α + k + l + 1

;

therefore

gij =
i∑

k=0

j∑
l=0

(–1)i+k+j+l (i + k)!(j + l)!
(i – k)!(k!)(j – l)!(l!)2(α + k + l + 1)�(k + α + 1)

.
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Figure 5 The comparison of the approximate solution and the exact solution whenm = 5

Then we get the fractional-order Legendre operational matrix,

Kα
m = G · D–1.

6 Numerical examples
Example 1 Consider the following fractional neutral pantograph differential equation [7]:

⎧⎨
⎩

Dγ

Cy(x) = –y(x) + 0.1y(0.8x) + 0.5Dγ

Cy(0.8x) + g(x), x ∈ (0, 1],

y(0) = 0,

with 0 < γ ≤ 1.
The exact solution of this problem for γ = 0.8 is x3.8 with g(x) = 2.211894885744887x3 +

0.9571706039258614x3.8. By the present method we derive the corresponding approxi-
mate solutions and absolute errors between the exact solution and the approximate so-
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Figure 6 The comparison of the approximate solution and the exact solution whenm = 10

lutions when m = 5, 8, 10, which are displayed in Figs. 1, 2 and 3. The maximum of the
absolute errors between the exact solution and the approximate solutions on the interval
[0, 1] separately are 7.65934 ∗ 10–6, 2.69025 ∗ 10–7, 5.5087 ∗ 10–8 when m = 5, 8, 10 which
are obtained separately at points x = 0.195015, 0.0932709 and 0.0634485.

Denote Ly = Dα
Cy(x) – a(x)y(px) – b(x)Dγ

Cy(px) – d(x)y(x). So (1) is equivalent to Ly = g .
Hence (Ly – g)(xi) = 0 where {xi} are nodes. The approximate solution yn satisfies (Lyn –
g)(xi) = 0. Thus (L(y – yn))(xi) = 0. Because L(y – yn) fluctuates, the fluctuation of y – yn

is possible. The fluctuation times of absolute errors are related to the number of nodes
n + 1. When n increases, the fluctuation times of absolute errors may grow. Therefore, the
fluctuations of error in Figs. 1(b), 2(b) and 3(b) are possible.

When γ = 1 and g(x) = (0.32x – 0.5)e–0.8x + e–x, the exact solution is xe–x. We derive the
absolute errors which are displayed in Fig. 4, and compare the absolute errors with that
from Ref. [7] in Table 1. These results show that our method has higher accuracy.
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Figure 7 The comparison of the approximate solution and the exact solution whenm = 12

Table 1 The comparison of the absolute errors with Bernoulli wavelet method on the interval [0, 1]

x Bernoulli wavelet method Present method (m = 8)

0.1 1.98× 10–8 1.26039× 10–10

0.3 7.78× 10–9 4.42580× 10–11

0.5 6.34× 10–5 7.19732× 10–12

0.7 4.36× 10–5 5.64755× 10–11

0.9 2.80× 10–5 1.24056× 10–10

Example 2 Consider the following fractional neutral pantograph differential equation [7]:

⎧⎨
⎩

Dγ

Cy(x) = 0.75y(x) + y(0.5x) + Dγ1
C y(0.5x) + 0.5Dγ

Cy(0.5x) + g(x), x ∈ (0, 1],

y(0) = 0,

with 0 < γ1 < γ ≤ 1.
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The exact solution of this problem for γ = 0.7 and γ1 = 0.3 is x3.1 with g(x) = 2.06871x2.4 –
0.208387x2.8 – 0.866629x3.1. By the present method we derive the corresponding approx-
imate solutions and absolute errors when m = 5, 10, 12, which are displayed in Figs. 5,
6 and 7. The maximum of the absolute errors between the exact solution and the ap-
proximate solutions on the interval [0, 1] separately are 0.0031029, 0.0000298692 and
7.82099 ∗ 10–6 when m = 5, 10, 12, which are obtained separately in the first case.

7 Conclusion
In this paper, a method for obtaining a kind of operational matrices of fractional integra-
tion is proposed. In this way, we can obtain different operational matrices Kα

m based on dif-
ferent orthogonal polynomials. Using the matrices together with the collocation method,
we can obtain the approximate solutions of fractional neutral pantograph delay differential
equations. As an example, we obtain a fractional Legendre operational matrix and solve
two fractional neutral pantograph differential equations by the constructed method. The
numerical computation indicates that the method is efficient.
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