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#### Abstract

The generalized Caputo fractional derivative is a name attributed to the Caputo version of the generalized fractional derivative introduced in Jarad et al. (J. Nonlinear Sci. Appl. 10:2607-2619, 2017). Depending on the value of $\rho$ in the limiting case, the generality of the derivative is that it gives birth to two different fractional derivatives. However, the existence and uniqueness of solutions to fractional differential equations with generalized Caputo fractional derivatives have not been proven. In this paper, Cauchy problems for differential equations with the above derivative in the space of continuously differentiable functions are studied. Nonlinear Volterra type integral equations of the second kind corresponding to the Cauchy problem are presented. Using Banach fixed point theorem, the existence and uniqueness of solution to the considered Cauchy problem is proven based on the results obtained.
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## 1 Introduction

The fractional calculus is the branch of mathematics that studies the integration and differentiation of real or complex orders. Even though this calculus is old, it has been gaining astounding popularity for the recent decades only. This is due to its numerous seemingly diverse applications [2-8]. The most interesting speciality of the fractional operators is that there are many of these operators. This enables a researcher to choose the most suitable operator in order to describe the dynamics in a real world problem.
The fractional calculus was bounded up with fractional integrals obtained by iterating an integral to get the $n$th order integral and then replacing $n$ by any number, and then by using the classical method the corresponding derivatives were defined (see, for example, [1,9-14]). However, for the sake of better description of real world phenomena, some scientists discovered new fractional operators with nonlocal and nonsingular kernels using the limiting process with the help of the Dirac delta function. For such operators, we refer to [15-17]. Other types of new fractional derivatives can be found in [18-21].

On the other hand, the existence and uniqueness of solutions are among the most important qualitative properties of differential equations. The existence and uniqueness of solutions of differential equations involving the fractional derivatives were tackled by many researchers (see [22-26] and the references therein).

This paper studies fractional Cauchy problems with left generalized Caputo fractional derivatives in the space of continuously differentiable functions and proves the existence and uniqueness of solutions to these problems. We consider the following Cauchy problem:

$$
\begin{equation*}
\left({ }_{a}^{C} D^{\alpha, \rho} x\right)(t)=h\left[t, x(t),\left({ }_{a}^{C} D^{\alpha_{1}, \rho} x\right)(t), \ldots,\left({ }_{a}^{C} D^{\alpha_{m}, \rho} x\right)(t)\right] \tag{1}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
\left(\gamma^{k} x\right)(a)=d_{k}, \quad d_{k} \in \mathbb{R}(k=0,1, \ldots, n-1) \tag{2}
\end{equation*}
$$

where $\rho \in \mathbb{R}^{+}, n=[\alpha]+1, \alpha_{j} \in(j-1, j], j=1,2, \ldots, m<n ; \alpha_{0}=0, \gamma=t^{1-\rho} \frac{d}{d t}$ and ${ }_{a}^{C} D^{\alpha_{j}, \rho}$ denotes the generalized Caputo fractional differential operator of order $\alpha_{j}$.
As part of the main work, nonlinear Volterra type integral equations of the second kind corresponding to the Cauchy problems are shown and, subsequently, Banach fixed point theorem is applied. But before we start, let us recall some definitions from the fractional calculus [2-4].

The left Riemann-Liouville fractional integral of order $\alpha, \mathfrak{R}(\alpha)>0$ is defined by

$$
\begin{equation*}
\left({ }_{a} I^{\alpha} f\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-u)^{\alpha-1} f(u) d u . \tag{3}
\end{equation*}
$$

The right Riemann-Liouville fractional integral of order $\alpha, \mathfrak{R}(\alpha)>0$ is defined by

$$
\begin{equation*}
\left(I_{b}^{\alpha} f\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{t}^{b}(u-t)^{\alpha-1} f(u) d u \tag{4}
\end{equation*}
$$

The left Riemann-Liouville fractional derivative of order $\alpha, \mathfrak{R}(\alpha) \geq 0$ is given as

$$
\begin{equation*}
\left({ }_{a} D^{\alpha} f\right)(t)=\frac{d^{n}}{d t^{n}}\left({ }_{a} I^{n-\alpha} f\right)(t)=\frac{\frac{d^{n}}{d t^{n}}}{\Gamma(n-\alpha)} \int_{a}^{t}(t-u)^{n-\alpha-1} f(u) d u, \quad n=[\Re(\alpha)]+1 \tag{5}
\end{equation*}
$$

The right Riemann-Liouville fractional derivative of order $\alpha, \mathfrak{R}(\alpha) \geq 0$ reads as follows:

$$
\begin{align*}
\left(D_{b}^{\alpha} f\right)(t) & =(-1)^{n} \frac{d^{n}}{d t^{n}}\left(I_{b}^{n-\alpha} f\right)(t) \\
& =\frac{(-1)^{n} \frac{d^{n}}{d t^{n}}}{\Gamma(n-\alpha)} \int_{t}^{b}(u-t)^{n-\alpha-1} f(u) d u, \quad n=[\Re(\alpha)]+1 . \tag{6}
\end{align*}
$$

The left Caputo fractional derivative of order $\alpha, \mathfrak{R}(\alpha) \geq 0$ has the form

$$
\begin{equation*}
\left({ }_{a}^{C} D^{\alpha} f\right)(t)=\left({ }_{a} I^{n-\alpha} f^{(n)}\right)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t}(t-u)^{\alpha-1} f^{(n)}(u) d u, \quad n=[\Re(\alpha)]+1 . \tag{7}
\end{equation*}
$$

The right Caputo fractional derivative of order $\alpha, \mathfrak{R}(\alpha) \geq 0$ reads as follows:

$$
\begin{align*}
\left({ }^{C} D_{b}^{\alpha} f\right)(t) & =\left(I_{b}^{n-\alpha}(-1)^{n} f^{(n)}\right)(t) \\
& =\frac{(-1)^{n}}{\Gamma(n-\alpha)} \int_{t}^{b}(u-t)^{n-\alpha-1} f^{(n)}(u) d u, \quad n=[\mathfrak{R}(\alpha)]+1 . \tag{8}
\end{align*}
$$

The Hadamard type fractional integrals and derivatives were introduced in [9]. The left Hadamard fractional integral of order $\alpha, \mathfrak{R}(\alpha)>0$ has the following form:

$$
\begin{equation*}
\left(a \mathcal{J}^{\alpha} f\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(\log t-\log u)^{\alpha-1} f(u) \frac{d u}{u} \tag{9}
\end{equation*}
$$

The right Hadamard fractional integral of order $\alpha, \mathfrak{R}(\alpha)>0$ is defined by

$$
\begin{equation*}
\left(\mathcal{J}_{b}^{\alpha} f\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{t}^{b}(\log u-\log t)^{\alpha-1} f(u) \frac{d u}{u} . \tag{10}
\end{equation*}
$$

The left Hadamard fractional derivative of order $\alpha, \mathfrak{R}(\alpha) \geq 0$ is given by

$$
\begin{align*}
\left({ }_{a} \mathcal{D}^{\alpha} f\right)(t) & =\left(t \frac{d}{d t}\right)^{n}\left({ }_{a} \mathcal{J}^{n-\alpha} f\right)(t) \\
& =\frac{\left(t \frac{d}{d t}\right)^{n}}{\Gamma(\alpha)} \int_{a}^{t}(\log t-\log u)^{\alpha-1} f(u) \frac{d u}{u}, \quad n=[\Re(\alpha)]+1 . \tag{11}
\end{align*}
$$

The right Hadamard fractional derivative of order $\alpha, \mathfrak{R}(\alpha) \geq 0$ reads as follows:

$$
\begin{align*}
\left(\mathcal{D}_{b}^{\alpha} f\right)(t) & =\left(-t \frac{d}{d t}\right)^{n}\left(\mathcal{J}_{b}^{n-\alpha} f\right)(t) \\
& =\frac{\left(-t \frac{d}{d t}\right)^{n}}{\Gamma(\alpha)} \int_{t}^{b}(\log u-\log t)^{\alpha-1} f(u) \frac{d u}{u}, \quad n=[\Re(\alpha)]+1 . \tag{12}
\end{align*}
$$

The left Caputo-Hadamard fractional derivative of order $\alpha, \mathfrak{R}(\alpha) \geq 0$ is presented as [12, 13]

$$
\begin{equation*}
\left({ }_{a}^{C} \mathcal{D}^{\alpha} f\right)(t)={ }_{a} \mathcal{D}^{\alpha}\left[f(u)-\sum_{k=0}^{n-1} \frac{\delta^{k} f(a)}{k!}\left(\log \frac{u}{a}\right)^{k}\right](t), \quad \delta=t \frac{d}{d t}, \tag{13}
\end{equation*}
$$

and in the space $A C_{\delta}^{n}[a, b]=\left\{g:[a, b] \rightarrow \mathbb{C}: \delta^{n-1}[g(t)] \in A C[a, b]\right\}$ equivalently by

$$
\begin{equation*}
\left({ }_{a}^{C} \mathcal{D}^{\alpha} f\right)(t)=\left({ }_{a} \mathcal{J}^{n-\alpha}\left(t \frac{d}{d t}\right)^{n} f\right)(t), \quad n=[\Re(\alpha)]+1 \tag{14}
\end{equation*}
$$

The right Caputo-Hadamard fractional derivative of order $\alpha, \mathfrak{R}(\alpha) \geq 0>0$ is defined by [12, 13]

$$
\begin{equation*}
\left({ }_{a}^{C} \mathcal{D}^{\alpha} f\right)(t)={ }_{a} \mathcal{D}^{\alpha}\left[f(u)-\sum_{k=0}^{n-1} \frac{(-1)^{k} \delta^{k} f(b)}{k!}\left(\log \frac{b}{u}\right)^{k}\right](t), \tag{15}
\end{equation*}
$$

and in the space $A C_{\delta}^{n}[a, b]$ equivalently by

$$
\begin{equation*}
\left({ }^{C} \mathcal{D}_{b}^{\alpha} f\right)(t)=\left(\mathcal{J}_{b}^{n-\alpha}\left(-t \frac{d}{d t}\right)^{n} f\right)(t) \tag{16}
\end{equation*}
$$

For $a<b, c \in \mathbb{R}$, and $1 \leq p<\infty$, define the measurable Lebesgue function space

$$
X_{c}^{p}(a, b)=\left\{f:[a, b] \rightarrow \mathbb{R}:\|f\|_{X_{c}^{p}}=\left(\int_{a}^{b}\left|t^{c} f(t)\right|^{p} \frac{d t}{t}\right)^{1 / p}<\infty\right\}
$$

For $p=\infty,\|f\|_{X_{c}^{p}}=\operatorname{ess} \sup _{a \leq t \leq b}\left[t^{c}|f(t)|\right]$. The generalized left and right fractional integrals of order $\alpha, \mathfrak{R}(\alpha)>0$ are defined in [10] as

$$
\begin{equation*}
\left(a^{\alpha} I^{\alpha, \rho} f\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\frac{t^{\rho}-u^{\rho}}{\rho}\right)^{\alpha-1} f(u) \frac{d u}{u^{1-\rho}} \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(I_{b}^{\alpha, \rho} f\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{t}^{b}\left(\frac{u^{\rho}-t^{\rho}}{\rho}\right)^{\alpha-1} f(u) \frac{d u}{u^{1-\rho}} \tag{18}
\end{equation*}
$$

respectively.
One can notice that when $\rho=1$, the integrals in (17) and (18) reduce to the integrals in (2) and (3), respectively. Moreover, when one takes the limits of the integrals in (17) and (18) as $\rho \rightarrow 0$, the Hadamard fractional integrals in (9) and (10) are obtained, respectively.

The left and right generalized fractional derivatives of order $\alpha, \mathfrak{R}(\alpha) \geq 0$ are defined by (see [11])

$$
\begin{equation*}
\left({ }_{a} D^{\alpha, \rho} f\right)(t)=\gamma^{n}\left({ }_{a} I^{n-\alpha, \rho} f\right)(t)=\frac{\gamma^{n}}{\Gamma(n-\alpha)} \int_{a}^{t}\left(\frac{t^{\rho}-u^{\rho}}{\rho}\right)^{n-\alpha-1} f(u) \frac{d u}{u^{1-\rho}} \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(D_{b}^{\alpha, \rho} f\right)(x)=(-\gamma)^{n}\left({ }_{a} I^{n-\alpha, \rho} f\right)(t)=\frac{(-\gamma)^{n}}{\Gamma(n-\alpha)} \int_{t}^{b}\left(\frac{u^{\rho}-t^{\rho}}{\rho}\right)^{n-\alpha-1} f(u) \frac{d u}{u^{1-\rho}} \tag{20}
\end{equation*}
$$

respectively, where $\gamma=t^{1-\rho} \frac{d}{d t}$. Putting $\rho=1$ in (19) and (20), one gets the RiemannLiouville fractional derivatives (5) and (6); and letting $\rho$ tend to 0 , one gets the Hadamard fractional derivatives (11) and (12).

For the functions in $A C_{\gamma}^{n}[a, b]=\left\{f:[a, b] \rightarrow \mathbb{C}\right.$ and $\left.\gamma^{n-1} f \in A C[a, b], \gamma=t^{1-\rho} \frac{d}{d t}\right\}$ and $C_{\gamma}^{n}[a, b]=\left\{f:[a, b] \rightarrow \mathbb{C}\right.$ and $\left.\gamma^{n-1} f \in C[a, b], \gamma=t^{1-\rho} \frac{d}{d t}\right\}$, the left and right generalized Caputo fractional derivatives of order $\alpha, \Re(\alpha)>0$ are given respectively as in [1] as follows:

$$
\begin{equation*}
{ }_{a}^{C} D^{\alpha, \rho} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t}\left(\frac{t^{\rho}-u^{\rho}}{\rho}\right)^{n-\alpha-1} \frac{\left(\gamma^{n} f\right)(u) d u}{u^{1-\rho}}={ }_{a} I^{n-\alpha, \rho}\left(\gamma^{n} f\right)(t) \tag{21}
\end{equation*}
$$

and

$$
\begin{align*}
{ }^{C} D_{b}^{\alpha, \rho} f(t) & =\frac{1}{\Gamma(n-\alpha)} \int_{t}^{b}\left(\frac{u^{\rho}-t^{\rho}}{\rho}\right)^{n-\alpha-1} \frac{(-1)^{n}\left(\gamma^{n} f\right)(u) d u}{u^{1-\rho}} \\
& =I_{b}^{n-\alpha, \rho}\left((-1)^{n} \gamma^{n} f\right)(t) . \tag{22}
\end{align*}
$$

It can be observed that (21) becomes the left Caputo derivative (7) when one replaces $\rho$ by 1 and the left Caputo-Hadamard derivative (14) if one takes the limit as $\rho$ approaches 0 . The same relation holds for (22) and (8), and (22) and (16).

This paper is organized as follows. In Sect. 2 we present definitions, notations, and lemmas that will be used in this work. In Sect. 3 we present the Cauchy type problem for which the existence and uniqueness are considered.

## 2 Auxiliary results

Let $C^{n}([a, b], \mathbb{C})$ be the Banach space of all continuously differentiable functions from $[a, b]$ to $\mathbb{C}$. We recall the space $C_{\gamma}^{n}[a, b]$ and define the weighted spaces $C_{\epsilon, \rho}[a, b], C_{\gamma, \epsilon}^{n}[a, b]$, and $C_{\gamma}^{\alpha, r}[a, b]$ of a function $f$. For $n-1<\mathfrak{R}(\alpha) \leq n, 0 \leq \mathfrak{R}(\epsilon)<1$, and $\rho \in \mathbb{R}^{+}$, we define

$$
\begin{align*}
& C_{\gamma}^{n}[a, b]=\left\{f:[a, b] \rightarrow \mathbb{C} \text { s.t. } \gamma^{n} f \in C[a, b]\right\} .  \tag{23}\\
& C_{\epsilon, \rho}[a, b]=\left\{f:\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{\epsilon} f(x) \in C[a, b]\right\} ; \quad C_{0, \rho}[a, b]=C[a, b] \quad \text { for } \rho \neq 0 \tag{24}
\end{align*}
$$

endowed with the norm

$$
\begin{align*}
& \|f\|_{C_{\epsilon, \rho}}=\left\|\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{\epsilon} f(t)\right\|_{C}=\max _{t \in[a, b]}\left|\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{\epsilon} f(t)\right|  \tag{25}\\
& C_{\epsilon, \rho}[a, b]=\left\{f:\left(\log \frac{x}{a}\right)^{\epsilon} f(x) \in C[a, b]\right\} ; \quad C_{0, \rho}[a, b]=C[a, b] \quad \text { for } \rho=0 \tag{26}
\end{align*}
$$

endowed with the norm

$$
\begin{equation*}
\|f\|_{C_{\epsilon, \rho}}=\|f\|_{C_{\epsilon, \log }}=\left\|\left(\log \frac{x}{a}\right)^{\epsilon} f(x)\right\|_{C}=\max _{x \in[a, b]}\left|\left(\log \frac{x}{a}\right)^{\epsilon} f(x)\right| . \tag{27}
\end{equation*}
$$

The space $C_{\gamma, \epsilon}^{n}[a, b]$ is defined by

$$
\begin{equation*}
C_{\gamma, \epsilon}^{n}[a, b]=\left\{f: \gamma^{n-1} f \in C[a, b] \text { and } \gamma^{n} f \in C_{\epsilon, \rho}[a, b], \rho>0\right\} \tag{28}
\end{equation*}
$$

endowed with the norm

$$
\begin{align*}
& \|f\|_{C_{\gamma, \epsilon}^{n}}=\sum_{k=0}^{n-1}\left\|\gamma^{k} f\right\|_{C}+\left\|\gamma^{n} f\right\|_{C_{\epsilon, \rho}}  \tag{29}\\
& (\epsilon=0 \Rightarrow)\|f\|_{C_{\gamma}^{n}}=\sum_{k=0}^{n} \max _{x \in[a, b]}\left|\gamma^{k} f(x)\right|, \quad \rho>0 .
\end{align*}
$$

For $0 \leq \epsilon<1, \epsilon \leq \alpha$, we define $C_{\gamma}^{\alpha, r}[a, b]$ by

$$
\begin{align*}
& C_{\gamma, \epsilon}^{\alpha, r}[a, b]=\left\{f \in C_{\gamma}^{r}[a, b]:\left({ }_{a}^{C} D^{\alpha, \rho} f\right) \in C_{\epsilon, \rho}[a, b], r \in \mathbb{N}\right\},  \tag{30}\\
& C_{\gamma}^{r, r}[a, b]=C_{\gamma, \epsilon}^{r}[a, b],
\end{align*}
$$

where we use $C_{\gamma, \epsilon}^{\alpha, 0}[a, b]=C_{\gamma, \epsilon}^{\alpha}[a, b]$ and $C_{0, \rho}[a, b]=C_{\gamma}^{0}[a, b]=C[a, b]$. The generalized fractional integrals and generalized fractional derivatives satisfy the following semigroup properties.

Lemma 2.1 ([10]) For a function $f$ defined on $[a, b]$, we have

$$
\begin{equation*}
\left({ }_{a} I^{\alpha, \rho}\left({ }_{a} I^{\beta, \rho} f\right)\right)(t)=\left({ }_{a} I^{\alpha+\beta, \rho} f\right)(t), \quad \Re(\alpha)>0, \Re(\beta)>0 . \tag{31}
\end{equation*}
$$

Lemma 2.2 ([1]) For a function $f \in X_{c}^{p}(a, b), \rho \geq c$, we have

$$
\begin{equation*}
\left({ }_{a} D^{\alpha, \rho}\left({ }_{a} I^{\beta, \rho} f\right)\right)(t)=\left({ }_{a} I^{\beta-\alpha, \rho} f\right)(t), \quad \beta>\alpha>0, \tag{32}
\end{equation*}
$$

holds almost everywhere on $[a, b]$. When $\alpha=\beta$, we have $\left({ }_{a} D^{\alpha, \rho}\left({ }_{a} I^{\alpha, \rho} f\right)\right)(t)=f(t)$ almost everywhere.

Lemma $2.3([1])$ Let $\mathfrak{R}(\alpha>0), n=[\mathfrak{R}(\alpha)]+1$, and $\mathfrak{R}(\beta)>0$, then

$$
\begin{equation*}
{ }_{a}^{C} D^{\alpha, \rho}\left(\frac{x^{\rho}-a^{\rho}}{\rho}\right)^{\beta-1}=\frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)}\left(\frac{x^{\rho}-a^{\rho}}{\rho}\right)^{\beta-\alpha-1}, \quad \Re(\beta)>n . \tag{33}
\end{equation*}
$$

For $k=0,1, \ldots, n-1$,

$$
\begin{equation*}
{ }_{a}^{C} D^{\alpha, \rho}\left(\frac{x^{\rho}-a^{\rho}}{\rho}\right)^{k}=0 \tag{34}
\end{equation*}
$$

Lemma $2.4([1])$ Let $\alpha \in \mathbb{C}, n=[\mathfrak{R}(\alpha)]+1, f \in A C_{\gamma}^{n}[a, b]$, or $C_{\gamma}^{n}[a, b]$. Then

$$
\begin{equation*}
\left({ }_{a} I^{\alpha, \rho}\left({ }_{a}^{C} D^{\alpha, \rho} f\right)\right)(x)=f(x)-\sum_{k=0}^{n-1} \frac{\left(\gamma^{k} f\right)(a)}{k!}\left(\frac{x^{\rho}-a^{\rho}}{\rho}\right)^{k} . \tag{35}
\end{equation*}
$$

Lemma 2.5 ([1]) Assume $\rho>0$. Then the space $C_{\gamma}^{n}[a, b]$ consists of those and only those functions $f$ which are represented in the form

$$
\begin{equation*}
f(t)=\frac{a}{(n-1)!} \int_{a}^{t}\left(\frac{t^{\rho}-u^{\rho}}{\rho}\right)^{n-1} \frac{\left(\gamma^{n} f\right)(u)}{u^{1-\rho}} d u+\sum_{k=0}^{n-1} \frac{\left(\gamma^{k} f\right)(a)}{k!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{k} . \tag{36}
\end{equation*}
$$

Theorem 2.6 (Banach fixed point theorem) Let $(X, d)$ be a nonempty complete metric space, and let $0 \leq \lambda<1$. If $T: X \rightarrow X$ is a mapping such that for every $x, \tilde{x} \in X$, the relation

$$
\begin{equation*}
d(T x, T \tilde{x}) \leq \lambda d(x, \tilde{x}) \tag{37}
\end{equation*}
$$

holds, then the operator $T$ has a unique defined fixed point $x^{*} \in X$. Moreover, if $T^{k}(k \in \mathbb{N})$ is the sequence defined by

$$
\left\{\begin{array}{l}
T^{k}=T T^{k-1}, \quad k \in \mathbb{N} \backslash\{1\}  \tag{38}\\
T^{1}=T
\end{array}\right.
$$

then, for any $x_{0} \in X,\left\{T^{k} x_{0}\right\}_{k=1}^{k=\infty}$ converges to the above fixed point $x^{*}$.
Definition 2.1 Let $m \in \mathbb{N}, G \subset \mathbb{R}^{m},[a, b] \subset \mathbb{R}$ and $f:[a, b] \times G \rightarrow \mathbb{R}$ be a function such that, for any $\left(x_{1}, \ldots, x_{m}\right),\left(\tilde{x}_{1}, \ldots, \tilde{x}_{m}\right) \in G, f$ satisfies the generalized Lipschitzian condition:

$$
\begin{align*}
& \left|f\left[t, x_{1}, \ldots, x_{m}\right]-f\left[t, \tilde{x}_{1}, \ldots, \tilde{x}_{m}\right]\right| \leq A_{1}\left|x_{1}-\tilde{x}_{1}\right|+\cdots+A_{m}\left|x_{m}-\tilde{x}_{m}\right| \\
& \quad A_{j} \geq 0, j=1, \ldots, m . \tag{39}
\end{align*}
$$

In particular, $f$ satisfies the Lipschitzian condition with respect to the second variable if, for all $t \in(a, b]$ and for any $x, \tilde{x} \in G$, one has

$$
\begin{equation*}
|f[t, x]-f[t, \tilde{x}]| \leq A|x-\tilde{x}|, \quad A>0 . \tag{40}
\end{equation*}
$$

Lemma 2.7 ([27]) Let $0<a<b<\infty, \alpha>0$, and $0 \leq \epsilon<1$, then
(a) If $0<\alpha<\epsilon$, then ${ }_{a} I^{\alpha, \rho}$ is bounded from $C_{\epsilon, \rho}[a, b]$ into $C_{\epsilon-\alpha, \rho}[a, b]$ :

$$
\begin{equation*}
\left\|_{a} I^{\alpha, \rho} f\right\|_{C_{\epsilon-\alpha, \rho}} \leq\left(\frac{b^{\rho}-a^{\rho}}{\rho}\right)^{\alpha} \frac{\Gamma(1-\epsilon)}{\Gamma(1+\alpha-\epsilon)}\|f\|_{C_{\epsilon, \rho}} \tag{41}
\end{equation*}
$$

(b) If $\alpha \geq \epsilon$, then ${ }_{a} I^{\alpha, \rho}$ is bounded from $C_{\epsilon, \rho}[a, b]$ into $C[a, b]$ :

$$
\begin{equation*}
\left\|_{a} I^{\alpha, \rho} f\right\|_{C} \leq\left(\frac{b^{\rho}-a^{\rho}}{\rho}\right)^{\alpha-\epsilon} \frac{\Gamma(1-\epsilon)}{\Gamma(1+\alpha-\epsilon)}\|f\|_{C_{\epsilon, \rho}} ; \tag{42}
\end{equation*}
$$

(c) The fractional integral operator ${ }_{a}{ }^{\alpha, \rho}$ represents a mapping from $C[a, b]$ to $C[a, b]$ and

$$
\begin{equation*}
\left\|_{a} I^{\alpha, \rho} f\right\|_{C} \leq \frac{1}{\Gamma(\alpha+1)}\left(\frac{b^{\rho}-a^{\rho}}{\rho}\right)^{\alpha}\|f\|_{C} \tag{43}
\end{equation*}
$$

## 3 Cauchy type problem generalized with generalized Caputo fractional derivative

We now present the existence and uniqueness of solutions to the Cauchy problem (1)-(2) in the space $C_{\gamma}^{\alpha, r}[a, b]$ for a nonlinear fractional differential equation with generalized Ca puto fractional derivative. We denote $\left.h\left[t, x(t),\left({ }_{a}^{C} D^{\alpha_{1}, \rho} x\right)(t), \ldots,{ }_{a}^{C} D^{\alpha_{m}, \rho} x\right)(t)\right]$ by $h[t, \psi(t, x)]$ for the sake of simplicity.

The Volterra type integral equation corresponding to problem (1)-(2) can be written as

$$
\begin{equation*}
x(t)=\sum_{j=0}^{n-1} \frac{d_{j}}{j!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{j}+\frac{1}{\Gamma(\alpha)} \int_{a}^{x}\left(\frac{t^{\rho}-\tau^{\rho}}{\rho}\right)^{\alpha-1} h[\tau, \psi(\tau, x)] \frac{d \tau}{\tau^{1-\rho}} d t, \quad t>a . \tag{44}
\end{equation*}
$$

Theorem 3.1 Let $\alpha>0, n=[\alpha]+1$, and $\alpha_{j} \in \mathbb{R}(j=0, \ldots, m)$ such that

$$
\begin{equation*}
0=\alpha_{0}<\alpha_{1}<\cdots<\alpha_{m}<n-1 . \tag{45}
\end{equation*}
$$

Let $G \in \mathbb{R}^{m+1}$ be open subsets, and let $h:(a, b] \times G \rightarrow \mathbb{R}$ be a function such that $h\left[t, x, x_{1}, \ldots, x_{m}\right] \in C_{\epsilon, \rho}[a, b]$ for arbitrary $x, x_{1}, \ldots, x_{m} \in C_{\epsilon, \rho}[a, b]$, and the Lipschitz condition (38) is satisfied.
(a) If $x \in C_{\gamma}^{\alpha, n-1}[a, b]$, then $x$ satisfies relations (1)-(2) if and only if $x$ satisfies equation (44).
(b) If $0<\alpha<1$, then $x \in C_{\gamma}^{\alpha}[a, b]$ satisfies the relations

$$
\begin{equation*}
\left({ }_{a}^{C} D^{\alpha, \rho} x\right)(t)=h[t, \psi(t, x)], \quad x(a)=d_{0}, d_{0} \in \mathbb{R} \tag{46}
\end{equation*}
$$

if and only if $x$ satisfies the equation

$$
\begin{equation*}
x(t)=d_{0}+\left({ }_{a} I^{\alpha, \rho} h[\tau, \psi(\tau, x)]\right)(t), \quad t>a . \tag{47}
\end{equation*}
$$

Proof Let $\alpha \in(n-1, n)$ and suppose $x \in C_{\gamma}^{n-1}[a, b]$ satisfies equations (1)-(2). According to Definition 3.1 in [1],

$$
\left({ }_{a}^{C} D^{\alpha, \rho} x\right)(t)={ }_{a} D^{\alpha, \rho}\left[x(\tau)-\sum_{k=0}^{n-1} \frac{\left(\gamma^{k} x\right)(a)}{k!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{k}\right](t) .
$$

Then we have that $\left({ }_{a}^{C} D^{\alpha, \rho} x\right)(t) \in C_{\epsilon, \rho}[a, b]$, which implies

$$
\gamma_{a}^{n} I^{n-\alpha, \rho}\left[x(\tau)-\sum_{k=0}^{n-1} \frac{\left(\gamma^{k} x\right)(a)}{k!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{k}\right](t) \in C_{\epsilon, \rho}[a, b] .
$$

Then, using (1), (2) and Lemma 2.4, we have

$$
\begin{aligned}
x(t) & =\left({ }_{a} I^{\alpha, \rho}\left({ }_{a}^{C} D^{\alpha, \rho} x\right)\right)(t)+\sum_{k=0}^{n-1} \frac{\left(\gamma^{k} x\right)(a)}{k!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{k} \\
& ={ }_{a} I^{\alpha, \rho} h[\tau, \psi(\tau, x)](t)+\sum_{k=0}^{n-1} \frac{d_{k}}{k!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{k}, \quad t>a .
\end{aligned}
$$

This means $x \in C_{\gamma}^{n-1}[a, b]$ satisfies (44).
To prove the sufficiency, let $x \in C_{\gamma}^{n-1}[a, b]$ satisfy (44). Then

$$
{ }_{a} I^{\alpha, \rho} h[\tau, \psi(\tau, x)](t)=x(t)-\sum_{j=0}^{n-1} \frac{d_{j}}{j!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{j} .
$$

Taking the generalized fractional derivative ${ }_{a} D^{\alpha, \rho}$ of both sides of this relation and considering the conditions for $h$, we obtain

$$
{ }_{a} D^{\alpha, \rho}{ }_{a} I^{\alpha, \rho} h[\tau, \psi(\tau, x)](t)={ }_{a} D^{\alpha, \rho}\left[x(t)-\sum_{j=0}^{n-1} \frac{d_{j}}{j!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{j}\right]=\left({ }_{a}^{C} D^{\alpha, \rho} x\right)(t),
$$

where we have used Definition 3.1 in [1]. Thus, $x \in C_{\gamma}^{n-1}[a, b]$ satisfies (1).
On the other hand, applying $\gamma^{k}, k=0,1, \ldots, n-1$, to both sides of (44) gives

$$
\begin{aligned}
\gamma^{k} x(t) & =\sum_{j=k}^{n-1} \frac{d_{j}}{(j-k)!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{j-k}+\gamma_{a}^{k} I^{\alpha, \rho} h[\tau, \psi(\tau, x)](t), \quad t>a \\
& =\sum_{j=k}^{n-1} \frac{d_{j}}{(j-k)!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{j-k}+{ }_{a} D^{\alpha, \rho} h[\tau, \psi(\tau, x)](t), \quad t>a .
\end{aligned}
$$

Since the fractional derivative at an end point is zero, i.e., $\left({ }_{a} D^{\alpha, \rho} f\right)(a)=0$, then letting $\tau \rightarrow a$ we obtain

$$
\left(\gamma^{k} x\right)(a)=d_{k}, \quad k=0,1, \ldots, n-1 .
$$

Thus, if $x$ satisfies (44), then it also satisfies the initial condition (2). Hence $x \in C_{\gamma}^{n-1}[a, b]$ satisfies the Cauchy problem (1)-(2).

The second part of the theorem can be proven analogously. Note that since $0<\alpha<1$, this implies $n=1$, and therefore the term $\sum_{k=0}^{n-1} \frac{\left(\gamma^{k} x\right)(a)}{k!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{k}$ reduces to $x(a)$.

Theorem 3.2 Let $\alpha \in \mathbb{R}, n=[\alpha]+1,0 \leq \epsilon<1$ such that $\epsilon \leq \alpha$. Let $\alpha_{j}>0, j=1, \ldots, m$, satisfying (25). Suppose $G$ is an open set in $\mathbb{R}^{m+1}$ and $h:(a, b] \times G \rightarrow \mathbb{R}$ is a function such that $h\left[t, x, x_{1}, \ldots, x_{m}\right] \in C_{\epsilon, \rho}[a, b]$ and the Lipschitz condition (39) is satisfied.
(a) If $n-1<\alpha<n$, then there exists a unique solution $x$ to problem (22)-(23) in the space $C_{\gamma, \epsilon}^{\alpha, n-1}[a, b]$.
(b) If $0<\alpha<1$, then there exists a unique solution $x \in C_{\gamma, \epsilon}^{\alpha}[a, b]$ to problem (22) with the condition $x(a)=d_{0} \in \mathbb{R}$.

Proof Theorem 3.1 gives us the sufficiency to establish the existence of a unique solution $x \in C_{\gamma, \epsilon}^{\alpha, n-1}[a, b]$ to (44).

First step: We show the existence of a unique solution $x \in C_{\gamma}^{n-1}[a, b]$.
(a) Choosing $t_{1} \in[a, b]$, we prove the existence of a unique solution $x \in C_{\gamma}^{n-1}\left[a, t_{1}\right]$ satisfying the conditions

$$
\sum_{k=0}^{n-1} \sum_{j=0}^{m} A_{j}\left(\frac{t_{1}^{\rho}-a^{\rho}}{\rho}\right)^{\operatorname{Re}\left(\alpha-\alpha_{j}\right)-k} \frac{\Gamma(1-\epsilon)}{\Gamma\left(1-\epsilon+\alpha-\alpha_{j}-k\right)}<1, \quad \epsilon \leq \alpha .
$$

We then apply Theorem 2.6 to prove that there is a unique solution $x \in C_{\gamma}^{n-1}\left[a, t_{1}\right]$ to (44).
Equation (44) can be rewritten in the form $x(t)=(T x)(t)$, where

$$
(T x)(t)=\sum_{j=0}^{n-1} \frac{d_{j}}{j!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{j}+\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{\alpha-1} h[\tau, \psi(\tau, x)] \frac{d \tau}{\tau^{1-\rho}}
$$

Denoting $\left.x_{0}(t)=\sum_{j=0}^{n-1} \frac{d_{j}}{j!!} \frac{t^{\rho}-a^{\rho}}{\rho}\right)^{j}$, it follows that $x_{0}(t) \in C_{\gamma}^{n-1}\left[a, t_{1}\right]$ since $x_{0}(t)$ can be expressed as a finite sum of functions in $C_{\gamma}^{n-1}\left[a, t_{1}\right]$. Furthermore,

$$
h[\tau, \psi(\tau, x)] \in C_{\epsilon, \rho}[a, b] \quad \Longrightarrow \quad h[\tau, \psi(\tau, x)] \in C_{\epsilon, \rho}\left[a, t_{1}\right]
$$

and using equation (42), we obtain

$$
{ }_{a} I^{\alpha, \rho} h[\tau, \psi(\tau, x)](t) \in C\left[a, t_{1}\right] \quad \text { if } \epsilon \leq \alpha,
$$

where $\alpha>0$ and $0 \leq \epsilon<1$.
Let $x \in C_{\gamma}^{n-1}\left[a, t_{1}\right]$, then using (43), it can be observed that the integral term on the righthand side of (44) belongs to $C_{\gamma}^{n-1}\left[a, t_{1}\right]$. This means ${ }_{a} I^{\alpha, \rho} h[\tau, \psi(\tau, x)](t) \in C_{\gamma}^{n-1}\left[a, t_{1}\right]$. Thus, $T x \in C_{\gamma}^{n-1}\left[a, t_{1}\right]$ and therefore we have proven that $T$ is continuous on $C_{\gamma}^{n-1}\left[a, t_{1}\right]$. Next we show that $T$ is a contraction by proving that given $x_{1}, x_{2} \in C_{\gamma}^{n-1}\left[a, t_{1}\right], \exists u>0$ such that

$$
\left\|T x_{1}-T x_{2}\right\|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]} \leq u\left\|x_{1}-x_{2}\right\|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]} .
$$

Using Lemma 2.1, Lemma 2.4, and (39), we obtain

$$
\begin{aligned}
\| & \left({ }_{a} I^{\alpha, \rho}\left(h\left[\tau, x_{1},{ }_{a}^{C} D^{\alpha_{1}, \rho} x_{1}, \ldots,{ }_{a}^{C} D^{\alpha_{m}, \rho} x_{1}\right]-h\left[\tau, x_{2},{ }_{a}^{C} D^{\alpha_{1}, \rho} x_{2}, \ldots,{ }_{a}^{C} D^{\alpha_{m}, \rho} x_{2}\right]\right)\right) \|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]} \\
\quad \leq & { }_{a} I^{\alpha, \rho}\left(\| h\left[\tau, x_{1},{ }_{a}^{C} D^{\alpha_{1}, \rho} x_{1}, \ldots,{ }_{a}^{C} D^{\alpha_{m}, \rho} x_{1}\right]\right. \\
& \left.\quad-h\left[\tau, x_{2},{ }_{a}^{C} D^{\alpha_{1}, \rho} x_{2}, \ldots,{ }_{a}^{C} D^{\alpha_{m}, \rho} x_{2}\right] \|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]}\right) \\
\leq & \left(\sum_{j=0}^{m} A_{j} \|\left({ }_{a} I^{\alpha-\alpha_{j}, \rho}{ }_{a} I^{\alpha_{j}, \rho}\left({ }_{a}^{C} D^{\alpha_{j}, \rho}\right)\left(x_{1}-x_{2}\right) \|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]}\right)\right. \\
= & \left(\sum_{j=0}^{m} A_{j a} I^{\alpha-\alpha_{j}, \rho}\left\|_{a} I^{\alpha_{j}, \rho}\left({ }_{a}^{C} D^{\alpha_{j}, \rho}\right)\left(x_{1}-x_{2}\right)\right\|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]}\right) \\
= & {\left[\left(\sum_{j=0}^{m} A_{j a} I^{\alpha-\alpha_{j}, \rho}\left\|x_{1}-x_{2}\right\|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]}\right)(\tau)-\sum_{k_{j}=0}^{n_{j}-1} \frac{\gamma^{k_{j}}\left(x_{1}-x_{2}\right)(a)}{k_{j}!}\left(\frac{t^{\rho}-a^{\rho}}{\rho}\right)^{k_{j}}\right] . }
\end{aligned}
$$

Now, since $x_{1}, x_{2} \in C_{\gamma}^{n-1}\left[a, t_{1}\right]$, it follows that $\gamma^{k_{j}} x_{1}(a)=\gamma^{k_{j}} x_{2}(a)$, and therefore

$$
\begin{aligned}
& \left\|_{a} I^{\alpha, \rho}\left(h\left[\tau, x_{1},{ }_{a}^{C} D^{\alpha_{1}, \rho} x_{1}, \ldots,{ }_{a}^{C} D^{\alpha_{m}, \rho} x_{1}\right]-h\left[\tau, x_{2},{ }_{a}^{C} D^{\alpha_{1}, \rho} x_{2}, \ldots,{ }_{a}^{C} D^{\alpha_{m}, \rho} x_{2}\right]\right)\right\|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]} \\
& \quad \leq \sum_{j=0}^{m} A_{j}\left({ }_{a} I^{\alpha-\alpha_{j}, \rho}\left\|x_{1}-x_{2}\right\|\right)
\end{aligned}
$$

or

$$
\begin{equation*}
\left\|I^{\alpha, \rho}\left(h\left[\tau, \psi\left(\tau, x_{1}\right)\right]-h\left[\tau, \psi\left(\tau, x_{2}\right)\right]\right)(t)\right\| \leq \sum_{j=0}^{m} A_{j}\left({ }_{a} I^{\alpha-\alpha_{j}, \rho}\left\|x_{1}-x_{2}\right\|\right)(t) . \tag{48}
\end{equation*}
$$

Then, according to the second part of Lemma 2.7 and equation (48), we have

$$
\begin{aligned}
& \left\|_{a} I^{\alpha, \rho}\left(h\left[\tau, \psi\left(\tau, x_{1}\right)\right]-h\left[\tau, \psi\left(\tau, x_{2}\right)\right]\right)(t)\right\|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]} \\
& \quad \leq\left\|\sum_{k=0}^{n-1}{ }_{a} I^{\alpha-k, \rho}\left(h\left[\tau, \psi\left(\tau, x_{1}\right)\right]-h\left[\tau, \psi\left(\tau, x_{2}\right)\right]\right)(t)\right\|_{C_{\gamma}\left[a, t_{1}\right]} \\
& \quad \leq \sum_{k=0}^{n-1} \sum_{j=0}^{m} A_{j}\left(\frac{t_{1} \rho-a^{\rho}}{\rho}\right)^{R e\left(\alpha-\alpha_{j}\right)-k} \frac{\Gamma(1-\epsilon)}{\Gamma\left(1-\epsilon+\alpha-\alpha_{j}-k\right)}\left\|x_{1}-x_{2}\right\|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]} .
\end{aligned}
$$

Hence

$$
\left\|T x_{1}-T x_{2}\right\|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]} \leq u\left\|x_{1}-x_{2}\right\|_{C_{\gamma}^{n-1}\left[a, t_{1}\right]} \quad \forall x_{1}, x_{2} \in C_{\gamma}^{n-1}\left[a, t_{1}\right] .
$$

This tells us that there is a fixed point $x_{f}^{*} \in_{C_{\gamma}^{n-1}\left[a, t_{1}\right]}$ which is defined explicitly as a limit of iterations of the mapping $T$. That is,

$$
\lim _{p \rightarrow \infty}\left\|x_{p}(t)-x^{*}(t)\right\|_{C_{\gamma}^{n-1}[a, b]}=0
$$

where

$$
x_{p}(t)=T^{p} x_{f_{i}}^{*}, \quad x_{f_{i}}^{*}(t)=x_{f}(t), \quad x^{*}(t)=x_{i}^{*}(t), \quad i=0,1, \ldots, M
$$

and

$$
x_{i}^{*}\left(t_{i+1}\right)=x_{i+1}^{*}\left(t_{i+1}\right), \quad[a, b]=\bigcup\left[t_{i}, t_{i+1}\right], \quad a=t_{0}<\cdots<t_{m}=m .
$$

Second step:
It should be noted that proving the unique solution $x^{*}(t)$ belonging to $C_{\gamma, \epsilon}^{\alpha, n-1}[a, b]$ completes the proof. Then it suffices to show that $\left({ }_{a}^{C} D^{\alpha, \rho} x\right)(t) \in C_{\epsilon, \rho}[a, b]$.

From (48),

$$
\begin{aligned}
& \left\|\left({ }_{a}^{C} D^{\alpha, \rho} x_{p}\right)(t)-\left({ }_{a}^{C} D^{\alpha, \rho} x^{*}\right)(t)\right\|_{C_{\epsilon, \rho}[a, b]} \\
& \quad=\left\|h\left[t, \psi\left(t, x_{p}\right)\right]-h\left[t, \psi\left(t, x^{*}\right)\right]\right\|_{C_{\epsilon, \rho}[a, b]} \\
& \quad \leq \sum_{j=0}^{m} A_{j}\left\|_{a}^{C} D^{\alpha, \rho}\left(x_{p}(t)-x^{*}(t)\right)\right\|_{C_{\epsilon, \rho}[a, b]} \\
& \quad \leq \sum_{j=0}^{m} A_{j}\left\|_{a} I^{n-1-\alpha_{j}, \rho} \gamma^{n-1}\left(x_{p}(t)-x^{*}(t)\right)\right\|_{C_{\epsilon, \rho}[a, b]} \\
& \quad \leq \sum_{j=0}^{m} A_{j}\left(\frac{b^{\rho}-a^{\rho}}{\rho}\right)^{\epsilon}\left\|I_{a}^{n-1-\alpha_{j}, \rho} \gamma^{n-1}\left(x_{p}(t)-x^{*}(t)\right)\right\|_{C[a, b]} \\
& \quad \leq \sum_{j=0}^{m} A_{j} \frac{\left(\frac{b^{\rho}-a^{\rho}}{\rho}\right)^{\epsilon}}{\Gamma\left(n-\alpha_{j}\right)}\left\|\gamma^{n-1}\left(x_{p}(t)-x^{*}(t)\right)\right\|_{C[a, b]} \\
& \quad \leq \sum_{j=0}^{m} A_{j} \frac{\left(\frac{b^{\rho}-a^{\rho}}{\rho}\right)^{\epsilon}}{\Gamma\left(n-\alpha_{j}\right)}\left\|\left(x_{p}(t)-x^{*}(t)\right)\right\|_{C^{n-1}[a, b]} .
\end{aligned}
$$

Taking limit as $p \rightarrow \infty$ makes the right-hand side of the above inequality approach 0 independently. This implies

$$
\lim _{p \rightarrow \infty}\left\|\left({ }_{a}^{C} D^{\alpha, \rho} x_{p}\right)(t)-\left({ }_{a}^{C} D^{\alpha, \rho} x^{*}\right)(t)\right\|_{C_{\epsilon, \rho}[a, b]}=0 .
$$

Hence, there exists a unique solution $x^{*} \in C_{\gamma, \epsilon}^{\alpha, n-1}[a, b]$ to equation (44).
(b) In the same way, the second part of the theorem can be proven.

Corollary 3.3 When $\epsilon=0$ and with the assumptions of Theorem 3.2, a unique solution $x^{*}(t) \in C_{\gamma}^{n-1}[a, b]$ to problem (1)-(2) exists.

Proof The proof is analogous to that of Theorem 3.2 where

$$
\begin{aligned}
& \left\|_{a} I^{\alpha, \rho}\left(h\left[\tau, \psi\left(\tau, x_{1}\right)\right]-h\left[\tau, \psi\left(\tau, x_{2}\right)\right]\right)(t)\right\|_{C\left[t_{i}, t_{i+1}\right]} \\
& \quad \leq \sum_{k=0}^{n-1} \sum_{j=0}^{m} A_{j} \frac{\left(\frac{t_{i+1}^{\rho}-t_{i} \rho}{\rho}\right)^{\left(\alpha-\alpha_{j}\right)-k}}{\Gamma\left(\alpha-\alpha_{j}-k+1\right)} \times\left\|\left(x_{1}(t)-x_{2}(t)\right)\right\|_{C\left[t_{i}, t_{i+1}\right]},
\end{aligned}
$$

$i=0,1, \ldots, M$ with $t_{0}=a, t_{M}=b$ and

$$
\begin{aligned}
& \left\|\left({ }_{a}^{C} D^{\alpha, \rho} x_{p}\right)(t)-\left({ }_{a}^{C} D^{\alpha, \rho} x^{*}\right)(t)\right\|_{C_{\epsilon, \rho}[a, b]} \\
& \quad \leq \sum_{j=0}^{m} A_{j} \frac{\left(\frac{b^{\rho}-a^{\rho}}{\rho}\right)^{\epsilon}}{\Gamma\left(n-\alpha_{j}\right)} \times\left\|\left(x_{p}(t)-x^{*}(t)\right)\right\|_{C^{n-1}[a, b]} .
\end{aligned}
$$

Corollary 3.4 Let $\alpha>0$ with $n=[\alpha]+1$ and $0 \leq \epsilon<1$ such that $\epsilon \leq \alpha$. For positive non-zero integer $m$, if $f(t) \in C_{\epsilon, \rho}[a, b], d_{j}(t) \in C[a, b]$, and $\alpha_{j}>0(j=1, \ldots, m)$ satisfying (45), then there exists a unique solution $x(t) \in C_{\gamma}^{\alpha, n-1}[a, b]$ to the Cauchy problem for the following linear fractional differential equation of order $\alpha$ :

$$
\begin{equation*}
\left({ }_{a}^{C} D^{\alpha, \rho} x\right)(t)+\sum_{j=1}^{m} d_{j}(t)\left({ }_{a}^{C} D^{\alpha_{j}, \rho} x\right)(t)+d_{0}(t) x(t)=f(t), \quad t>a \tag{49}
\end{equation*}
$$

## having initial conditions (2).

Proof The proof follows immediately from Theorem 3.2.
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