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#### Abstract

We consider an SIRS epidemic model with a more generalized non-monotone incidence: $\chi(I)=\frac{\kappa^{p}}{1+1^{q}}$ with $0<p<q$, describing the psychological effect of some serious diseases when the number of infective individuals is getting larger. By analyzing the existence and stability of disease-free and endemic equilibrium, we show that the dynamical behaviors of $p<1, p=1$ and $p>1$ distinctly vary. On one hand, the number and stability of disease-free and endemic equilibrium are different. On the other hand, when $p \leq 1$, there do not exist any closed orbits and when $p>1$, by qualitative and bifurcation analyses, we show that the model undergoes a saddle-node bifurcation, a Hopf bifurcation and a Bogdanov-Takens bifurcation of codimension 2 . Besides, for $p=2, q=3$, we prove that the maximal multiplicity of weak focus is at least 2 , which means at least 2 limit cycles can arise from this weak focus. And numerical examples of 1 limit cycle, 2 limit cycles and homoclinic loops are also given.
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## 1 Introduction

When it comes to modeling of infectious diseases, such as measles, encephalitis, influenza, mumps et al., there are many factors that affect the dynamical behaviors of epidemic models greatly. Recently, many investigations have demonstrated that the incidence rate is a primary factor in generating the abundant dynamical behaviors (such as bistability and periodicity phenomena, which are very important dynamical features) of epidemic models [1-8].
In classical epidemic models [9], the bilinear incidence rate describing the mass-action form i.e. $\beta S I$, where $\beta$ is the probability of transmission per contact and $S$ and $I$ are the number of susceptible and infected individuals, respectively, is often used. Epidemic models with such bilinear incidence usually show a relatively simple dynamical behavior, that is to say, these models usually have at most one endemic equilibrium, do not have periodicity and whether the disease will die out or not is often determined by the basic reproduction number being less than zero or not [ 9,10 ]. However, in practical applications, it is necessary to introduce the nonlinear contact rates, though the corresponding dynamics will become much more complex [11].

Actually, there are many reasons to introduce a nonlinear incidence rate into epidemic models. In [12], Yorke and London showed that the model with nonlinear incidence rate
$\beta(1-c I) I S$ with positive $c$ and time-dependent $\beta$ accorded with the results of the simulations for measles outbreak. Moreover, in order to incorporate the effect of behavioral changes, nonlinear incidence function of the form $H_{1}(S, I)=\lambda S^{p} I^{q}$ and a more general form $H_{2}(S, I)=\frac{\lambda S^{p} I^{q}}{1+v I^{p-1}}$ were proposed and investigated by Liu, Levin, and Iwasa in [13, 14]. They found that the behaviors of epidemic model with the nonlinear incidence rate $H_{1}(S, I)$ were determined mainly by $p$ and $\lambda$, and secondarily by $q$. Besides, they also explained how such a nonlinearity arise.
Based on the work of Liu in [13], Hethcote and van den Driessche [15] used a nonlinear incidence rate of the form

$$
H(S, I)=\frac{\kappa S I^{p}}{1+\alpha I^{q}}
$$

where $\kappa I^{p}$ represents the infection force of the disease, $1 /\left(1+\alpha I^{q}\right)$ is a description of the suppression effect from the behavioral changes of susceptible individuals when the infective population increases, $p>0, q>0$ and $\alpha \geq 0$. They investigated the number and stability of disease-free and endemic equilibria of an SEIRS epidemic model for $p=q$ and $p>q$ and did not analyze the case of $p<q$.

To describe the psychological effect of certain serious diseases, such as SARS (see [16, 17]), Ruan in [18] investigated an SIRS epidemic model of incidence rate $H(S, I)$ with $p=1$, $q=2$, i.e.,

$$
g(I)=\frac{\kappa I}{1+\alpha I^{2}}
$$

By carrying out a global analysis of the model and studying the stability of the disease-free equilibrium and the endemic equilibrium, they showed that either the number of infective individuals tends to zero or the disease persists as time evolves.

Recently, in [19, 20], Ruan et al. studied the bifurcation of an SIRS epidemic model of incidence rate $H(S, I)$ with $p=q=2$, i.e.,

$$
g(I)=\frac{\kappa I^{2}}{1+\alpha I^{2}}
$$

In particular, they referred to the nonlinear incidence $H(S, I)$ in [20] and classified it into three classes. (i) Unbounded incidence function: $p>q$; (ii) Saturated incidence function: $p=q$; (iii) non-monotone incidence function: $p<q$. They also noted that the nonlinear function can be used to interpret the "psychological effects" when $p<q$. More importantly, they conjectured that the dynamics of SIRS models with non-monotone incidence rates are similar to those observed by Xiao and Ruan [18] (i.e. when $p=1, q=2$ ), which has not been proved yet.

Thus, in this paper, we endeavor to discuss an SIRS model

$$
\left\{\begin{array}{l}
\frac{d S}{d t}=A-d S-S \chi(I)+\gamma R  \tag{1.1}\\
\frac{d I}{d t}=S \chi(I)-(d+\mu) I \\
\frac{d R}{d t}=\mu I-(d+\gamma) R
\end{array}\right.
$$

where $S, I, R$ are the number of susceptible, infectious and recovered individuals at time $t$, respectively, $A>0$ is the recruitment of the population, $d>0$ is the natural death rate

Figure 1 Non-monotone incidence function $\chi()$

of the population, $\mu>0$ is the recovery rate of infectious individuals, $\gamma>0$ is the rate of losing immunity and return to the susceptible class, and

$$
\chi(I)=\frac{\kappa I^{p}}{1+\alpha I^{q}},
$$

where $p, q$ are positive constants with $p<q$ (see Fig. 1).

Remark 1.1 Actually, we will study model (1.1) in a different way and get better results compared with [21], such as the existence of equilibria, the order of Lyapunov value and Bogdanov-Takens bifurcation. In [21], the author only got the first order Lyapunov value and we get second, and they added two conditions in Theorem 4.2 to make sure the existence of Bogdanov-Takens bifurcation but we will prove these conditions are unnecessary.

The organization of this paper is as follows. In Sect. 2, we analyze the existence and stability of disease-free and endemic equilibria and show that the behavior of $p<1, p=$ 1 and $p>1$ are distinctly different. When $p<1$, there always exist an unstable diseasefree equilibrium and a globally stable endemic equilibrium. When $p=1$, there exists a unique endemic globally stable equilibrium under certain conditions. And when $p>1$, there exist at most two endemic equilibria for some parameter values. Then we prove that the model exhibits a Hopf bifurcation when $p>1$ and that the maximal multiplicity of the weak focus is at least 2 if we take $p=2, q=3$. Also, numerical examples of 1 limit cycle, 2 limit cycles, and a homoclinic loop are given. In Sect. 4, we show that the system will possess a Bogdanov-Takens bifurcation of codimension 2 under some conditions. Finally, we will give a brief discussion.

## 2 Existence and types of equilibria

Summing up the three equations in (1.1), we get $d N / d t=A-d N$, with $N=S+I+R$. And it is obvious that all solutions of this differential equation tend to $A / d$ as $t \rightarrow+\infty$. Thus, all important dynamical behaviors of system (1.1) occur on the plane $S+I+R=A / d$, and then model (1.1) is equivalent to the restricted two dimensional system:

$$
\left\{\begin{array}{l}
\frac{d S}{d t}=A-d S-\frac{\kappa I^{p} S}{1+\alpha I^{q}}+\gamma\left(\frac{A}{d}-S-I\right),  \tag{2.1}\\
\frac{d I}{d t}=\frac{\kappa I^{p} S}{1+\alpha I^{q}}-(d+\mu) I
\end{array}\right.
$$

For convenience, we scale the phase variables and parameters as follows:

$$
(S, I, t)=\left(\sqrt[p]{\frac{d+\mu}{\kappa}} x, \sqrt[p]{\frac{d+\mu}{\kappa}} y, \frac{1}{d+\mu} \tau\right)
$$

$$
\left(A^{\prime}, d^{\prime}, \alpha^{\prime}, \gamma^{\prime}\right)=\left(\frac{A(d+\gamma)}{d(d+\mu)} \sqrt[p]{\frac{\kappa}{d+\mu}}, \frac{d+\gamma}{d+\mu},\left(\frac{d+\mu}{\kappa}\right)^{\frac{p}{q}}, \frac{\gamma}{d+\mu}\right)
$$

To avoid the abuse of mathematical notations, the parameters $\left(A^{\prime}, d^{\prime}, \alpha^{\prime}, \gamma^{\prime}\right)$ are still denoted by ( $A, d, \alpha, \gamma$ ). Thus, system (2.1) reads

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=A-d x-\frac{x y^{p}}{1+\alpha y^{q}}-\gamma y \triangleq P,  \tag{2.2}\\
\frac{d y}{d t}=\frac{x y^{p}}{1+\alpha y^{q}}-y \triangleq Q .
\end{array}\right.
$$

### 2.1 Existence of equilibria

Obviously, system (2.2) always has the disease-free equilibrium $E_{0}=\left(\frac{A}{d}, 0\right)$. Also, there may exist an endemic equilibrium $(x, y)$, where $y$ satisfies the equation

$$
\begin{equation*}
f(y)=d \tag{2.3}
\end{equation*}
$$

with $f(y)=-\alpha d y^{q}-(1+\gamma) y^{p}+A y^{p-1}$. And the derivative of $f(y)$ on $y$ is

$$
f^{\prime}(y)=-y^{p-2}\left[\alpha d q y^{q-p+1}+p(1+\gamma) y-A(p-1)\right] .
$$

Actually, the sign of $f^{\prime}(y)$ is determined by

$$
h(y)=\alpha d q y^{q-p+1}+p(1+\gamma) y-A(p-1)
$$

Then we will discuss the existence of positive real solution of Eq. (2.3) in three cases.
Case I. $p<1$.
When $p<1$, then $h(y)$ is always positive, which indicates $f(y)$ is decreasing on $y$ for any $y>0$. On the other hand,

$$
\lim _{y \rightarrow 0^{+}} f(y)=+\infty, \quad \lim _{y \rightarrow+\infty} f(y)=-\infty
$$

Thus, we can get the diagram for $f(y)$ with $0<p<1$ (Fig. 2(a)). Therefore, if $0<p<1$, then system (2.3) has a unique positive solution for any permissible parameters, which shows that system (2.2) has a unique endemic equilibrium.

Case II. $p=1$.
(a)

(b)

(c)


Figure 2 The sketch map for function $f(y)$. (a) $0<p<1$; (b) $p=1$; (c) $p>1$

When $p=1$, then $h(y)$ is always positive, which indicates $f(y)$ is decreasing on $y$ for any $y>0$. On the other hand,

$$
f(0)=A, \quad \lim _{y \rightarrow+\infty} f(y)=-\infty
$$

Thus, we can get the diagram for $f(y)$ with $p=1$ (Fig. 2(b)). Therefore, if $p=1$, system (2.2) has a unique positive solution for $d<A$, which shows that system (2.3) has a unique endemic equilibrium.

Case III. $p>1$.
When $p>1$, then $h(0)=-A(p-1)<0, h(+\infty)=+\infty$ and $h^{\prime}(y)=\alpha d q(q-p+1) y^{q-p}+p(1+$ $\gamma)>0$. Thus function $h(y)$ always has a positive real solution $y_{m}$, which is the maximal value point of $f(y)$ for $y>0$ (see Fig. 2(c)).

Define

$$
\begin{equation*}
d_{m}=f\left(y_{m}\right) \tag{2.4}
\end{equation*}
$$

Then the number of solutions of (2.3) depends on the relation between the maximal value of polynomial function $f(y)$ for $y>0\left(i . e . d_{m}\right)$ and parameter $d$.
Summarizing discussions above, the following theorem can be obtained.

Theorem 2.1 Model (2.2) always has a disease-free equilibrium $E_{0}$ and the following conclusions hold.
(a) When $0<p<1$, then system (2.2) has a unique endemic equilibrium $\hat{E}(\hat{x}, \hat{y})$.
(b) When $p=1$, we have:
(1) if $d<A$, then system (2.2) has a unique endemic equilibrium $\bar{E}(\bar{x}, \bar{y})$;
(2) if $d \geq A$, then system (2.2) has no endemic equilibrium.
(c) When $p>1$, we have:
(1) if $d<d_{m}$, then system (2.2) has two endemic equilibria $E_{1}=\left(x_{1}, y_{1}\right)$ and $E_{2}=\left(x_{2}, y_{2}\right)$, with $y_{1}<y_{2}$ and $x_{i}=\frac{1+\alpha y_{i}^{q}}{y_{i}^{p-1}}(i=1,2)$;
(2) if $d=d_{m}$, then system (2.2) has a unique endemic equilibrium $E_{*}\left(x_{*}, y_{*}\right)$, where $x_{*}=\frac{1+\alpha y_{*}^{q}}{y_{*}^{p-1}}$;
(3) if $d>d_{m}$, then system (2.2) has no endemic equilibrium.

Remark 2.2 Theorem 2.1 indicates that the number of positive equilibrium of model (2.2) is mainly determined by parameter $p$ and secondarily by the other parameters.

### 2.2 Stability of equilibria

Firstly, we can obtain the nonexistence of periodic orbits in system (2.2) when $p \leq 1$.

Theorem 2.3 For $p \leq 1$, system (2.2) does not have endemic periodic orbits.

Proof Consider system (2.2) for $x>0$ and $y>0$. Take the following Dulac function:

$$
D=\frac{1+\alpha y^{q}}{y^{p}}
$$

Then we have

$$
\frac{\partial(D P)}{\partial x}+\frac{\partial(D Q)}{\partial y}=\frac{-1-d+p-y^{p}-\alpha(1+d+q-p) y^{q}}{y^{p}}
$$

which is clearly negative when $p \leq 1$. This leads to the conclusion.

In the following, we will also discuss the stability of equilibria in three cases.
Case I. $p<1$.
When $p<1$, the linearization methods cannot be used to determine the stability of the disease-free equilibrium directly, because the linear system is discontinuous at $E_{0}$. In this case, replace $y$ by a new variable $\varsigma=y^{1-p}$, which does not change the existence of equilibrium theoretically, then (2.2) turns into

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=A-d x-\frac{x_{\varsigma} \frac{p}{1-p}}{1+\alpha \varsigma^{\frac{q}{1-p}}}-\gamma \varsigma^{\frac{1}{1-p}} \\
\frac{d \varsigma}{d t}=\frac{(1-p) x}{1+\alpha \varsigma^{\frac{q}{1-p}}}-\varsigma
\end{array}\right.
$$

However, $E_{0}$ is not even an equilibrium of the above system, which implies that the diseasefree equilibrium $E_{0}$ in (2.2) must be unstable.
In general, for any $p$, the stability of an endemic equilibrium $E(x, y)$ is determined by the eigenvalues of the Jacobian matrix of system (2.2)

$$
J=\left(\begin{array}{cc}
-d-\frac{y^{p}}{1+\alpha y^{q}} & -\gamma+\frac{x y^{p-1}\left(-p+\alpha(q-p) y^{q}\right)}{\left(1+\alpha y^{q}\right)^{2}} \\
\frac{y^{p}}{1+\alpha y^{q}} & -1+\frac{x y^{p-1}\left(p-\alpha(q-p) y^{q}\right)}{\left(1+\alpha y^{q}\right)^{2}}
\end{array}\right) .
$$

Computing the trace and determinant at equilibrium $E(x, y)$ directly, we get

$$
\operatorname{tr} J(E)=-\frac{\rho(y)}{1+\alpha y^{1+p}}, \quad \operatorname{det}(E)=\frac{-y f^{\prime}(y)}{1+\alpha y^{q}},
$$

where

$$
\rho(y)=d+1-p+y^{p}+\alpha(1+d+q-p) y^{q} .
$$

Then the sign of $\operatorname{tr} J(E), \operatorname{det}(E)$ is opposite to $\rho(y)$ and $f^{\prime}(y)$, respectively. In addition, the signs of the eigenvalues are determined by $f^{\prime}(y)$ and $\rho(y)$. When $p<1$, then $f^{\prime}(\hat{y})<0$ and $\rho(\hat{y})>0$, thus $\hat{E}$ is an attracting node.
Recall that the $\omega$-limit set of a bounded planar flow can consist only (i) equilibria, (ii) periodic orbits, (iii) orbits connecting equilibria (heteroclinic or homoclinic orbits) (see [22]). Because there are neither limit cycles nor heterclinic or homoclinic orbits, the local asymptotic stability of the endemic equilibrium guarantees the global stability. Thus, we can obtain the global stability of $\hat{E}$.
Case II. $p=1$.
When $p=1$, the eigenvalues of $E_{0}$ of the Jacobian matrix are $\frac{A}{d}-1$ and $-d$. Besides, when $p=1$ and $d<A$, then $f^{\prime}(\bar{y})<0$ and $\rho(\bar{y})>0$, thus, $\bar{E}$ is an attracting node. Similarly, the locally asymptotically stable of the endemic equilibrium guarantees the global stability. Thus, we get the following theorem.

## Theorem 2.4

(I) Assume $p<1$. Then we have:
(a) the disease-free equilibrium $E_{0}$ of system (2.2) is unstable;
(b) the unique endemic equilibrium $\hat{E}$ is globally asymptotically stable.
(II) Assume $p=1$, we have:
(a) the disease-free equilibrium $E_{0}$ of system (2.2) is a stable hyperbolic focus if $d>A$; a hyperbolic saddle if $d<A ;$ a saddle-node if $d=A$;
(b) if $d \geq A$, then the disease-free equilibrium $E_{0}$ is globally asymptotically stable;
(c) if $d<A$, then the unique endemic equilibrium $\bar{E}$ is globally asymptotically stable.

Remark 2.5 Actually, when $p=1$, we can define the reproduction number $R_{0}=\frac{A}{d}$. According to Theorem 2.4, we see that when $R_{0} \leq 1$, then there is no endemic equilibrium and the disease-free equilibrium is globally stable and that when $R_{0}>1$, then there is a unique endemic equilibrium which is globally stable. Particularly, when $p=1, q=2$, which has been studied in [18]. They defined the basic reproduction number $R_{0}=\frac{\kappa A}{d(d+\mu)}$ for model (1.1) $(p=1, q=2)$ and got the same results.

Case III. $p>1$.
When $p>1$ and $d<d_{m}$, it can be seen from Fig. 2(b) that $f^{\prime}\left(y_{1}\right)>0, f^{\prime}\left(y_{2}\right)<0$, so $E_{1}$ is a hyperbolic saddle and $E_{2}$ is an anti-saddle. Besides, $E_{2}$ is an attracting node or focus if $\rho\left(y_{2}\right)>0$; $E_{2}$ is a repelling node or focus if $\rho\left(y_{2}\right)<0 ; E_{2}$ is a weak focus or center if $\operatorname{tr} J\left(E_{2}\right)=0$.

Define

$$
\begin{equation*}
\bar{d}=\frac{p-1-y_{2}^{p}-\alpha(1+q-p) y_{2}^{q}}{1+\alpha y_{2}^{q}}, \quad d^{*}=\frac{p-1-y_{*}^{p}-\alpha(1+q-p) y_{*}^{q}}{1+\alpha y_{*}^{q}} \tag{2.5}
\end{equation*}
$$

then obviously, $\rho\left(y_{2}\right)>0$ if and only if $d>\bar{d}, \rho\left(y_{2}\right)<0$ if and only if $d<\bar{d}, \rho\left(y_{2}\right)=0$ if and only if $d=\bar{d}$ and $\rho\left(y_{*}\right)>0$ if and only if $d>d^{*}, \rho\left(y_{*}\right)<0$ if and only if $d<d^{*}, \rho\left(y_{*}\right)=0$, $\rho\left(y_{*}\right)=0$ if and only if $d=d^{*}$.
Obviously, when $p>1$, then the eigenvalues of $E_{0}$ are -1 and $-d$. Thus, equilibrium $E_{0}$ is always locally asymptotically stable for all parameters allowable when $p>1$.

Theorem 2.6 When $p>1, E_{0}$ is always locally asymptotically stable.

Theorem 2.7 When $p>1$ and $d<d_{m}$, system (2.2) has two endemic equilibria $E_{1}$ and $E_{2}$. Then the equilibrium $E_{1}$ is a hyperbolic saddle, and the equilibrium $E_{2}$ is an anti-saddle. Moreover,
(1) equilibrium $E_{2}$ is attracting if $\bar{d}<d<d_{m}$;
(2) equilibrium $E_{2}$ is repelling if $d<\min \left\{d_{m}, \bar{d}\right\}$;
(3) equilibrium $E_{2}$ is a weak focus or center if $d=\bar{d}<d_{m}$.

According to Theorem 2.7, the following corollary is obtained.

Corollary 2.8 When $d>p-1$, then $E_{2}$ is always an attracting node.

When $d=d_{m}$, the equilibria $E_{1}$ and $E_{2}$ coalesce at $E_{*}$, which is degenerate because the Jacobian matrix of the linearized system of (2.2) at $E_{*}$ has determinant 0 . Then we get the following result.

Theorem 2.9 When $p>1$ and $d=d_{m}, E_{*}$ is a saddle-node if $d \neq d^{*}$.

Proof When $d=d_{m}$, system (2.2) has only one endemic equilibrium $E_{*}$. If $d \neq d^{*}$, we have $\operatorname{tr} J\left(E_{*}\right) \neq 0$.

Let $u=x-x_{*}, v=y-y_{*}$, system (2.2) becomes

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=f_{10} u+f_{01} v+f_{11} u v+f_{02} v^{2}+\mathcal{O}\left(|(u, v)|^{3}\right)  \tag{2.6}\\
\frac{d v}{d t}=g_{10} u+g_{01} v+g_{11} u v+g_{02} v^{2}+\mathcal{O}\left(|(u, v)|^{3}\right)
\end{array}\right.
$$

where

$$
\begin{aligned}
& f_{10}=-d-\frac{y_{*}^{p}}{1+\alpha y_{*}^{q}}, \quad f_{01}=-\gamma+\frac{x_{*} y_{*}^{p-1}\left(-p+\alpha(q-p) y_{*}^{q}\right)}{\left(1+\alpha y_{*}^{q}\right)^{2}}, \\
& f_{11}=\frac{y_{*}^{p-1}\left(-p+\alpha(q-p) y_{*}^{q}\right)}{\left(1+\alpha y_{*}^{q}\right)^{2}}, \\
& f_{02}=\frac{x_{*} y_{*}^{-2+p}\left(-\left(p+\alpha p y_{*}^{q}\right)^{2}-\alpha q y_{*}^{q}\left(1-q+\alpha(1+q) y_{*}^{q}\right)+p\left(1+\alpha y_{*}^{q}\right)\left(1+\alpha(1+2 q) y_{*}^{q}\right)\right)}{2\left(1+\alpha y_{*}^{q}\right)^{3}}, \\
& g_{10}=\frac{y_{*}^{p}}{1+\alpha y_{*}^{q}}, \quad g_{01}=-1+\frac{x_{*} y_{*}^{-q}\left(p-\alpha(q-p) y_{*}^{q}\right)}{\left(1+\alpha y_{*}^{q}\right)^{2}}, \quad g_{11}=\frac{y_{*}^{-q}\left(p-\alpha(q-p) y_{*}^{q}\right)}{\left(1+\alpha y_{*}^{q}\right)^{2}}, \\
& g_{02}=\frac{x_{*} y_{*}^{-2+p}\left(\left(p+\alpha p y_{*}^{q}\right)^{2}+\alpha q y_{*}^{q}\left(1-q+\alpha(1+q) y_{*}^{q}\right)-p\left(1+\alpha y_{*}^{q}\right)\left(1+\alpha(1+2 q) y_{*}^{q}\right)\right)}{2\left(1+\alpha y_{*}^{q}\right)^{3}} .
\end{aligned}
$$

When $d=d_{m}$, we have $\operatorname{det}\left(E_{*}\right)=f_{10} g_{01}-f_{01} g_{10}=0$. Since $f_{10}<0$ and $g_{10}>0$, the signs of $f_{01}$ and $g_{01}$ are different, otherwise, $f_{01}=g_{01}=0$. Actually, when $g_{01}=0$, then $f_{01}=-1-\gamma \neq 0$. Therefore, we get $g_{01} \neq 0$. With the change of variables $(u, v) \rightarrow(x, y)$ defined by

$$
x=-\frac{f_{10} g_{01}}{f_{01}\left(f_{10}+g_{01}\right)} u+\frac{f 10}{f_{10}+g_{01}} v, \quad y=\frac{f 10}{f_{10}+g_{01}} u+\frac{f 01}{f_{10}+g_{01}} v,
$$

system (2.6) is rewritten as

$$
\left\{\begin{align*}
\frac{d x}{d t}= & -\frac{d y_{2}^{-1+p}\left((p-1) p+\alpha(q-p+1)(q-p) y_{2}^{q}\right)}{2 g_{10}\left(1+\alpha y_{2}^{q}\right)\left(1+d-p+y_{2}^{p}+\alpha(1+d+q-p) y_{2}^{q}\right)} x^{2}  \tag{2.7}\\
& +b_{11} x y+b_{02} y^{2}+\mathcal{O}\left(|(x, y)|^{3}\right) \triangleq X(x, y) \\
\frac{d y}{d t}= & \left(f_{10}+g_{01}\right) y+c_{20} x^{2}+c_{11} x y+c_{02} y^{2}+\mathcal{O}\left(|(x, y)|^{3}\right) \triangleq Y(x, y)
\end{align*}\right.
$$

where

$$
\begin{aligned}
& b_{11}=\frac{-2 f_{02} f_{10} g_{01}^{2}+f_{01} g_{01}\left(-f_{10} f_{11}+f_{11} g_{01}+2 f_{10} g_{02}\right)+f_{01}^{2}\left(f_{10}-g_{01}\right) g_{11}}{f_{01}^{2},}, \\
& \left.b_{02}=\frac{f_{10} g_{01}\left(-f_{02}\right)}{} g_{01}^{2}+f_{01} g_{01}\left(-f_{11}+g_{02}\right)+f_{01}^{2} g_{11}\right) \\
& f_{01}^{3}\left(f_{10}+g_{01}\right)
\end{aligned},
$$

$$
c_{02}=\frac{g_{01}\left(f_{01} f_{10} f_{11}+f_{02} f_{10} g_{01}+f_{01} g_{01} g_{02}+f_{01}^{2} g_{11}\right)}{f_{01}^{2}\left(f_{10}+g_{01}\right)} .
$$

And obviously, $f_{10}+g_{01} \neq 0$ if $d \neq d^{*}$. By the implicit function theorem, there exists a unique function $y=v(x)$ such that $v(0)=0$ and $Y(x, v(x))=0$. Obviously, we can solve by $Y(x, v(x))=0$ :

$$
v(x)=-\frac{\left(f_{02} f_{10}^{2}-f_{01}\left(f_{10}\left(f_{11}-g_{02}\right)+f_{01} g_{11}\right)\right)}{f_{10}\left(f_{10}+g_{01}\right)^{2}} x^{2}+\mathcal{O}\left(|x|^{3}\right) .
$$

Substituting $y=v(x)$ into the first equation of (2.7), we can obtain

$$
\frac{d x}{d t}=-\frac{d y_{2}^{-1+p}\left((p-1) p+\alpha(q-p+1)(q-p) y_{2}^{q}\right)}{2 g_{10}\left(1+\alpha y_{2}^{q}\right)\left(1+d-p+y_{2}^{p}+\alpha(1+d+q-p) y_{2}^{q}\right)} x^{2}+\mathcal{O}\left(|x|^{3}\right)
$$

Theorem 7.1 in Chap. 2 of [23] indicates that $E_{*}$ is a saddle-node of system (2.2).
The number of endemic equilibria and the corresponding stability for three cases $p<1$, $p=1$ and $p>1$ discussed in this section and they are summarized in Table 1. In addition, for $p<1$, we take $p=1 / 2, q=3$ and give the phase portrait (see Fig. 3). For $p=1$, we take $q=3$ and present the corresponding phase portrait of $d>A$ and $d<A$, respectively (see Fig. 4). Also, $p>1$, we take $q=3$ and show the phase portrait of $d<d_{m}$ (see Fig. 5).

Remark 2.10 Summarizing the three cases discussed above, one can easily observe that the dynamical behaviors of system (2.2) are completely different for these three cases.

Table 1 Number and stability of endemic equilibria

| $p$ | Condition | Number | Stability |
| :--- | :--- | :--- | :--- |
| $p<1$ | $d>0$ | 1 | globally stable |
| $p=1$ | $d<A$ | 1 | globally stable |
|  | $d \geq A$ | 0 |  |
| $p>1$ | $d<d_{m}$ | 2 | a saddle and an anti-saddle |
|  | $d=d_{m}$ | 1 | degenerate sigularity |
|  | $d>d_{m}$ | 0 |  |



Figure 3 The global stability of $\hat{E}$ when $p=1 / 2, q=3, A=1, d=0.1, \alpha=1, \gamma=0.1$


Figure $4 p=1, q=3, A=1, \alpha=1, \gamma=0.1$. (a) $d=1.1$, the disease-free equilibrium $E_{0}$ is global stable; (b) $d=0.8, E_{0}$ is unstable and endemic equilibrium $\bar{E}$ is globally stable


Figure $5 p=2, q=3, A=1, \gamma=0.1$, equilibrium $E_{0}$ is locally stable, $E_{1}$ is a saddle and (a) $d=0.2, \alpha=0.1, E_{2}$ is an attracting node; $(\mathbf{b}) d=0.1, \alpha=1, E_{2}$ is a repelling node

## 3 Hopf bifurcation

In this section, assume that $p>1$ and $0<d<d_{m}$, then system (2.2) has two endemic equilibria, $E_{1}\left(x_{1}, y_{1}\right), E_{2}\left(x_{2}, y_{2}\right)$. From the above discussion, we can see that equilibrium $E_{1}$ is always a saddle and that $\operatorname{tr} J\left(E_{2}\right)=0$ if and only if $d=\bar{d}$, and $\operatorname{det} J\left(E_{2}\right)>0$. Therefore, the eigenvalues of $J\left(E_{2}\right)$ are a pair of pure imaginary roots if $d=\bar{d}$. From direct calculations we have

$$
\left.\frac{d\left(\operatorname{tr} J\left(y_{2}\right)\right)}{d \rho\left(y_{2}\right)}\right|_{d=\bar{d}}=-\frac{1}{1+\alpha y_{2}^{q}} \neq 0 .
$$

Thus, $d=\bar{d}$ is the Hopf bifurcation point for (2.2), according to Theorem 3.4.2 in [24]
Then one may want to get the maximal multiplicity of the weak focus $E_{2}$ when $d=\bar{d}$. Since the normal form of (2.2) is very complex for an unfixed constants $p, q$, thus, in the following, we take $p=2, q=3$ for an example and prove the maximal multiplicity is at least 2 . If $p=2, q=3$, system (2.2) turns into

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=A-d x-\frac{x y^{2}}{1+\alpha y^{3}}-\gamma y,  \tag{3.1}\\
\frac{d y}{d t}=\frac{x y^{2}}{1+\alpha y^{3}}-y
\end{array}\right.
$$

and we can get the corresponding expressions of $f(y), y_{m}, d_{m}, \bar{d}$ for model (3.1),

$$
\begin{aligned}
& f(y)=-\alpha d y^{3}-(1+\gamma) y^{2}+A y, \\
& y_{m}=\frac{-(1+\gamma)+\sqrt{(1+\gamma)^{2}+3 \alpha d A}}{3 d \alpha}, \\
& d_{m}=-\alpha d y_{2}^{3}-(1+\gamma) y_{2}^{2}+A y_{2}, \\
& \bar{d}=\frac{1-y_{2}^{2}-2 \alpha y_{2}^{3}}{1+\alpha y_{2}^{3}} .
\end{aligned}
$$

We can see easily from $\bar{d}>0$ that $y_{2}<1$. In the following, we will study when $d=\bar{d}<d_{m}$, which implies $E_{2}\left(x_{2}, y_{2}\right)$ is a weak focus, the multiplicity of $E_{2}$.

For convenience, define

$$
\begin{aligned}
& \gamma^{*}\left(y_{2}, \alpha\right) \\
& \quad=\frac{3+y_{2}\left(-4 y_{2}+\alpha\left(18+y_{2}^{2}\left(-39+y_{2}\left(12 y_{2}+\alpha\left(-54+y_{2}^{2}\left(54+y_{2}\left(-9 y_{2}+\alpha\left(81+2 y_{2}^{2}\left(-30+y_{2}^{2}+3 \alpha y_{2}\left(-15+y_{2}^{2}\right)\right)\right)\right)\right)\right)\right)\right)\right)\right.}{y_{2}^{2}\left(1+\alpha y_{2}^{3}\right)\left(1+\alpha y_{2}\left(9+y_{2}^{2}\left(-7+\alpha y_{2}\left(-18+y_{2}^{2}\right)\right)\right)\right.},
\end{aligned}
$$

for $0<y_{2}<1$ and $\alpha>0$. We need to find suitable values of $y_{2}, \alpha$ that make $\gamma^{*}\left(y_{2}, \alpha\right)>0$. Unfortunately, we cannot determine the sign of that, but when $y_{2}=\frac{1}{5}, \alpha=1$, then $d=\frac{59}{63}$, $\gamma^{*}=\frac{13,676,102}{247,485}>0$ and when $y_{2}=\frac{1}{5}, \alpha=60$, then $\gamma^{*}=-1<0$. Thus, define the following set:

$$
\Omega=\left\{\left(y_{2}, \alpha\right) \mid \alpha>0,0<y_{2}<1, \gamma^{*}\left(y_{2}, \alpha\right)>0\right\} .
$$

Theorem 3.1 When $d=\bar{d}<d_{m}$, then model (3.1) undergoes a Hopf bifurcation at equilibrium $E_{2}$. Moreover,
(1) if $\gamma \neq \gamma^{*}$ or $\left(y_{2}, \alpha\right) \notin \Omega$, then $E_{2}$ is a multiple focus of multiplicity 1 ;
(2) if $\gamma=\gamma^{*}$ for $\left(y_{2}, \alpha\right) \in \Omega$, then $E_{2}$ is a multiple focus of multiplicity at least 2 .

Proof Introducing the new time by $d \tau=d t /\left(1+\alpha y^{3}\right)$. By rewriting $\tau$ as $t$, we have

$$
\left\{\begin{array}{l}
\frac{d x}{d \tau}=A\left(1+\alpha y^{3}\right)-d x\left(1+\alpha y^{3}\right)-x y^{2}-\gamma y\left(1+\alpha y^{3}\right)  \tag{3.2}\\
\frac{d y}{d \tau}=x y^{2}-y\left(1+\alpha y^{3}\right)
\end{array}\right.
$$

Set $u=x-x_{2}, v=y-y_{2}$, then system (3.2) becomes

$$
\left\{\begin{array}{l}
\frac{d u}{d \tau}=a_{10} u+a_{01} v+a_{11} u v+a_{02} v^{2}+a_{03} y^{3}+a_{12} u v^{2}-\alpha d u v^{3}-d \gamma v^{4} \\
\frac{d v}{d \tau}=y_{2}^{2} u+b_{01} v+2 y_{2} u v+b_{02} v^{2}-4 \alpha y_{2} y^{3}+u v^{2}-\alpha v^{4}
\end{array}\right.
$$

where

$$
\begin{aligned}
& a_{10}=y_{2}\left(\gamma y_{2}-A\right), \quad a_{01}=-2-\gamma+(\alpha+3 \alpha \gamma-4 d \gamma) y_{2}^{3}, \quad a_{11}=-2 y_{2}-3 \alpha d y_{2}^{2} \\
& a_{02}=-x_{2}+3(\alpha+\alpha \gamma-2 d \gamma) y_{2}^{2}, \quad a_{03}=A \alpha-\alpha d x_{2}-4 d \gamma y_{2}, \quad a_{12}=-1-3 \alpha d y_{2}, \\
& b_{01}=1-2 \alpha y_{2}^{3}, \quad b_{02}=x_{2}-6 \alpha y_{2}^{2}
\end{aligned}
$$

Let $\tilde{E}$ denote the origin of $x-y$ plane. Then we obtain

$$
\operatorname{det} J(\tilde{E})=a_{10} b_{01}-y_{2}^{2} a_{01}=-y_{2} f^{\prime}\left(y_{2}\right)>0
$$

and it is easy to verify that $a_{10}+b_{01}=0$ if and only if $d=\bar{d}$. Let $w=(\operatorname{det} J(\tilde{E}))^{\frac{1}{2}}$, and $x=-u$ and $y=\frac{a_{10}}{w} u+\frac{a_{01}}{w} v$, we obtain the normal form of system (3.2),

$$
\left\{\begin{array}{l}
\frac{d x}{d \tau}=-w y+\mathcal{H}^{1}(x, y) \\
\frac{d y}{d \tau}=w x+\mathcal{H}^{2}(x, y)
\end{array}\right.
$$

where

$$
\begin{aligned}
& \mathcal{H}^{1}(x, y)=\frac{a_{10}\left(a_{01} a_{11}-a_{0} 2 a_{10}\right) x^{2}}{a_{01}^{2}}+\frac{w\left(a_{01} a_{11}-2 a_{0} 2 a_{10}\right) x y}{a_{01}^{2}}-\frac{a_{0} 2 w^{2} y^{2}}{a_{01}^{2}} \\
& +\frac{a_{10}^{2}\left(a_{01} a_{12}-a_{03} a_{10}\right) x^{3}}{a_{01}^{3}}-\frac{a_{03} w^{3} y^{3}}{a_{01}^{3}}+\frac{w^{2}\left(a_{01} a_{12}-3 a_{03} a_{10}\right) x y^{2}}{a_{01}^{3}} \\
& +\frac{a_{10} w\left(2 a_{01} a_{12}-3 a_{03} a_{10}\right) x^{2} y}{a_{01}^{3}}+\frac{a_{10}^{3}\left(a_{10} d \gamma-a_{01} \alpha d\right) x^{4}}{a_{01}^{4}}+\frac{d \gamma w^{4} y^{4}}{a_{01}^{4}} \\
& +\frac{w^{3}\left(4 a_{10} d \gamma-a_{01} \alpha d\right) x y^{3}}{a_{01}^{4}}+\frac{3 a_{10} w^{2}\left(2 a_{10} d \gamma-a_{01} \alpha d\right) x^{2} y^{2}}{a_{01}^{4}} \\
& +\frac{a_{10}^{2} w\left(4 a_{10} d \gamma-3 a_{01} \alpha d\right) x^{3} y}{a_{01}^{4}}, \\
& \mathcal{H}^{2}(x, y)=\frac{a_{10}\left(a_{02} a_{10}^{2}-a_{01}\left(2 a_{01} y_{2}+a_{10}\left(a_{11}-b_{02}\right)\right)\right) x^{2}}{a_{01}^{2} w} \\
& +\frac{\left(2 a_{02} a_{10}^{2}-a_{01}\left(2 a_{01} y_{2}+a_{10}\left(a_{11}-2 b_{02}\right)\right)\right) x y}{a_{01}^{2}}+\frac{w\left(a_{01} b_{02}+a_{02} a_{10}\right) y^{2}}{a_{01}^{2}} \\
& +\frac{a_{10}^{2}\left(a_{03} a_{10}^{2}-a_{01}\left(a_{01}+a_{10}\left(a_{12}+4 \alpha y_{2}\right)\right)\right) x^{3}}{a_{01}^{3} w} \\
& +\frac{w\left(3 a_{03} a_{10}^{2}-a_{01}\left(a_{01}+a_{10}\left(a_{12}+12 \alpha y_{2}\right)\right)\right) x y^{2}}{a_{01}^{3}} \\
& +\frac{a_{10}\left(a_{01}\left(-2 a_{01}-2 a_{10} a_{12}-12 a_{10} \alpha y_{2}\right)+3 a_{03} a_{10}^{2}\right) x^{2} y}{a_{01}^{3}} \\
& +\frac{w^{2}\left(a_{03} a_{10}-4 a_{01} \alpha y_{2}\right) y^{3}}{a_{01}^{3}} \frac{a_{10}^{4}\left(a_{01}(\alpha d-\alpha)-a_{10} d \gamma\right) x^{4}}{a_{01}^{4} w} \\
& +\frac{a_{10}^{3}\left(3 a_{01} \alpha d-4 a_{01} \alpha-4 a_{10} d \gamma\right) x^{3} y}{a_{01}^{4}} \\
& +\frac{3 a_{10}^{2} w\left(a_{01} \alpha d-2 a_{01} \alpha-2 a_{10} d \gamma\right) x^{2} y^{2}}{a_{01}^{4}} \\
& +\frac{a_{10} w^{2}\left(a_{01} \alpha d-4 a_{01} \alpha-4 a_{10} d \gamma\right) x y^{3}}{a_{01}^{4}}+\frac{w^{3}\left(-a_{01} \alpha-a_{10} d \gamma\right) y^{4}}{a_{01}^{4}} .
\end{aligned}
$$

Using polar coordinates, $x=r \cos \theta, y=r \sin \theta$, we obtain

$$
\begin{equation*}
\frac{d r}{d \theta}=R_{2}(\theta) r^{2}+R_{3}(\theta) r^{3}+R_{4}(\theta) r^{4}+R_{5}(\theta) r^{5}+\text { h.o.t. } \tag{3.3}
\end{equation*}
$$

For the differential equation (3.3), any solution $r\left(\theta, r_{0}\right)$ from initial value ( $0, r_{0}$ ) can be analyzed, where $\left|r_{0}\right| \ll 1$. Thus, $r\left(\theta, r_{0}\right)$ can be written as follows:

$$
\begin{equation*}
r\left(\theta, r_{0}\right)=r_{1}(\theta) r_{0}+r_{2}(\theta) r_{0}^{2}+\cdots \tag{3.4}
\end{equation*}
$$

It can be seen easily that $r_{1}(0)=1, r_{2}(0)=r_{3}(0)=\cdots=0$. Substituting the series (3.4) into (3.3) and comparing the coefficients of $r_{0}$, we can obtain the following differential equations on $r_{j}(\theta), j=1,2, \ldots$ :

$$
\begin{aligned}
& \frac{d r_{1}}{d \theta}=0 \\
& \frac{d r_{2}}{d \theta}=R_{2} r_{1}^{2} \\
& \frac{d r_{3}}{d \theta}=2 R_{2} r_{1} r_{2}+R_{3} r_{1}^{3} \\
& \frac{d r_{4}}{d \theta}=R_{2}\left(r_{2}^{2}+2 r_{1} r_{3}\right)+3 R_{3} r_{1}^{2} r_{2}+R_{4} r_{1}^{4} \\
& \frac{d r_{5}}{d \theta}=2 R_{2}\left(r_{2} r_{3}+r_{1} r_{4}\right)+3 R_{3}\left(r_{1} r_{2}^{2}+r_{1}^{2} r_{3}\right)+4 R_{4} r_{1}^{3} r_{2}+R_{5} r_{1}^{5}, \quad
\end{aligned}
$$

With the help of Mathematica 9.0, we get the first Lyapunov value as follows:

$$
L_{3}=\frac{1}{2 \pi} r_{3}(2 \pi)=\frac{\eta}{96 a_{01}^{6} w^{7}}
$$

where

$$
\begin{aligned}
\eta= & w^{4}\left(a_{12}-12 \alpha y_{2}\right)+w^{2}\left(a_{10}\left(a_{11}^{2}+a_{11} b_{02}-2\left(a_{01}+b_{02}^{2}\right)\right)+2 a_{01} b_{02} y_{2}\right. \\
& \left.+a_{02}\left(a_{11}+2 b_{02}\right) y_{2}^{2}+a_{10}^{2}\left(a_{12}-12 \alpha y_{2}\right)\right)+a_{10}\left(a_{10}\left(a_{11}+2 b_{02}\right)-2 a_{01} y_{2}\right) \\
& \times\left(a_{10}\left(a_{11}-b_{02}\right)+y_{2}\left(2 a_{01}+a_{02} y_{2}\right)\right) .
\end{aligned}
$$

Simplifying $\eta$ by $d=\bar{d}$ and $f\left(y_{2}\right)=d$, then

$$
\eta=\frac{y_{2}^{2} \mathcal{H}\left(y_{2}, \alpha, \gamma\right)}{\left(1+\alpha y_{2}^{3}\right)^{3}}
$$

where

$$
\begin{aligned}
\mathcal{H}\left(y_{2}, \alpha, \gamma\right)= & \left(2+\gamma+\alpha(1+2 \gamma) y_{2}^{3}-3 \alpha^{2} \gamma y^{2} y_{2}^{4}+\alpha^{2}(-1+4 \gamma) y_{2}^{6}\right)\left\{3+y_{2}\left[-(4+\gamma) y_{2}\right.\right. \\
& +\alpha\left(18-39 y_{2}^{2}-9 \gamma y_{2}^{2}-54 \alpha y_{2}^{3}+12 y_{2}^{4}+6 \gamma y_{2}^{4}+54 \alpha y_{2}^{5}+9 \alpha \gamma y_{2}^{5}+81 \alpha^{2} y_{2}^{6}\right. \\
& -9 \alpha y_{2}^{7}+6 \alpha \gamma y_{2}^{7}-60 \alpha^{2} y_{2}^{8}+18 \alpha^{2} \gamma y_{2}^{8}-90 \alpha^{3} y_{2}^{9} \\
& \left.\left.\left.+2 \alpha^{2} y_{2}^{10}-\alpha^{2} \gamma y_{2}^{10}+6 \alpha^{3} y_{2}^{11}\right)\right]\right\}
\end{aligned}
$$

and $\mathcal{H}\left(y_{2}, \alpha, \gamma\right)=0$ if and only if

$$
\gamma=\frac{\left(-2+\alpha y_{2}^{3}\right)\left(1+\alpha y_{2}^{3}\right)}{\left.1+\alpha y_{2}^{3}\left(2+\alpha y_{2}^{3}\right)\right)} \triangleq \gamma_{0}, \quad \gamma=\gamma^{*}
$$



Figure 6 The phase portrait of $p=2, q=3, A=15.0804, \alpha=1$. (a) $d=0.92, \gamma=51.2025$ an unstable limit cycle; (b) $d=0.910386, \gamma=50.80222$ limit cycles

In fact, $\gamma_{0}$ is negative, since according to $d=\bar{d}$ we have $-2+\alpha y_{2}^{3}=-\left(d+y_{2}^{2}+\alpha\left(1+d y_{2}^{3}\right)\right)-$ $1<0$. Thus, $\eta=0$ if and only if $\gamma=\gamma^{*}$ for $\left(y_{2}, \alpha\right) \in \Omega$.
When $\gamma \neq \gamma^{*}$ or $\left(y_{2}, \alpha\right) \notin \Omega$, then $E_{2}$ is a multiple focus of multiplicity 1 . When $\gamma=\gamma^{*}$ for $\left(y_{2}, \alpha\right) \in \Omega$, then we can compute the second Lyapunov value $L_{5}$,

$$
L_{5}=\frac{1}{2 \pi} r_{5}(2 \pi) .
$$

Because of the complexity of $L_{5}$, we omit its expressions here. Actually, we cannot determine whether there exist parameters that make $L_{5}$ equal to zero, but there exist parameter values that make $L_{5} \neq 0$. For example, take $y_{2}=\frac{1}{5}$ and $\alpha=1$ then $L_{5}=1.8435 \times 10^{-5} \neq 0$. Therefore, $E_{2}$ is a multiple focus of multiplicity at least 2 when $\gamma=\gamma^{*}$ for $\left(y_{2}, \alpha\right) \in \Omega$.

Remark 3.2 As shown above, the Lyapunov value of order 2 is very small, thus, there may exist other parameter values that make $L_{5}$ equal to zero, which means the equilibrium $E_{2}$ is a multiple focus of multiplicity at least 3 .

Next, we present phase portraits for $p=2, q=3$ and $d=\bar{d}<d_{m}$ to show that there may exist 1 or 2 limit cycles under small perturbations of some parameters. Firstly, take $A=15.0804, \alpha=2, d=0.92, \gamma=51.2025$, then there exist two endemic equilibria $E_{1}$, which is a saddle and $E_{2}$, which is an attracting stable node and there exists an unstable limit cycle around $E_{2}$, shown in Fig. 6(a). After that we change the parameter $d$ and $\gamma$ to 0.910386 and 50.8022 , respectively, then there exist 2 limit cycles around $E_{2}$ and the small one is unstable, the big one is stable from inside and unstable from outside, shown in Fig. 6(b).

Remark 3.3 It is should be emphasized that, for some parameter values when $p=2, q=3$, an unstable homoclinic loop arises, which is shown in Fig. 7.

## 4 Bogdanov-Takens bifurcation

The purpose of this section is to study the Bogdanov-Takens bifurcation of system (2.2), when there is a unique degenerate endemic equilibrium. Since when $p<1$, the equilibrium $\hat{E}$ of system (2.2) is globally stable for any allowable parameter values, when $p=1$ and $d<A$, the equilibrium $\bar{E}$ of system (2.2) is globally stable for any allowable parameter


Figure 7 When $p=2, q=3, A=15.0804, d=0.9222, \alpha=2, \gamma=51.2024$, equilibrium $E_{2}$ is stable and there exists an unstable homoclinic loop
values and when $p>1$, we get system (2.2) has a unique endemic equilibrium $E_{*}\left(x_{*}, y_{*}\right)$ of multiplicity 2 if $d=d_{m}$, according to Theorem 2.1. Thus, for system (2.2), when $p>1$ and $d=d_{m}$, there may exist a Bogdanov-Takens singularity.

Lemma 4.1 is from Perko [25], it will be used in the proof of Theorem 4.2.

Lemma 4.1 The system

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=y+A x^{2}+B x y+C y^{2}+\mathcal{O}\left(|(X, Y)|^{3}\right) \\
\frac{d y}{d t}=D x^{2}+E x y+F y^{2}+\mathcal{O}\left(|(X, Y)|^{3}\right)
\end{array}\right.
$$

is equivalent to the system

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=y \\
\frac{d y}{d t}=D x^{2}+(E+2 A) x y+\mathcal{O}\left(|(X, Y)|^{3}\right)
\end{array}\right.
$$

in some small neighborhood of $(0,0)$ after changes of coordinates.
Theorem 4.2 Assume $p>1$. Suppose that $d=d_{m}=d^{*}$, then the only interior equilibrium $E_{*}$ of system (2.2) is a cusp of codimension 2.

Proof Let $u=x-x_{*}, v=y-y_{*}$, system (2.2) becomes

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=f_{10} u+f_{01} v+f_{11} u v+f_{02} v^{2}+\mathcal{O}\left(|(u, v)|^{3}\right)  \tag{4.1}\\
\frac{d v}{d t}=g_{10} u+g_{01} v+g_{11} u v+g_{02} v^{2}+\mathcal{O}\left(|(u, v)|^{3}\right)
\end{array}\right.
$$

where

$$
f_{10}=-d-\frac{y_{*}^{p}}{1+\alpha y_{*}^{q}}, \quad f_{01}=-\gamma+\frac{x_{*} y_{*}^{-q}\left(-p+\alpha(q-p) y_{*}^{q}\right)}{\left(1+\alpha y_{*}^{q}\right)^{2}}
$$

$$
\begin{aligned}
& f_{11}=\frac{y_{*}^{-q}\left(-p+\alpha(q-p) y_{*}^{q}\right)}{\left(1+\alpha y_{*}^{q}\right)^{2}}, \\
& f_{02}=\frac{x_{*} y_{*}^{-2+p}\left(-\left(p+\alpha p y_{*}^{q}\right)^{2}-\alpha q y_{*}^{q}\left(1-q+\alpha(1+q) y_{*}^{q}\right)+p\left(1+\alpha y_{*}^{q}\right)\left(1+\alpha(1+2 q) y_{*}^{q}\right)\right)}{2\left(1+\alpha y_{*}^{q}\right)^{3}}, \\
& g_{10}=\frac{y_{*}^{p}}{1+\alpha y_{*}^{q}}, \quad g_{01}=-1+\frac{x_{*} y_{*}^{-q}\left(p-\alpha(q-p) y_{*}^{q}\right)}{\left(1+\alpha y_{*}^{q}\right)^{2}}, \quad g_{11}=\frac{y_{*}^{-q}\left(p-\alpha(q-p) y_{*}^{q}\right)}{\left(1+\alpha y_{*}^{q}\right)^{2}}, \\
& g_{02}= \\
& x_{* *}^{y_{*}^{-2+p}\left(\left(p+\alpha p y_{*}^{q}\right)^{2}+\alpha q y_{*}^{q}\left(1-q+\alpha(1+q) y_{*}^{q}\right)-p\left(1+\alpha y_{*}^{q}\right)\left(1+\alpha(1+2 q) y_{*}^{q}\right)\right)} \\
& 2\left(1+\alpha y_{*}^{q}\right)^{3}
\end{aligned}
$$

Applying the non-singular linear transformation $T:(x, y) \rightarrow(u, v)$, defined by $x=v, y=$ $g_{10} u-f_{10} v$, system (4.1) is transformed into

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=y+b_{1} x^{2}+b_{2} x y  \tag{4.2}\\
\frac{d y}{d t}=b_{3} x^{2}+b_{4} x y+Q_{2}(x, y)
\end{array}\right.
$$

where $Q_{2}(x, y)$ is a smooth function in $(x, y)$ at least of the third order and

$$
\begin{aligned}
& b_{1}=g_{02}-\frac{g_{11} f_{10}}{g_{10}}, \quad b_{2}=-\frac{g_{11}}{g_{10}} \\
& b_{3}=f_{10} f_{11}-f_{10} g_{02}+f_{02} g_{10}-\frac{f_{10}^{2} g_{11}}{g_{10}}, \quad b_{4}=\frac{f_{11} g_{10}-f_{10} g_{11}}{g_{10}} .
\end{aligned}
$$

By Lemma 4.1, we obtain a topologically equivalent system of (4.2).

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=y \\
\frac{d y}{d t}=b_{3} x^{2}+\left(b_{4}+2 b_{1}\right) x y+Q_{3}(x, y)
\end{array}\right.
$$

where

$$
b_{3}=\frac{d \mathcal{R}_{0}\left(y_{*}\right)}{2 y_{*}\left(1+\alpha y_{*}^{q}\right)^{2}}, \quad b_{4}+2 b_{1}=\frac{\mathcal{R}\left(y_{*}\right)}{y_{*}\left(1+\alpha y_{*}^{q}\right)^{2}}
$$

where

$$
\begin{aligned}
\mathcal{R}_{0}(y)= & \left(p+\alpha p y^{q}\right)^{2}+\alpha q y^{q}\left(1+2 d-q+2 y^{p}+\alpha y^{q}+\alpha(2 d+q) y^{q}\right) \\
& -p\left(1+\alpha y^{q}\right)\left(1+2 d+2 y^{p}+\alpha(1+2 d+2 q) y^{q}\right) \\
\mathcal{R}(y)= & \left(p+\alpha p y^{q}\right)^{2}+\alpha q y^{q}\left(1+d-q+2 y^{p}+\alpha y^{q}+\alpha(d+q) y^{q}\right) \\
& -p\left(1+\alpha y^{q}\right)\left(1+d+2 y^{p}+\alpha(1+d+2 q) y^{q}\right) .
\end{aligned}
$$

According to $d=d^{*}$, the expressions of $\mathcal{R}_{0}\left(y_{*}\right)$ and $\mathcal{R}\left(y_{*}\right)$ can be simplified as follows:

$$
\begin{aligned}
& \mathcal{R}_{0}\left(y_{*}\right)=-\left(1+\alpha y_{*}^{q}\right)\left((p-1) p+\alpha(1+q-p)(q-p) y_{*}^{q}\right) \\
& \mathcal{R}\left(y_{*}\right)=\alpha q y_{*}^{q}\left(-q+y_{*}^{p}\right)-p y_{*}^{p}\left(1+\alpha y_{*}^{q}\right)
\end{aligned}
$$

In addition, from the expression of $d^{*}$ in (2.5), we see that $d^{*}>0$ if and only if

$$
y_{*}^{p}<p-1-\alpha(1+q-p) y_{*}^{q} .
$$

Simplifying $\mathcal{R}\left(y_{*}\right)$ once more by the above inequality, we obtain

$$
\mathcal{R}\left(y_{*}\right)<-\left(1+\alpha y^{q}\right)\left(p y^{p}+\alpha q(1-p+q) y_{*}^{q}\right)
$$

which indicates that $b_{3}<0$ and $b_{4}+2 b_{1}<0$. Thus, $E_{*}$ is cusp of codimension 2.

Suppose that parameters $\left(A_{0}, d_{0}, \alpha_{0}, \gamma_{0}\right)$ make the condition $d=d_{m}=d^{*}$ satisfied, where $d_{m}$ and $d^{*}$ are defined in (2.4) and (2.6), respectively. We choose $A$ and $d$ as the bifurcation parameters and study whether system (2.2) can undergo a Bogdanov-Takens bifurcation under a small perturbation of $\left(A_{0}, d_{0}\right)$ or not. Now we study

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=\left(A_{0}+\varepsilon_{1}\right)-\left(d_{0}+\varepsilon_{2}\right) x-\frac{x y^{p}}{1+\alpha_{0} y^{q}}-\gamma_{0} y,  \tag{4.3}\\
\frac{d y}{d t}=\frac{x y^{p}}{1+\alpha_{0} y^{q}}-y
\end{array}\right.
$$

where $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ are parameters in the neighborhood of $(0,0)$. Applying a linear transformation $T_{1}:(x, y) \rightarrow(u, v)$, defined by $u=x-x_{*}, v=y-y_{*}$, we can reduce system (4.3) further to the form

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=U+a_{10} u+a_{01} v+a_{11} u v+a_{02} v^{2}+\Phi_{1}\left(u, v, \varepsilon_{1}, \varepsilon_{2}\right)  \tag{4.4}\\
\frac{d v}{d t}=b_{10} u+b_{01} v+b_{11} u v+b_{02} v^{2}+\Phi_{2}\left(u, v, \varepsilon_{1}, \varepsilon_{2}\right)
\end{array}\right.
$$

where

$$
\begin{aligned}
& U=\varepsilon_{1}-x_{*} \varepsilon_{2}, \quad a_{10}=-d_{0}-\frac{y_{*}^{p}}{1+\alpha_{0} y_{*}^{q}}-\varepsilon_{2}, \\
& a_{01}=-\gamma+\frac{x_{*} y_{*}^{-q}\left(-p+\alpha_{0}(q-p) y_{*}^{q}\right)}{\left(1+\alpha_{0} y_{*}^{q}\right)^{2}}, \quad a_{11}=\frac{y_{*}^{-q}\left(-p+\alpha_{0}(q-p) y_{*}^{q}\right)}{\left(1+\alpha_{0} y_{*}^{q}\right)^{2}}, \\
& a_{02}=\frac{x_{*} y_{*}^{-2+p}\left(-\left(p+\alpha_{0} p y_{*}^{q}\right)^{2}-\alpha_{0} q y_{*}^{q}\left(1-q+\alpha_{0}(1+q) y_{*}^{q}\right)+p\left(1+\alpha_{0} y_{*}^{q}\right)\left(1+\alpha_{0}(1+2 q) y_{*}^{q}\right)\right)}{2\left(1+\alpha_{0} y_{*}^{q}\right)^{3}}, \\
& b_{10}=\frac{y_{*}^{p}}{1+\alpha_{0} y_{*}^{q}}, \quad b_{01}=-1+\frac{x_{*} y_{*}^{-q}\left(p-\alpha_{0}(q-p) y_{*}^{q}\right)}{\left(1+\alpha_{0} y_{*}^{q}\right)^{2}}, \quad b_{11}=\frac{y_{*}^{-q}\left(p-\alpha_{0}(q-p) y_{*}^{q}\right)}{\left(1+\alpha_{0} y_{*}^{q}\right)^{2}}, \\
& b_{02}=\frac{x_{*} y_{*}^{-2+p}\left(\left(p+\alpha_{0} p y_{*}^{q}\right)^{2}+\alpha_{0} q y_{*}^{q}\left(1-q+\alpha_{0}(1+q) y_{*}^{q}\right)-p\left(1+\alpha_{0} y_{*}^{q}\right)\left(1+\alpha_{0}(1+2 q) y_{*}^{q}\right)\right)}{2\left(1+\alpha_{0} y_{*}^{q}\right)^{3}},
\end{aligned}
$$

and $\Phi_{1}, \Phi_{2}$ are $C^{\infty}$ functions of $(u, v)$ at least of the third order in the neighborhood of the origin. Another transformation $T_{2}:(u, v) \rightarrow(x, y)$, defined by $x=v, y=b_{10} u+b_{01} v$, reduces system (4.4) to

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=y+\tilde{a}_{20} x^{2}+\tilde{a}_{11} x y+\tilde{\Phi}_{1}\left(x, y, \varepsilon_{1}, \varepsilon_{2}\right)  \tag{4.5}\\
\frac{d y}{d t}=b_{10} U+\tilde{b}_{10} x+\tilde{b}_{01} y+\tilde{b}_{20} x^{2}+\tilde{b}_{11} x y+\tilde{\Phi}_{2}\left(x, y, \varepsilon_{1}, \varepsilon_{2}\right)
\end{array}\right.
$$

where

$$
\begin{aligned}
& \tilde{a}_{11}=\frac{b_{11}}{b_{10}}, \quad \tilde{a}_{20}=\frac{\left(b_{02} b_{10}-b_{01} b_{11}\right)}{b_{10}}, \quad \tilde{b}_{10}=-\varepsilon_{2} b_{01}, \quad \tilde{b}_{01}=\varepsilon_{2} \\
& \tilde{b}_{11}=a_{11}+\frac{b_{01} b_{11}}{b_{10}}, \quad \tilde{b}_{20}=\frac{\left(-a_{11} b_{01} b_{10}+b_{01} b_{02} b_{10}+a_{02} b_{10}^{2}-b_{01}^{2} b_{11}\right)}{b_{10}},
\end{aligned}
$$

and $\tilde{\Phi}_{1}, \tilde{\Phi}_{2}$ are $C^{\infty}$ functions of $(x, y)$ at least of the third order in the neighborhood of the origin. Making the affine transformation: $u=x, v=y+\tilde{a}_{20} x^{2}+\tilde{a}_{11} x y+\tilde{\Phi}_{1}\left(x, y, \varepsilon_{1}, \varepsilon_{2}\right)$, system (4.5) can be reduced to

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=v \\
\frac{d v}{d t}=b_{10} U+\hat{b}_{10} u+\hat{b}_{01} v+\hat{b}_{20} u^{2}+\hat{b}_{11} u v+\hat{b}_{02} v^{2}+\hat{\Phi}_{2}\left(u, v, \varepsilon_{1}, \varepsilon_{2}\right)
\end{array}\right.
$$

where

$$
\begin{aligned}
& \hat{b}_{10}=\tilde{b}_{10}+\tilde{a}_{11} b_{10} U+\phi_{1}\left(\varepsilon_{1}, \varepsilon_{2}\right), \quad \hat{b}_{01}=-\varepsilon_{2}+\phi_{2}\left(\varepsilon_{1}, \varepsilon_{2}\right) \\
& \hat{b}_{11}=\tilde{b}_{11}+2 \tilde{a}_{20}+\phi_{4}\left(\varepsilon_{1}, \varepsilon_{2}\right) \\
& \hat{b}_{20}=-\tilde{a}_{20} \tilde{b}_{01}+\tilde{b}_{20}+a_{11} b_{10}+\phi_{3}\left(\varepsilon_{1}, \varepsilon_{2}\right), \quad \hat{b}_{02}=\tilde{a}_{20}+\tilde{a}_{11},
\end{aligned}
$$

and $\hat{\Phi}_{2}$ is a smooth function in $(u, v)$ at least of the third order, $\phi_{1}, \phi_{2}$ are smooth functions in $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ at least of the second order, $\phi_{3}, \phi_{4}$ are smooth functions in $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ at least of the first order. Making the affine transformation $x=u-\frac{\hat{b}_{02}}{2} u^{2}, y=v-\hat{b}_{02} u v$, we can obtain

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=y, \\
\frac{d y}{d t}=b_{10} U+\bar{b}_{10} x+\bar{b}_{01} y+\bar{b}_{20} x^{2}+\bar{b}_{11} x y+\bar{\Phi}_{2}\left(x, y, \varepsilon_{1}, \varepsilon_{2}\right),
\end{array}\right.
$$

where

$$
\begin{aligned}
& \bar{b}_{10}=\frac{\left(-1+p+\alpha(-1+p-q) y^{q}\right) \varepsilon_{2}}{1+\alpha y^{q}}+\tilde{\phi}_{1}, \quad \bar{b}_{01}=\varepsilon_{2}, \tilde{\phi}_{2}, \\
& \bar{b}_{11}=\frac{\alpha q y^{q}\left(-q+y^{p}\right)-p y^{p}\left(1+\alpha y^{q}\right)}{y\left(1+\alpha y^{q}\right)^{2}}+\tilde{\phi}_{3}, \\
& \bar{b}_{20}=-\frac{\left(1+\gamma_{0}\right) y_{2}^{p}\left(d_{0}+1+y_{2}^{p}+\alpha(1+d) y_{2}^{q}\right)}{2 y_{2}\left(1+\alpha_{0} y_{2}^{q}\right)^{2}}+\tilde{\phi}_{4},
\end{aligned}
$$

and $\bar{\Phi}_{2}$ is a smooth function in $(x, y)$ at least of the third order, $\tilde{\phi}_{1}, \tilde{\phi}_{2}$ are smooth functions in $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ at least of the second order, $\tilde{\phi}_{3}, \tilde{\phi}_{4}$ are smooth functions in $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ at least of the first order. Besides, from $d^{*}>0$ we see that $y_{2}^{p}<p-1-\alpha_{0}(1+q-p) y_{2}^{q}$, which ensures $\bar{b}_{11}<0$ in a small neighborhood of $(0,0)$ for $\left(\varepsilon_{1}, \varepsilon_{2}\right)$. And clearly, $\bar{b}_{20}<0$ for $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ in a small neighborhood of $(0,0)$. Setting $u=x+\frac{\bar{b}_{01}}{2 \bar{b}_{20}}, v=y$, we have

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=v \\
\frac{d v}{d t}=K+L v+M u^{2}+N u v+\Psi_{2}\left(u, v, \varepsilon_{1}, \varepsilon_{2}\right)
\end{array}\right.
$$

where

$$
K=-\frac{\bar{b}_{10}^{2}}{4 \bar{b}_{20}}+\bar{b}_{10} U, \quad L=\frac{\bar{b}_{01}-\bar{b}_{10} \bar{b}_{11}}{2 \bar{b}_{20}}, \quad M=\bar{b}_{20}, \quad N=\bar{b}_{11}
$$

and $\Psi_{2}$ is a smooth function in $(u, v)$ at least of the third order. Notice that $M<0, N<0$ in a small neighborhood of $(0,0)$ for parameters $\left(\varepsilon_{1}, \varepsilon_{2}\right)$. Making the final change of variables by $x=\frac{N^{2}}{M} u, y=\frac{N^{3}}{M^{2}} v, \tau=\frac{M}{N} t$, we obtain

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=y  \tag{4.6}\\
\frac{d y}{d t}=\mu_{1}+\mu_{2} y+x^{2}+x y+\bar{\Psi}_{2}\left(x, y, \varepsilon_{1}, \varepsilon_{2}\right)
\end{array}\right.
$$

where $\bar{\Psi}_{2}$ is a smooth function in $(u, v)$ at least of the third order,

$$
\begin{align*}
& \mu_{1}=-\frac{N^{4}\left(\varepsilon_{2} y_{2}-\varepsilon_{1} y_{2}^{p}+\alpha_{0} \varepsilon_{2} y_{2}^{1+q}\right)}{M^{3}\left(1+\alpha_{0} y_{2}^{q}\right)}+\theta_{1}\left(\varepsilon_{1}, \varepsilon_{2}\right)  \tag{4.7}\\
& \mu_{2}=\frac{\varepsilon_{2} N\left(N(1-p)+2 M+\alpha_{0}(2 M+N(1-p+q)) y_{2}^{q}\right)}{2 M^{2}\left(1+\alpha_{0} y_{2}^{q}\right)}+\theta_{2}\left(\varepsilon_{1}, \varepsilon_{2}\right),
\end{align*}
$$

and $\theta_{1}, \theta_{2}$ are smooth functions in $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ at least of the second order.
Note that

$$
\mathcal{J}=\left(\begin{array}{ll}
\frac{\partial \mu_{1}\left(\varepsilon_{1}, \varepsilon_{2}\right)}{\partial \varepsilon_{1}} & \frac{\partial \mu_{1}\left(\varepsilon_{1}, \varepsilon_{2}\right)}{\partial \varepsilon_{2}} \\
\frac{\partial \mu_{2}\left(\varepsilon_{1}, \varepsilon_{2}\right)}{\partial \varepsilon_{1}} & \frac{\partial \mu_{2}\left(\varepsilon_{1}, \varepsilon_{2}\right)}{\partial \varepsilon_{2}}
\end{array}\right)_{(0,0)}=\frac{N^{5} y_{2}^{p}\left(\left(2 M-d_{0}\right)\left(1+\alpha_{0} y^{q}\right)-y_{2}^{p}\right)}{2 M^{5}\left(1+\alpha_{0} y_{2}^{q}\right)^{2}} .
$$

It can be seen that $\mathcal{J}>0$, since $M<0, N<0$. Thus, the parameter transformation (4.7) is a homeomorphism in a small neighborhood of the origin, and $\varepsilon_{1}$ and $\varepsilon_{2}$ are independent parameters.

By the theorems in [26-28], we know that system (4.6) undergoes a Bogdanov-Takens bifurcation for $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ in a small neighborhood of $(0,0)$. And the local representations of the bifurcation curves are as follows.
(i) The saddle-node bifurcation curve:

$$
S N=\left\{\left(\varepsilon_{1}, \varepsilon_{2}\right) \mid \mu_{1}\left(\varepsilon_{1}, \varepsilon_{2}\right)=0\right\} .
$$

(ii) The Hopf bifurcation curve:

$$
H=\left\{\left(\varepsilon_{1}, \varepsilon_{2}\right) \mid \mu_{1}\left(\varepsilon_{1}, \varepsilon_{2}\right)=-\mu_{2}^{2}\left(\varepsilon_{1}, \varepsilon_{2}\right), \mu_{2}>0\right\} .
$$

(iii) The homoclinic bifurcation curve:

$$
H=\left\{\left(\varepsilon_{1}, \varepsilon_{2}\right) \left\lvert\, \mu_{1}\left(\varepsilon_{1}, \varepsilon_{2}\right)=-\frac{49}{25} \mu_{2}^{2}\left(\varepsilon_{1}, \varepsilon_{2}\right)+O\left(\mu_{2}^{\frac{5}{2}}\right)\right., \mu_{2}>0\right\}
$$

On the basis of the bifurcation curves, the dynamics of system (4.3) in a small neighborhood of $E_{*}$ as parameters $(A, d)$ vary in a small neighborhood of $\left(A_{0}, d_{0}\right)$ can be concluded as the following theorem.

Theorem 4.3 There exists a small neighborhood of $E_{*}$ such that system (4.3) undergoes a Bogdanov-Takens bifurcation as $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ are in a small neighborhood of $(0,0)$. Moreover,
(i) system (4.3) has a unique positive equilibrium if $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ are on the $S N$ curve;
(ii) system (4.3) has two positive equilibria (a saddle and a weak focus) if parameters $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ are on the $H$ curve;
(iii) system (4.3) has two positive equilibria (a saddle and a hyperbolic focus) and a homoclinic loop if the parameters $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ are on the HL curve;
(iv) system (4.3) has two positive equilibria (a saddle and a hyperbolic focus) and a limit cycle if parameters $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ are in the region between the $H$ curve and the HL curve.

Remark 4.4 The existence of a Hopf bifurcation and a Bogdanov-Takens bifurcation when $p>1$ further shows that the dynamical behaviors tend to be more complex with the increasing of $p$.

## 5 Conclusions

In this paper, we study an SIRS epidemic model with a more generalized non-monotone incidence rate $\kappa S I^{p} /\left(1+\alpha I^{q}\right)$ with $0<p<q$, which describes the psychological effect when there are a large number of infective individuals. We prove that the behavior of the model can be classified into three various cases: $p<1, p=1$ and $p=1$. When $p<1$, there is a unique globally asymptotically stable endemic equilibrium and the disease-free equilibrium is unstable; when $p=1$, there is a unique globally asymptotically stable endemic equilibrium provided by $d<A$ and no endemic equilibrium when $d \geq A$; and when $p>1$, there exist two endemic equilibria if $d<d_{m}$, a unique equilibrium if $d=d_{m}$ and no endemic equilibrium if $d>d_{m}$. By qualitative and bifurcation analysis, we prove that a saddle-node bifurcation, a Hopf bifurcation, and a Bogdanov-Takens bifurcation can happen for the system when $p>1$. Moreover, for $p=2, q=3$, we calculate the first and second order Lyapunov values and prove that the maximal multiplicity of weak focus $E_{2}$ is at least 2, which implies that at least 2 limit cycles can appear from the weak focus with suitable parameters. And we present numerical examples about 1 limit cycle, 2 limit cycles and a homoclinic loop for $p=2, q=3$.
In fact, we show that the model exhibits multi-stable states. This interesting phenomenon indicates that the beginning states of an epidemic can determine the final states of an epidemic to go extinct or not. Moreover, the periodical oscillation signifies that the trend of the disease may be affected by the behavior of susceptible population.

## Acknowledgements

The authors are grateful to both reviewers for their helpful suggestions and comments.

## Funding

This work was supported by the National Natural Science Foundation of China [11771373, 11001235].

## Competing interests

The authors declare that they have no competing interests.

## Authors' contributions

The authors have achieved equal contributions. All authors read and approved the manuscript.

Publisher's Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

## Received: 30 March 2018 Accepted: 11 June 2018 Published online: 22 June 2018

## References

1. Hu, Z., Teng, Z., Jiang, H.: Stability analysis in a class of discrete SIRS epidemic models. Nonlinear Anal., Real World Appl. 13, 2017-2033 (2012)
2. Hu, Z., Teng, Z., Zhang, L.: Stability and bifurcation analysis of a discrete predator-prey model with nonmonotonic functional response. Nonlinear Anal., Real World Appl. 12, 2356-2377 (2011)
3. Li, J., Zhao, Y., Zhu, H.: Bifurcation of an SIS model with nonlinear contact rate. J. Math. Anal. Appl. 432, 1119-1138 (2015)
4. Wang, W.: Epidemic models with nonlinear infection forces. Math. Biosci. Eng. 3, 267-279 (2006)
5. Wang, W., Cai, Y., Li, J., et al.: Periodic behavior in a FIV model with seasonality as well as environment fluctuations. J. Franklin Inst. 354, 7410-7428 (2017)
6. Cai, Y., Kang, Y., Banerjee, M., et al.: A stochastic SIRS epidemic model with infectious force under intervention strategies. J. Differ. Equ. 259, 7463-7502 (2015)
7. Cai, Y., Kang, Y., Wang, W.: A stochastic SIRS epidemic model with nonlinear incidence rate. Appl. Math. Comput. 305, 221-240 (2017)
8. Cai, Y., Jiao, J., Gui, Z., et al.: Environmental variability in a stochastic epidemic model. Appl. Math. Comput. 329, 210-226 (2018)
9. Anderson, R., May, R.: Infectious Diseases of Humans: Dynamics and Control. Oxford University Press, Oxford (1992)
10. Hethcote, H.: The mathematics of infectious diseases. SIAM Rev. 42, 599-653 (2000)
11. van den Driessche, P., Watmough, J.: A simple SIS epidemic model with a backward bifurcation. J. Math. Biol. 40 525-540 (2000)
12. Yorke, J., London, W.: Recurrent outbreaks of measles, chickenpox and mumps II. Am. J. Epidemiol. 98, 469-482 (1973)
13. Liu, W., Hethcote, H., Levin, S.: Dynamical behavior of epidemiological models with nonlinear incidence rates. J. Math. Biol. 25, 359-380 (1987)
14. Liu, W., Levin, S., Iwasa, Y.: Influence of nonlinear incidence rates upon the behavior of SIRS epidemiological models. J. Math. Biol. 23, 187-204 (1986)
15. Hethcote, H., van den Driessche, P.: Some epidemiological models with nonlinear incidence. J. Math. Biol. 29, 271-287 (1991)
16. Gumel, A., et al.: Modelling strategies for controlling SARS outbreaks. Proc. R. Soc. Lond. B 271, 2223-2232 (2004)
17. Wang, W., Ruan, S.: Simulating the SARS outbreak in Beijing with limited data. J. Theor. Biol. 227, 369-379 (2004)
18. Xiao, D., Ruan, S.: Global analysis of an epidemic model with nonmonotone incidence rate. Math. Biosci. 208, 419-429 (2007)
19. Ruan, S., Wang, W.: Dynamical behavior of an epidemic model with a nonlinear incidence rate. J. Differ. Equ. 188, 135-163 (2003)
20. Tang, Y., Huang, D., Ruan, S., Zhang, W.: Coexistence of limit cycle in a SIRS model with a nonlinear incidence rate. SIAM J. Appl. Math. 69, 621-639 (2008)
21. Hu, Z., Bi, P., et al.: Bifurcations of an SIRS epidemic model with nonlinear incidence rate. Discrete Contin. Dyn. Syst., Ser. B 15, 93-112 (2012)
22. Guckenheimer, J., Holmes, P.: Nonlinear Oscillations, Dynamical Systems and Bifurcations of Vector Fields. Springer, Berlin (1983)
23. Zhang, Z., Ding, T., Huang, W., Dong, Z.: Qualitative Theorey of Differential Equations. Am. Math. Soc., Providence (1992)
24. Guckenheimer, J., Holmes, P.: Nonlinear Oscillations, Dynamical System, and Bifurcation of Vector Field. Springer, New York (1996)
25. Perko, L.: Differential Equations and Dynamical Systems, 2nd edn. Texts in Applied Mathematics, vol. 7. Springer, New York (1996)
26. Bogdanov, R.: Bifurcations of a limit cycle for a family of vector fields on the plane. Sel. Math. Sov. 1, 373-388 (1981)
27. Bogdanov, R.: Versal deformations of a singular point on the plane in the case of zero eigenvalues. Sel. Math. Sov. 1, 389-421 (1981)
28. Ruan, S., Xiao, D.: Global analysis in a predator-prey system with nonmonotonic functional response. SIAM J. Appl. Math. 61, 1445-1472 (2001)
