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Abstract
In this paper, we give the definitions of q,ω-exponential function and q,ω-gamma
function. New concepts of fractional Hahn’s q,ω-derivative of Riemann–Liouville type
and Caputo type are introduced, meanwhile we discuss some properties. As
applications of the new concepts, we give the existence result of positive solutions for
boundary value problem of fractional q,ω-derivatives equations. We also definite
certain q,ω-Mittag-Leffler function by solving the initial value problem of fractional
q,ω-equations.
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1 Introduction
The quantum calculus began with Jackson in the early twentieth century. The q-calculus
appeared as a connection between mathematics and physics. It has a lot of applications
in different mathematical areas such as number theory, combinatorics, and other sciences
quantum theory. The book by Kac and Cheung [1] covers many of the fundamental aspects
of quantum calculus. In recent years, the topic of q-calculus has attracted the attention of
several researchers and a variety of new results can be found in papers [2–6].

The fractional q-calculus has developed into a popular mathematical modeling tool for
many real world phenomena. Early developments for fractional q-calculus can be found
in the work of Al-Salam [7] and Agarwal [8]. Moreover, the author in [9] generalizes the
notions of fractional q-integral and q-derivative by introducing variable lower limit of in-
tegration.

Quantum difference operators have also been receiving an increasing interest due to
their applications. In [10], Hahn introduced the quantum difference operator Dq,ω , where
q ∈ ]0, 1[ and ω > 0 are fixed. The Hahn operator unifies the two most well-known quan-
tum difference operators: the Jackson q-difference derivative Dq, where q ∈ ]0, 1[; and the
forward difference �ω , where ω > 0. Hahn’s difference operator has been applied success-
fully in the construction of families of orthogonal polynomials as well as in approximation
problems. The right inverse of Hahn’s difference operator was introduced by Aldwoah [11]
who defined the right inverse of Dq,ω in terms of both the Jackson q-integral containing
the right inverse of Dq and the Nörlund sum involving the right inverse of �ω . Malinowska

© The Author(s) 2018. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.

https://doi.org/10.1186/s13662-018-1753-1
http://crossmark.crossref.org/dialog/?doi=10.1186/s13662-018-1753-1&domain=pdf
mailto:cmhou@foxmail.com


Wang et al. Advances in Difference Equations  (2018) 2018:292 Page 2 of 21

and Torres [12] introduced the Hahn quantum variational calculus, while Malinowska and
Martins [13] studied the generalized transversality conditions for the Hahn quantum vari-
ational calculus. In [14], some concepts of fractional quantum calculus were introduced
in terms of a q-shifting operator a�q(m) = qm + (1 – q)a. As a research motivation, we
redefine the fractional Hahn q,ω-calculus with a q-shifting operator on the interval [a, b].

In this paper, we recall some basic concepts on fractional q-calculus, which will be
used in the later section. After preliminaries, in the third section the definitions of q,ω-
exponential function and q,ω-gamma function are presented. In the fourth section we
discuss some properties of q,ω-calculus. After giving the basic properties, the fractional
Hahn q,ω-derivative of Riemann–Liouville type is introduced in the fifth section. Then
we change the order of operators, we give the fractional q,ω-derivative of Caputo type
in the sixth section. And then, we consider boundary value problems of fractional q,ω-
derivative equations. We give the corresponding Green’s function of the boundary value
problem and its properties. By using Krasnoselskii’s fixed point theorem, an existence re-
sult of positive solutions to the boundary value problem is enunciated. Finally, we define a
certain q,ω-Mittag-Leffler function by solving the initial value problem of fractional q,ω-
equations.

Let q ∈ ]0, 1[ and ω ∈ ]0, +∞[ be given. Define ω0 = ω
1–q . Throughout the paper, we as-

sume I to be an interval of R containing ω0.

Definition 1.1 (Hahn’s difference operator [10]) Let f : I →R. Hahn’s difference operator
is defined by

Dq,ωf (t) :=

⎧
⎨

⎩

f (qt+ω)–f (t)
(qt+ω)–t , if t �= ω0,

f ′(t), if t = ω0,

provided that f is differentiable at ω0.

Definition 1.2 ([12]) Let I be a closed interval of R such that ω0, a, b ∈ I . For f : I → R,
we define the q,ω-integral of f from a to b by

∫ b

a
f (t) dq,ωt :=

∫ b

ω0

f (t) dq,ωt –
∫ a

ω0

f (t) dq,ωt, (1)

where

∫ x

ω0

f (t) dq,ωt :=
(
x(1 – q) – ω

)
∞∑

k=0

qkf
(
xqk + [k]q,ω

)
, x ∈ I, (2)

with [k]q,ω := ω(1–qk )
1–q for k ∈ N0 = N ∪ {0}, provided that the series converges at x = a and

x = b. In this case, f is called q,ω-integrable on [a, b]. We say that f is q,ω-integrable over
I iff it is q,ω-integrable over [a, b] for all a, b ∈ I .

Lemma 1.3 ([12]) Assume f : I →R to be continuous at ω0. Define

F(x) :=
∫ x

ω0

f (t) dq,ωt.
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Then F is continuous at ω0. Furthermore, Dq,wF(x) exists for every x ∈ I and Dq,wF(x) = f (x).
Conversely,

∫ b

a
Dq,wF(x) dq,ωt = f (b) – f (a) (3)

for all a, b ∈ I .

Lemma 1.4 ([12]) If f , g : I →R are continuous at ω0, then

∫ b

a
f (t)Dq,wg(t) dq,ωt = f (t)g(t)|t=b

t=a –
∫ b

a
Dq,w

(
f (t)

)
g(qt + ω) dq,ωt (4)

for all a, b ∈ I . This is the integration by parts formula of the Jackson–Nörlund integral.

2 Preliminary
To make this paper self-contained, below we recall some known facts on fractional q-
calculus. The presentation here can be found in, for example, [14].

For q ∈ ]0, 1[, define

[m]q =
1 – qm

1 – q
, m ∈R.

The q-analog of the power function (n – m)k with k ∈N0 := {0, 1, 2, . . .} is

(n – m)(0) = 1, (n – m)(k) =
k–1∏

i=0

(
n – mqi), k ∈N, n, m ∈R.

More generally, if γ ∈R, then

(n – m)(γ ) =
∞∏

i=0

n – mqi

n – mqγ +i , n �= 0.

Note if m = 0, then n(γ ) = nγ . We also use 0(γ ) = 0 for γ > 0. The q-gamma function is
defined by

�q(t) =
(1 – q)(t–1)

(1 – q)t–1 , t ∈R\{0, –1, –2, . . .}. (5)

Obviously, �q(t + 1) = [t]q�q(t).

Lemma 2.1 ([9]) For μ,α,β ∈ R
+, the following identity is valid:

∞∑

n=0

(1 – μq1–n)(α–1)(1 – q1+n)(β–1)

(1 – q)(α–1)(1 – q)(β–1) qαn =
(1 – μq)(α+β–1)

(1 – q)(α+β–1) . (6)
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3 The q,ω-exponential function and the q,ω-gamma function
Let us define a q-shifting operator as

a�q(m) = qm + (1 – q)a.

For any positive integer k, we have

a�
k
q(m) = a�

k–1
q

(
a�q(m)

)
and a�

0
q(m) = m.

We also define the new power of q-shifting operator as

(n – m)(0)
a = 1, (n – m)(k)

a =
k–1∏

i=0

(
n – a�

i
q(m)

)
, k ∈ N∪ {∞}.

More generally, if γ ∈R, then

(n – m)(γ )
a =

∞∏

i=0

n – a�
i
q(m)

n – a�
i+γ
q (m)

, (7)

with a�
γ
q (m) = qγ m + (1 – qγ )a, γ ∈R.

For any γ , n ∈ R, we have

(
n – c�q(s)

)(γ )
c = (n – c)γ

∞∏

i=0

1 – q1+i( s–c
n–c )

1 – q1+i+γ ( s–c
n–c )

. (8)

Using Definition 1.1 and (7), we may obtain the very useful examples of the q,ω-
derivatives of the following functions:

xDq,ω(x – a)(α)
ω0 = [α]q(x – a)(α–1)

ω0 ,

tDq,ω(x – t)(α)
ω0 = –[α]q

(
x – ω0�q(t)

)(α–1)
ω0

.

Definition 3.1 The q,ω-exponential function is defined as

eq,ω(t) =
∞∏

n=0

1 – ω0�
n
q(t)

1 – ω0
, eq,ω(ω0) = 1.

Note that eq,ω(1) = 0 and

Dq,ωeq,ω(t) = –
1

(1 – ω0)(1 – q)
eq,ω

(
ω0�q(t)

)
.

We are now in a position to give the integral representation of the q,ω-gamma function.
Let α ∈ R\{0, –1, –2, . . .}. Definite the q,ω-gamma function by

�q,ω(α) =
∫ 1

ω0

(
1

(1 – ω0)(1 – q)

)α(
t – ω0�q(ω0)

)(α–1)
ω0

eq,ω
(
ω0�q(t)

)
dq,ωt.
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Lemma 3.2 For α ∈ R,

�q,ω(α + 1) = [α]q�q,ω(α), �q,ω(1) = 1.

For any positive integer k,

�q,ω(k + 1) = [k]! =
(1 – qk)
(1 – q)

(1 – qk–1)
(1 – q)

· · · (1 – q2)
(1 – q)

(1 – q)
(1 – q)

.

Proof By Lemma 1.4 and Definition 3.1, we can get

�q,ω(α + 1)

=
∫ 1

ω0

(
1

(1 – ω0)(1 – q)

)α+1(
t – ω0�q(ω0)

)(α)
ω0

eq,ω
(
ω0�q(t)

)
dq,ωt

=
∫ 1

ω0

(
1

(1 – ω0)(1 – q)

)α+1(
t – ω0�q(ω0)

)(α)
ω0

[
–Dq,ω(1 – ω0)(1 – q)eq,ω(t)

]
dq,ωt

= –
(

1
(1 – ω0)(1 – q)

)α[(
t – ω0�q(ω0)

)(α)
ω0

eq,ω(t)
]|1ω0

+
∫ 1

ω0

(
1

(1 – ω0)(1 – q)

)α

eq,ω
(
ω0�q(t)

)
Dq,ω

(
t – ω0�q(ω0)

)(α)
ω0

dq,ωt

= [α]q

∫ 1

ω0

(
1

(1 – ω0)(1 – q)

)α(
t – ω0�q(ω0)

)(α–1)
ω0

eq,ω
(
ω0�q(t)

)
dq,ωt

= [α]q�q,ω(α),

and

�q,ω(1) =
∫ 1

ω0

(
1

(1 – ω0)(1 – q)

)

eq,ω
(
ω0�q(t)

)
dq,ωt

=
∫ 1

ω0

(
1

(1 – ω0)(1 – q)

)
[
–Dq,ω(1 – ω0)(1 – q)eq,ω(t)

]
dq,ωt

= –eq,ω(t)|1ω0 = –eq,ω(1) + eq,ω(ω0) = 1. �

Remark 3.3 In [15], authors introduced the q-gamma function as

�q(α) =
1

1 – q

∫ 1

0

(
t

1 – q

)α–1

eq(qt) dqt,

where eq(t) =
∏∞

n=0(1 – qnt).

To see that �q,ω(α) = �q(α), in fact

�q,ω(α)

=
(

1
(1 – ω0)(1 – q)

)α ∫ 1

ω0

(
t – ω0 �q(ω0)

)(α–1)
ω0

eq,ω
(
ω0�q(t)

)
dq,ωt
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=
(

1
(1 – ω0)(1 – q)

)α(
(1 – q) – ω

)
∞∑

k=0

qk(
ω0�

k
q(1) – ω0�q(ω0)

)(α–1)
ω0

eq,ω
(
ω0�

k+1
q (1)

)

=
(

1
(1 – ω0)(1 – q)

)α–1 ∞∑

k=0

qk(qk)α–1(1 – ω0)α–1
∞∏

n=0

(
1 – qn+k+1)

=
∞∑

k=0

qk
(

qk

1 – q

)α–1 ∞∏

n=0

(
1 – qn+k+1)

=
1

1 – q
(1 – q)

∞∑

k=0

qk
(

qk

1 – q

)α–1

eq
(
qk+1)

=
1

1 – q

∫ 1

0

(
t

1 – q

)α–1

eq(qt) dqt = �q(α).

4 Concepts of fractional Hahn’s quantum integration
In the section, we recall some basic concepts of fractional Hahn’s quantum integration.

Definition 4.1 ([14]) Let ν ≥ 0 and f be a function defined on [c, b]. The fractional q-
integral of Riemann–Liouville type is given by (cI0

q f )(t) = h(t) and

(
cIν

q f
)
(t) =

1
�q(ν)

∫ t

c

(
t – c �q(s)

)(ν–1)
c h(s) cdqs, ν > 0, t ∈ [c, b].

Lemma 4.2 ([14]) Let α,β ∈ R
+, and f be a continuous function on [c, b], c ≥ 0. The

Riemann–Liouville fractional q-integral has the following semi-group property:

cIβ
q cIα

q f (t) = cIα
q cIβ

q f (t) = cIα+β
q f (t). (9)

Remark c = ω0, we have

(
ω0 Iν

q f
)
(t) =

1
�q(ν)

∫ t

ω0

(
t – ω0�q(s)

)(ν–1)
ω0

f (s)ω0 dqs, ν > 0, t ∈ [c, b], (10)

and

ω0 Iβ
q ω0 Iα

q f (t) = ω0 Iα
q ω0 Iβ

q f (t) = ω0 Iα+β
q f (t). (11)

Definition 4.3 ([16]) Let ν ≥ 0 and f be a function defined on [a, b]. Hahn’s fractional
integration of Riemann–Liouville type is given by (aI0

q f )(t) = f (t) and

(
aIν

q,ωf
)
(t) =

1
�q(ν)

∫ t

a

(
t – ω0�q(s)

)(ν–1)
ω0

f (s) dq,ωs, ν > 0, t ∈ [a, b]. (12)

Lemma 4.4 For α,β ∈ R
+, the following is valid:

∫ a

ω0

(
x – ω0�q(t)

)(β–1)
ω0

(
aIα

q,ωf
)
(t) dq,ωt = 0 (ω0 < a < x < b).
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Proof Using (2), we have

(
aIα

q,ωf
)(

aqn + [n]q,ω
)

=
1

�q(α)

∫ aqn+[n]q,ω

a

(
aqn + [n]q,ω – ω0�q(t)

)(β–1)
ω0

f (t) dq,ωt

=
1

�q(α)
[
(1 – q)

(
aqn + [n]q,ω

)
– ω

]

×
∞∑

k=0

qk(aqn + [n]q,ω – ω0�q
(
aqn+k + [n + k]q,ω

))(β–1)
ω0

f
(
aqn+k + [n + k]q,ω

)

–
1

�q(α)
[
(1 – q)a – ω

]

×
∞∑

k=0

qk(aqn + [n]q,ω – ω0�q
(
aqk + [k]q,ω

))(β–1)
ω0

f
(
aqk + [k]q,ω

)

= –
1

�q(α)
[
(1 – q)a – ω

]

×
n–1∑

k=0

qk(aqn + [n]q,ω – ω0�q
(
aqk + [k]q,ω

))(β–1)
ω0

f
(
aqk + [k]q,ω

)
= 0,

since

(
aqn + [n]q,ω – ω0�q

(
aqk + [k]q,ω

))(β–1)
ω0

=
∏∞

i=0(aqn + [n]q,ω – ω0�
i
q(ω0�q(aqk + [k]q,ω)))

∏∞
i=0(aqn + [n]q,ω – ω0�

i+ν
q (ω0�q(aqk + [k]q,ω)))

= 0

for 0 ≤ k ≤ n – 1.
Then, according to the definition of q,ω-integral, it follows

∫ a

ω0

(
x – ω0�q(t)

)(β–1)
ω0

(
aIα

q,ωf
)
(t) dq,ωt

=
[
(1 – q)a – ω

]
∞∑

k=0

qk(x – ω0�q
(
aqk + [k]q,ω

))(β–1)
ω0

(
aIα

q,ωf
)(

aqk + [k]q,ω
)

= 0. �

Theorem 4.5 Let α,β ∈ R
+. Hahn’s fractional integration has the following semi-group

property:

(
aIβ

q,ω aIα
q,ωf

)
(x) =

(
aIα+β

q,ω f
)
(x) (ω0 < a < x < b).

Proof By previous Lemma 4.4, we have

(
aIβ

q,ω aIα
q,ωf

)
(x)

=
1

�q(β)

∫ x

ω0

(
x – ω0�q(t)

)(β–1)
ω0

(
aIα

q,ωf
)
(t) dq,ωt
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=
1

�q(α)�q(β)

∫ x

ω0

(
x – ω0�q(t)

)(β–1)
ω0

∫ t

ω0

(
t – ω0�q(u)

)(α–1)
ω0

f (u) dq,ωu dq,ωt

–
1

�q(α)�q(β)

∫ x

ω0

(
x – ω0�q(t)

)(β–1)
ω0

∫ a

ω0

(
t – ω0�q(u)

)(α–1)
ω0

f (u) dq,ωu dq,ωt.

Using Lemma 4.2, we conclude that

(
aIβ

q,ω aIα
q,ωf

)
(x) =

(
ω0 Iα+β

q,ω f
)
(x) –

1
�q(α)�q(β)

×
∫ x

ω0

(
x – ω0�q(t)

)(β–1)
ω0

∫ a

ω0

(
t – ω0�q(u)

)(α–1)
ω0

f (u) dq,ωu dq,ωt.

Furthermore, we can write

(
aIβ

q,ω aIα
q,ωf

)
(x)

=
(

aIα+β
q,ω f

)
(x) +

1
�q(α + β)

∫ a

ω0

(
x – ω0�q(t)

)(α+β–1)
ω0

f (t) dq,ωt

–
1

�q(α)�q(β)

∫ x

ω0

(
x – ω0�q(t)

)(β–1)
ω0

∫ a

ω0

(
t – ω0�q(u)

)(α–1)
ω0

f (u) dq,ωu dq,ωt.

Wherefrom it follows

(
aIβ

q,ω aIα
q,ωf

)
(x) =

(
aIα+β

q,ω f
)
(x) +

[
(1 – q)a – ω

]
∞∑

k=0

cjqkf
(
aqk + [k]q,ω

)
,

with

cj =
(x – ω0�q(aqk + [k]q,ω))(α+β–1)

ω0

�q(α + β)
–

(1 – q)x – ω

�q(α)�q(β)

×
∞∑

n=0

qn(x – ω0�q
(
xqn + [n]q,ω

))(β–1)
ω0

(
xqn + [n]q,ω – ω0�

k+1
q (a)

)(α–1)
ω0

.

By using formulas (5) and (7), we get

cj =
(
(x – ω0)(1 – q)

)α+β–1

×
[

(1 – a–ω0
x–ω0

qk+1)(α+β–1)

(1 – q)(α+β–1) –
∞∑

n=0

(1 – qn+1)(β–1)(1 – a–ω0
x–ω0

qk–n+1)(α–1)

(1 – q)(β–1)(1 – q)(α–1) qnα

]

.

Putting μ = qk a–ω0
x–ω0

into Lemma 2.1, we see that cj = 0 for all j ∈ N, which completes the
proof. �

Lemma 4.6 For α ∈ R
+, λ ∈ (–1,∞), the following is valid:

aIα
q,ω

(
(x – a)(λ)

ω0

)
=

�q(λ + 1)
�q(α + λ + 1)

(x – a)(α+λ)
ω0 (ω0 < a < x < b). (13)
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Proof For λ �= 0, according to Definition 4.3, we have

aIα
q,ω

(
(x – a)(λ)

ω0

)
=

1
�q(α)

[∫ x

ω0

(
x – ω0�q(t)

)(α–1)
ω0

(t – a)(λ)
ω0 dq,ωt

–
∫ a

ω0

(
x – ω0�q(t)

)(α–1)
ω0

(t – a)(λ)
ω0 dq,ωt

]

.

Also, the following is valid:

∫ a

ω0

(
x – ω0�q(t)

)(α–1)
ω0

(t – a)(λ)
ω0 dq,ωt

=
[
(1 – q)a – ω

]
∞∑

k=0

qk(x – ω0�q
(
aqk + [k]q,ω

))(α–1)
ω0

(
aqk + [k]q,ω – a

)(λ)
ω0

=
[
(1 – q)a – ω

]
∞∑

k=0

qk(x – ω0�
k+1
q (a)

)(α–1)
ω0

(
ω0�

k
q(a) – a

)(λ)
ω0

= 0.

Therefrom, using Lemma 2.1, we get

∫ x

ω0

(
x – ω0�q(t)

)(α–1)
ω0

(t – a)(λ)
ω0 dq,ωt

=
[
(1 – q)x – ω

]
∞∑

k=0

qk(x – ω0�
k+1
q (x)

)(α–1)
ω0

(
ω0�

k
q(x) – a

)(λ)
ω0

= (1 – q)(x – ω0)α+λ(1 – q)(α–1)(1 – q)(λ)
∞∑

k=0

(1 – qk+1)(α–1)(1 – q–k a–ω0
x–ω0

)(λ)

(1 – q)(α–1)(1 – q)(λ) q(λ+1)k

= (1 – q)(x – ω0)α+λ(1 – q)(α–1)(1 – q)(λ)
(1 – a–ω0

x–ω0
)(α+λ)

(1 – q)(α+λ)

= (1 – q)
(1 – q)(α–1)(1 – q)(λ)

(1 – q)(α+λ) (x – a)(α+λ)
ω0 .

Using (5), we obtain the required formula (13).
Particularly, for λ = 0, since the q,ω-derivative over the variable t is

tDq,ω(x – t)(α)
ω0 = –[α]q

(
x – ω0�q(t)

)(α–1)
ω0

(14)

and using Lemma 1.3, we have

(
aIα

q,ω1
)
(x) =

1
�q(α)

∫ x

a

(
x – ω0�q(t)

)(α–1)
ω0

dq,ωt =
1

�q(α + 1)
(x – a)(α)

ω0 . �

5 The fractional q,ω-derivative of Riemann–Liouville type
We define the fractional q,ω-derivative of Riemann–Liouville type by

(
aDα

q,ωf
)
(x) =

⎧
⎪⎪⎨

⎪⎪⎩

(aI–α
q,ωf )(x), α < 0,

f (x), α = 0,

(D�α�
q,ω aI�α�–α

q,ω f )(x), α > 0,

(15)
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where �α� denotes the smallest integer greater or equal to α.

Theorem 5.1 For α ∈R
+, λ ∈ (–1,∞), the following is valid:

aDα
q,ω

(
(x – a)(λ)

ω0

)
=

�q(λ + 1)
�q(λ – α + 1)

(x – a)(λ–α)
ω0 , (ω0 < a < x < b).

Proof For λ �= 0, according to (15) and Lemma 4.6, we have

aDα
q,ω

(
(x – a)(λ)

ω0

)
= D�α�

q,ω aI�α�–α
q,ω (x – a)(λ)

ω0

= D�α�
q,ω

(
�q(λ + 1)

�q(λ + �α� – α + 1)
(x – a)(λ+�α�–α)

ω0

)

=
�q(λ + 1)

�q(λ + �α� – α + 1)
D�α�–1

q,ω
[
λ + �α� – α

]

q(x – a)(λ+�α�–α–1)
ω0

=
�q(λ + 1)

�q(λ + �α� – α + 1)
[
λ + �α� – α

]

q

[
λ + �α� – α – 1

]

q · · ·

× [
λ + �α� – α –

(�α� – 1
)]

q(x – a)(λ–α)
ω0

=
�q(λ + 1)

�q(λ – α + 1)
(x – a)(λ–α)

ω0 . �

Lemma 5.2 For α ∈ R \N0, the following is valid:

(
Dq,ω aDα

q,ωf
)
(x) =

(
aDα+1

q,ω f
)
(x), (ω0 < a < x < b). (16)

Proof We will consider three cases. For α ≤ –1, according to Theorem 4.5, we have

(
Dq,ω aDα

q,ωf
)
(x) =

(
Dq,ω aI–α

q,ωf
)
(x) =

(
Dq,ω aI1–α–1

q,ω f
)
(x)

=
(
Dq,ωIq,ω aI–α–1

q,ω f
)
(x) =

(
aI–(α+1)

q,ω f
)
(x)

=
(

aDα+1
q,ω f

)
(x).

In the case –1 < α < 0, i.e., 0 < α + 1 < 1, we obtain

(
Dq,ω aDα

q,ωf
)
(x) =

(
Dq,ω aI–α

q,ωf
)
(x) =

(
Dq,ω aI1–α–1

q,ω f
)
(x) =

(
aDα+1

q,ω f
)
(x).

For α > 0, we get

(
Dq,ω aDα

q,ωf
)
(x) =

(
Dq,ωD�α�

q,ω aI�α�–α
q,ω f

)
(x)

=
(
D�α�+1

q,ω aI�α�–α
q,ω f

)
(x) =

(
aDα+1

q,ω f
)
(x). �

Theorem 5.3 For α ∈R \N0, the following is valid:

(
Dq,ω aDα

q,ωf
)
(x) –

(
aDα

q,ωDq,ωf
)
(x) =

f (a)
�q(–α)

(x – a)(–α–1)
ω0 (ω0 < a < x < b).
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Proof We will use Lemma 1.3, Theorem 4.5, and Lemma 4.6 to prove the statement. Let
us consider two cases. If α < 0, then

(
Dq,ω aDα

q,ωf
)
(x) =

(
Dq,ω aI–α

q,ωf
)
(x) = Dq,ω aI–α

q,ω
(
(aIq,ωDq,ωf )(x) + f (a)

)

=
(
Dq,ω aI–α

q,ω aIq,ωDq,ωf
)
(x) + f (a)

(
Dq,ω aI–α

q,ω1
)
(x)

=
(
Dq,ω aI–α+1

q,ω Dq,ωf
)
(x) + f (a)Dq,ω

(x – a)(–α)
ω0

�q(–α + 1)

=
(
Dq,ω aIq,ω aI–α

q,ωDq,ωf
)
(x) + f (a)

[–α]q(x – a)(–α–1)
ω0

�q(–α + 1)

=
(

aDα
q,ωDq,ωf

)
(x) +

f (a)
�q(–α)

(x – a)(–α–1)
ω0 .

If α > 0, there exists l ∈ N0 such that α ∈ (l, l + 1). Then, applying a similar procedure, we
get

(
Dq,ω aDα

q,ωf
)
(x) =

(
Dq,ωDl+1

q,ω aIl+1–α
q,ω f

)
(x)

= Dl+2
q,ω aIl+1–α

q,ω
(
(aIq,ωDq,ωf )(x) + f (a)

)

=
(
Dl+1

q,ωDq,ω aIq,ω aIl+1–α
q,ω Dq,ωf

)
(x)

+
f (a)

�q(l + 2 – α)
Dl+1

q,ω
(
(x – a)(l+1–α)

ω0

)

=
(

aDα
q,ωDq,ωf

)
(x) +

f (a)
�q(–α)

(x – a)(–α–1)
ω0 . �

Lemma 5.4 Let f (x) be a function defined on an interval (ω0, b) and α ∈ R
+. Then the

following is valid:

(
aDα

q,ω aIα
q,ωf

)
(x) = f (x) (ω0 < a < x < b).

Proof For α > 0, we have

(
aDα

q,ω aIα
q,ωf

)
(x) =

(
D�α�

q,ω aI�α�–α
q,ω aIα

q,ωf
)
(x) =

(
D�α�

q,ω aI�α�–α+α
q,ω f

)
(x)

=
(

aD�α�
q,ω aI�α�

q,ω f
)
(x) = f (x). �

Lemma 5.5 Let α ∈ (0, 1), then

(
aIα

q,ω aDα
q,ωf

)
(x) = f (x) + K(a)(x – a)(α–1)

ω0 (ω0 < a < x < b),

where K(a) does not depend on x.

Proof Let A(x) = (aIα
q,ωaDα

q,ωf )(x) – f (x). Applying aDα
q,ω to both sides of the above expres-

sion and using Lemma 5.4, we get

(
aDα

q,ωA
)
(x) =

(
aDα

q,ω aIα
q,ωaDα

q,ωf
)
(x) –

(
aDα

q,ωf
)
(x)

=
((

aDα
q,ω aIα

q,ω
)

aDα
q,ωf

)
(x) –

(
aDα

q,ωf
)
(x) = 0.
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On the other hand, according to Lemma 4.6, we obtain

aDα
q,ω(x – a)(α–1)

ω0 = Dq,ω aI1–α
q,ω (x – a)(α–1)

ω0 = �q(α)(Dq,ω1)(x) = 0.

Hence, we conclude that A(x) is a function of the form

A(x) = K(a)(x – a)(α–1)
ω0 . �

Theorem 5.6 Let α ∈ (N – 1, N]. Then, for some constants ci ∈ R, i = 1, 2, . . . , N , the fol-
lowing equality holds:

(
aIα

q,ω aDα
q,ωf

)
(x) = f (x) + c1(x – a)(α–1)

ω0 + c2(x – a)(α–2)
ω0 + · · · + cN (x – a)(α–N)

ω0 .

Proof By Lemma 5.5, we have

(
aIα

q,ω aDα
q,ωf

)
(x) =

(
aIα

q,ωDN
q,ω aIN–α

q,ω f
)
(x)

=
(

aIα–1
q,ω aIq,ωDq,ωDN–1

q,ω aIN–α
q,ω f

)
(x)

=
(

aIα–1
q,ω DN–1

q,ω aIN–α
q,ω f

)
(x) – DN–1

q,ω aIN–α
q,ω f (a)

(
aIα–1

q,ω 1
)
(x)

=
(

aIα–1
q,ω DN–1

q,ω aIN–α
q,ω f

)
(x) –

DN–1
q,ω aIN–α

q,ω f (a)
�q(α)

(x – a)(α–1)
ω0

=
(

aIα–2
q,ω DN–2

q,ω aIN–α
q,ω f

)
(x) –

DN–2
q,ω aIN–α

q,ω f (a)
�q(α – 1)

(x – a)(α–2)
ω0

–
DN–1

q,ω aIN–α
q,ω f (a)

�q(α)
(x – a)(α–1)

ω0

= · · ·

=
(

aIα–N+1
q,ω aDα–N+1

q,ω f
)
(x) –

Dq,ω aIN–α
q,ω f (a)

�q(α – N + 2)
(x – a)(α–N+1)

ω0

– · · · –
DN–1

q,ω aIN–α
q,ω f (a)

�q(α)
(x – a)(α–1)

ω0

= f (x) + c1(x – a)(α–1)
ω0 + · · · + cN (x – a)(α–N)

ω0 . �

Lemma 5.7

Dq,ω

∫ t

ω0

f (t, s) dq,ωs =
∫ t

ω0

Dq,ωf (t, s) dq,ωs + f (qt + ω, t).

Proof Using (2) and Definition 1.1, we have

Dq,ω

∫ t

ω0

f (t, s) dq,ωs

= Dq,ω

[
(
t(1 – q) – ω

)
∞∑

k=0

qkf
(
t, qkt + [k]q,ω

)
]
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=
1

qt + ω – t

[
(
(qt + ω)(1 – q) – ω

)
∞∑

k=0

qkf
(
qt + ω, (qt + ω)qk + [k]q,ω

)

–
(
t(1 – q) – ω

)
∞∑

k=0

qkf
(
t, tqk + [k]q,ω

)
]

= –
∞∑

k=0

qk+1f
(
qt + ω, (qt + ω)qk + [k]q,ω

)
+

∞∑

k=0

qkf
(
t, tqk + [k]q,ω

)

= –
∞∑

k=0

qkf
(
qt + ω, (qt + ω)qk–1 + [k – 1]q,ω

)
+

∞∑

k=0

qkf
(
t, tqk + [k]q,ω

)

+ f (qt + ω, t)

=
(
t(1 – q) – ω

)
∞∑

k=0

qk f (qt + ω, tqk + [k]q,ω) – f (t, tqk + [k]q,ω)
qt + ω – t

+ f (qt + ω, t)

=
∫ t

ω0

Dq,ωf (t, s) dq,ωs + f (qt + ω, t). �

Theorem 5.8 If f (t) is defined and finite, then for ν > 0 with N – 1 < ν ≤ N ,

(
Dν

q,ωf
)
(t) =

1
�q(–ν)

∫ t

a

(
t – ω0�q(s)

)(–ν–1)
ω0

f (s) dq,ωs.

Proof Using Definition 4.3 and Lemma 5.7, we have

(
Dν

q,ωf
)
(t) = DN

q,ω aIN–ν
q,ω f (t)

= DN
q,ω

(
1

�q(N – ν)

∫ t

a

(
t – ω0�q(s)

)(N–ν–1)
ω0

f (s) dq,ωs
)

= DN–1
q,ω Dq,ω

(
1

�q(N – ν)

∫ t

a

(
t – ω0�q(s)

)(N–ν–1)
ω0

f (s) dq,ωs
)

= DN–1
q,ω

[
1

�q(N – ν)

∫ t

a
Dq,ω

(
t – ω0�q(s)

)(N–ν–1)
ω0

f (s) dq,ωs

+
(
qt + ω – ω0�q(t)

)(N–ν–1)
ω0

f (t)
]

= DN–1
q,ω

[N – ν – 1]q

�q(N – ν)

∫ t

a

(
t – ω0�q(s)

)(N–ν–2)
ω0

f (s) dq,ωs

= DN–1
q,ω

1
�q(N – ν – 1)

∫ t

a

(
t – ω0�q(s)

)(N–ν–2)
ω0

f (s) dq,ωs

= · · ·

=
1

�q(–ν)

∫ t

a

(
t – ω0�q(s)

)(–ν–1)
ω0

f (s) dq,ωs. �

6 The fractional q,ω-derivative of Caputo type
If we change the order of operators, we can introduce another type of fractional q,ω-
derivative.
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The fractional q,ω-derivative of Caputo type is

(c
aDα

q,ωf
)
(x) =

⎧
⎪⎪⎨

⎪⎪⎩

(aI–α
q,ωf )(x), α < 0,

f (x), α = 0,

(aI�α�–α
q,ω D�α�

q,ω f )(x), α > 0,

(17)

where �α� denotes the smallest integer greater or equal to α.

Theorem 6.1 For α ∈R \N0 and ω0 < a < x < b, the following is valid:

(c
aDα+1

q,ω f
)
(x) –

(c
aDα

q,ωDq,ωf
)
(x) =

⎧
⎨

⎩

f (a)
�q(–α) (x – a)(–α–1)

ω0 , α ≤ –1,

0, α > –1.
(18)

Proof Clearly, (18) holds for α = –1. Next, we will consider three cases.
Case 1. α < –1, according to (17) and (3), we have

(c
aDα+1

q,ω f
)
(x) =

(
aI–α–1

q,ω f
)
(x) = aI–α–1

q,ω
(
(aIq,ωDq,ωf )(x) + f (a)

)

=
(

aI–α
q,ωDq,ωf

)
(x) + f (a)

(
aI–α–1

q,ω 1
)
(x)

=
(c

aDα
q,ωDq,ωf

)
(x) +

f (a)
�q(–α)

(x – a)(–α–1)
ω0 .

Case 2. –1 < α ≤ 0, we obtain

(c
aDα+1

q,ω f
)
(x) =

(
aI1–(α+1)

q,ω Dq,ωf
)
(x)

=
(

aI–α
q,ωDq,ωf

)
(x) =

(c
aDα

q,ωDq,ωf
)
(x).

Case 3. α > 0, we assume α = n + ε, n ∈ N0, 0 < ε < 1, then α + 1 ∈ (n + 1, n + 2), so we
obtain

(c
aDα+1

q,ω f
)
(x) =

(
aI1–ε

q,ω Dn+2
q,ω f

)
(x) =

(
aI1–ε

q,ω Dn+1
q,ω Dq,ωf

)
(x) =

(c
aDα

q,ωDq,ωf
)
(x). �

Theorem 6.2 For α ∈R \N0 and ω0 < a < x < b, the following is valid:

(
Dq,ω

c
aDα

q,ωf
)
(x) –

(c
aDα+1

q,ω f
)
(x) =

⎧
⎨

⎩

0, α ≤ –1,
D�α�

q,ω f (a)
�q(�α�–α) (x – a)(–α–1)

ω0 , α > –1.
(19)

Proof We will consider two cases.
Case 1. α < 0, using Lemma 1.3, Lemma 4.6, and (17), we obtain

(
Dq,ω

c
aDα

q,ωf
)
(x) =

(
Dq,ω aI–α

q,ωf
)
(x) = Dq,ω aI–α

q,ω
(
(aIq,ωDq,ωf )(x) + f (a)

)

=
(
Dq,ω aIq,ω aI–α

q,ωDq,ωf
)
(x) + f (a)

[–α]q(x – a)(–α–1)
ω0

�q(–α + 1)

=
(c

aDα+1
q,ω f

)
(x) +

f (a)
�q(–α)

(x – a)(–α–1)
ω0 .
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By Theorem 5.1, the required equalities are valid both for α ≤ –1 and –1 < α < 0.
Case 2. α > 0, we assume α = n + ε, n ∈ N0, 0 < ε < 1, then α + 1 ∈ (n + 1, n + 2), by

Lemma 1.3, Lemma 4.6, and (17), we obtain

(
Dq,ω

c
aDα

q,ωf
)
(x) =

(
Dq,ω aI1–ε

q,ω Dn+1
q,ω f

)
(x)

=
(
Dq,ω aI2–ε

q,ω Dn+2
q,ω f

)
(x) + Dn+1

q,ω f (a)
(
Dq,ω aI1–ε

q,ω 1
)
(x)

=
(c

aDα+1
q,ω f

)
(x) +

Dn+1
q,ω f (a)

�q(n + 1 – α)
(x – a)(n–α)

ω0 . �

Theorem 6.3 Let α ∈ (N – 1, N]. Then, for some constants ci ∈ R, i = 1, 2, . . . , N – 1, the
following equality holds:

(
aIα

q,ω
c
aDα

q,ωf
)
(x) = f (x) + c0 + c1(x – a)(1)

ω0 + c2(x – a)(2)
ω0 + · · · + cN–1(x – a)(N–1)

ω0 .

Proof By (17) and Lemma 1.3, Lemma 4.6, we have

(
aIα

q,ω
c
aDα

q,ωf
)
(x) =

(
aIα

q,ω aIN–α
q,ω DN

q,ωf
)
(x) =

(
aIN

q,ωDN
q,ωf

)
(x)

= aIN–1
q,ω

((
DN–1

q,ω f
)
(x) –

(
DN–1

q,ω f
)
(a)

)

=
(

aIN–1
q,ω DN–1

q,ω f
)
(x) –

DN–1
q,ω f (a)
�q(N)

(x – a)(N–1)
ω0

=
(

aIN–2
q,ω DN–2

q,ω f
)
(x) –

DN–2
q,ω f (a)

�q(N – 1)
(x – a)(N–2)

ω0

–
DN–1

q,ω f (a)
�q(N)

(x – a)(N–1)
ω0

= · · ·

= f (x) –
N–1∑

k=0

Dk
q,ωf (a)

�q(k + 1)
(x – a)(k)

ω0 . �

7 The application
In this section, we deal with the nonlocal q,ω-integral boundary value problem of nonlin-
ear fractional q,ω-derivative equations:

(
aDα

q,ωu
)
(t) + f

(
qt + ω, u(qt + ω)

)
= 0, (20)

u(a) = 0, u(b) = μ
(

aIβ
q,ωu

)
(η), (21)

where q ∈ (0, 1), 1 < α ≤ 2, 0 < β ≤ 2, 0 < η < 1, and μ > 0 is a parameter, aDα
q,ω is the

Riemann–Liouville q,ω-derivative of Hahn quantum operator type of order α, f : [a, b] ×
R

+ −→ R
+ is continuous.

Lemma 7.1 Let M = �q(α + β)(b – a)(α–1)
ω0 – μ�q(α)(η – a)(α+β–1)

ω0 > 0. Then, for given y ∈
C[a, b], the unique solution of the boundary value problem

(
aDα

q,ωu
)
(t) + y(qt + ω) = 0, 1 < α ≤ 2,
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subject to the boundary condition

u(a) = 0, u(b) = μ
(

aIβ
q,ωu

)
(η), 0 < β ≤ 2, 0 < η < 1,

is given by

u(t) =
∫ b

a
G

(
t, ω0�q(s)

)
y(qs + ω) dq,ωs, t ∈ [a, b],

where

G
(
t, ω0�q(s)

)
= g

(
t, ω0�q(s)

)
+

μ(t – a)(α–1)
ω0

M
H

(
η, ω0�q(s)

)
,

g
(
t, ω0�q(s)

)
=

1
�q(α)

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(t–a)(α–1)
ω0

(b–a)(α–1)
ω0

(b – ω0�q(s))(α–1)
ω0 – (t – ω0�q(s))(α–1)

ω0 ,

a ≤ω0 �q(s) ≤ t ≤ b,
(t–a)(α–1)

ω0
(b–a)(α–1)

ω0
(b – ω0�q(s))(α–1)

ω0 , a ≤ t ≤ω0 �q(s) ≤ b,

H
(
η, ω0�q(s)

)
=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(η–a)(α+β–1)
ω0

(b–a)(α–1)
ω0

(b – ω0�q(s))(α–1)
ω0 – (η – ω0�q(s))(α+β–1)

ω0 ,

a ≤ω0 �q(s) ≤ η ≤ b,
(η–a)(α+β–1)

ω0
(b–a)(α–1)

ω0
(b – ω0�q(s))(α–1)

ω0 , a ≤ η ≤ω0 �q(s) ≤ b.

Proof In view of Theorem 5.6,

u(t) = c1(t – a)(α–1)
ω0 + c2(t – a)(α–2)

ω0 –
1

�q(α)

∫ t

a

(
t – ω0�q(s)

)(α–1)
ω0

y(qs + ω) dq,ωs,

where c1, c2 does not depend on t, t ∈ [a, b]. Since u(a) = 0, we have c2 = 0. From the bound-
ary condition u(b) = μ(aIβ

q,ωu)(η), we get

c1 =
�q(α + β)

M

[
1

�q(α)

∫ b

a

(
b – ω0�q(s)

)(α–1)
ω0

y(qs + ω) dq,ωs

–
μ

�q(α + β)

∫ η

a

(
η – ω0�q(s)

)(α+β–1)
ω0

y(qs + ω) dq,ωs
]

.

Hence

u(t) =
�q(α + β)(t – a)(α–1)

ω0

M

[
1

�q(α)

∫ b

a

(
b – ω0�q(s)

)(α–1)
ω0

y(qs + ω) dq,ωs

–
μ

�q(α + β)

∫ η

a

(
η – ω0�q(s)

)(α+β–1)
ω0

y(qs + ω) dq,ωs
]

–
1

�q(α)

∫ t

a

(
t – ω0�q(s)

)(α–1)
ω0

y(qs + ω) dq,ωs

=
∫ b

a
g
(
t, ω0�q(s)

)
y(qs + ω) dq,ωs
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+
μ(t – a)(α–1)

ω0

M

∫ b

a
H

(
η, ω0�q(s)

)
y(qs + ω) dq,ωs

=
∫ b

a
G

(
t, ω0�q(s)

)
y(qs + ω) dq,ωs. �

Lemma 7.2 The functions g(t, ω0�q(s)) and H(η, ω0�q(s)) satisfy the following properties:
(a) g(t, ω0�q(s)) ≥ 0, g(t, ω0�q(s)) ≤ g(ω0�q(s), ω0�q(s)), a ≤ t, ω0�q(s) ≤ b.
(b) H(η, ω0�q(s)) ≥ 0, a ≤ ω0�q(s),η ≤ b.

Proof Let

g1
(
t,ω0�q(s)

)
=

1
�q(α)

[ (t – a)(α–1)
ω0

(b – a)(α–1)
ω0

(
b – ω0�q(s)

)(α–1)
ω0

–
(
t – ω0�q(s)

)(α–1)
ω0

]

,

g2
(
t,ω0�q(s)

)
=

1
�q(α)

[ (t – a)(α–1)
ω0

(b – a)(α–1)
ω0

(
b – ω0�q(s)

)(α–1)
ω0

]

.

We can easily get g2(t, ω0�q(s)) ≥ 0, according to property (7), we have

(t – a)(α–1)
ω0

(b – a)(α–1)
ω0

(
b – ω0�q(s)

)(α–1)
ω0

–
(
t – ω0�q(s)

)(α–1)
ω0

=
∞∏

i=0

(t – ω0�
i
q(a))

(t – ω0�
i+α–1
q (a))

(b – ω0�
i+α–1
q (a))

(b – ω0�
i
q(a))

×
∞∏

i=0

(b – ω0�
i+1
q (s))

(b – ω0�
i+α
q (s))

–
∞∏

i=0

(t – ω0�
i+1
q (s))

(t – ω0�
i+α
q (s))

.

Since

( (b – ω0�
i+1
q (s))

(b – ω0�
i+α
q (s))

(t – ω0�
i+α
q (s))

(t – ω0�
i+1
q (s))

)′

s

=
1

(b – ω0�
i+α
q (s))2(t – ω0�

i+1
q (s))2

[(
–qi+1(t – ω0�

i+α
q (s)

)
– qi+α

(
b – ω0�

i+1
q (s)

))

× (
b – ω0�

i+α
q (s)

)(
t – ω0�

i+1
q (s)

)
–

(
–qi+α

(
t – ω0�

i+1
q (s)

)
– qi+1(b – ω0�

i+α
q (s)

))

× (
b – ω0�

i+1
q (s)

)(
t – ω0�

i+α
q (s)

)]

=
1

(b – ω0�
i+α
q (s))2(t – ω0�

i+1
q (s))2

[
–qi+1t2b + qi+αt2b – qi+αb2t + qi+1b2t

+ω0 �i+α
q (s)qi+1t2 – ω0�

i+1
q (s)qi+αt2 +ω0 �i+α

q (s)qi+1b2 – ω0�
i+1
q (s)qi+αb2

+ω0 �i+α
q (s)ω0�

i+α
q (s)qi+1(b – t) – ω0�

i+1
q (s)ω0�

i+1
q (s)qi+α(b – t)

]

=
1

(b – ω0�
i+α
q (s))2(t – ω0�

i+1
q (s))2

[(
qi+1 – qi+α

)(
b2t – t2b

)
+

(
qi+1 – qi+α

)
ω0t2

+
(
qi+1 – qi+α

)
ω0b2 +

(
qi+1 – qi+α

)(
ω2

0b – ω2
0t

)]
> 0,
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we may see that function (b–ω0�
i+1
q (s))

(b–ω0�
i+α
q (s))

(t–ω0�
i+α
q (s))

(t–ω0�
i+1
q (s))

on s is non-decreasing. Thus, we can get

(t – ω0�
i
q(a))(b – ω0�

i+α–1
q (a))

(t – ω0�
i+α–1
q (a))(b – ω0�

i
q(a))

(b – ω0�
i
q(ω0�q(s)))(t – ω0�

i+α–1
q (ω0�q(s)))

(b – ω0�
i+α–1
q (ω0�q(s)))(t – ω0�

i
q(ω0�q(s)))

≥ (t – ω0�
i
q(a))(b – ω0�

i+α–1
q (a))

(t – ω0�
i+α–1
q (a))(b – ω0�

i
q(a))

(b – ω0�
i
q(a))(t – ω0�

i+α–1
q (a))

(b – ω0�
i+α–1
q (a))(t – ω0�

i
q(a))

= 1,

so g1(t, ω0�q(s)) ≥ 0, we can get g(t, ω0�q(s)) ≥ 0. Clearly g(t, ω0�q(s)) ≤ g(ω0�q(s), ω0�q(s))
and H(η, ω0�q(s)) ≥ 0 holds trivially. �

According to the property of being non-increasing of (t – ω0�q(s))(α–1)
ω0 on s and

Lemma 7.2, we may easily obtain Lemma 7.3 as follows.

Lemma 7.3 The function G(t, ω0�q(s)) satisfies the following properties:
(a) G is a continuous function and G(t, ω0�q(s)) ≥ 0, (t, ω0�q(s)) ∈ [a, b] × [a, b].
(b) There exists a positive function ρ ∈ C(a, b), (a, +∞) such that

maxa≤t≤b G(t, ω0�q(s)) ≤ g(ω0�q(s), ω0�q(s)) + μ

M H(η,ω0�q(s)) =: ρ(ω0�q(s)),
ω0�q(s), s ∈ (a, b).

Lemma 7.4 (Krasnoselskii [12]) Let E be a Banach space, and let P ⊂ E be a cone. Assume
1,2 are open subsets of E with θ ∈ 1 ⊂ 1 ⊂ 2, and let T : P ∩ (2 \ 1) −→ P be a
completely continuous operator such that

‖Tu‖ ≥ ‖u‖, u ∈ P ∩ ∂1 and ‖Tu‖ ≤ ‖u‖, u ∈ P ∩ ∂2.

Then T has at least one fixed point in P ∩ (2 \ 1).

Let X = C[a, b] be a Banach space endowed with the norm ‖u‖X = maxa≤t≤b |u(t)|. Define
the cone P ⊂ {u ∈ X : u(t) ≥ 0, a ≤ t ≤ b}.

Define the operator T : P −→ X as follows:

(Tu)(t) =
∫ b

a
G

(
t, ω0�q(s)

)
f
(
qt + ω, u(qt + ω)

)
dq,ωs. (22)

It follows from the non-negativeness and continuity of G and f that the operator T :
P −→ X satisfies T(P) ⊂ P and is completely continuous.

Theorem 7.5 Let f (t, u) be a nonnegative continuous function on [a, b] ×R
+. In addition,

we assume that:
(H1) There exists a positive constant r1 such that

f (t, u) ≥ κr1, for (t, u) ∈ [τ1, τ2] × [a, r1],

where a ≤ τ1 ≤ τ2 ≤ b and

κ ≥
[∫ τ2

τ1

(

g
(
ω0�q(s), ω0�q(s)

)
+

μ(s – a)(α–1)
ω0

M
H

(
η, ω0�q(s)

)
)

dq,ωs
]–1

.
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(H2) There exists a positive constant r2 with r2 > r1 such that

f (t, u) ≤ Lr2, for (t, u) ∈ [a, b] × [a, r2],

where

L =
[∫ b

a

( (b – ω0�q(s))(α–1)
ω0

�q(α)(b – a)(α–1)
ω0

+
μ

M
H

(
η, ω0�q(s)

)
)

dq,ωs
]–1

.

Then the boundary value problem (20), (21) has at least one positive solution u0 satisfying
a ≤ r1 ≤ ‖u0‖X ≤ r2.

Proof By Lemma 7.2, we obtain maxa≤t≤b g(t, ω0�q(s)) = g(ω0�q(s), ω0�q(s)). Let 1 = {u ∈
X : ‖u‖X < r1}. For any u ∈ P ∩ ∂1, according to (H1), we have

‖Tu‖X = max
a≤t≤b

[∫ b

a
g
(
t, ω0�q(s)

)
f
(
qs + ω, u(qs + ω)

)
dq,ωs

+
∫ b

a

μ(t – a)(α–1)
ω0

M
H

(
η, ω0�q(s)

)
f
(
qs + ω, u(qs + ω)

)
dq,ωs

]

≥
∫ b

a

[

g
(
ω0�q(s), ω0�q(s)

)
+

μ(s – a)(α–1)
ω0

M
H

(
η, ω0�q(s)

)
]

× f
(
qs + ω, u(qs + ω)

)
dq,ωs

≥ κr1

∫ τ2

τ1

[

g
(
ω0�q(s), ω0�q(s)

)
+

μ(s – a)(α–1)
ω0

M
H

(
η, ω0�q(s)

)
]

dq,ωs

= r1 = ‖u‖X .

Let 2 = {u ∈ X : ‖u‖X < r2}. For any u ∈ P ∩ ∂2, by (H2), we have

‖Tu‖X = max
a≤t≤b

∫ b

a
G

(
t, ω0�q(s)

)
f
(
qs + ω, u(qs + ω)

)
dq,ωs

≤ Lr2

∫ b

a
ρ
(
ω0�q(s)

)
dq,ωs

≤ ‖u‖X = r2.

Now, an application of Lemma 7.4 concludes the proof. �

8 Mittag-Leffler function
Example 8.1 Let 0 < α ≤ 1 and consider the fractional q,ω-difference equation

(cDα
q,ωy

)
(qt + ω) = λy(t) + f (t), y(0) = a0.

If we apply aIα
q,ω on the equation, we see that

y(t) = a0 + λaIα
q,ωy

(
ω0�

–1
q (t)

)
+a Iα

q,ωg(t),
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where g(t) = f (ω0�
–1
q (t)).

To obtain an explicit clear solution, we apply the method of successive approximation.
Set y0(t) = a0 and

ym(t) = a0 + λaIα
q,ωym–1

(
ω0�

–1
q (t)

)
+a Iα

q,ωg(t), m = 1, 2, . . . .

For m = 1, we have

y1(t) = a0 +
λ

�q(α)

∫
ω0 �–1

q (t)

a

(
ω0�

–1
q (t) – ω0�q(s)

)(α–1)
ω0

y0(s) dq,ωs +a Iα
q,ωg(t)

= a0

[

1 +
λ

�q(α + 1)
(
ω0�

–1
q (t) – a

)(α)
ω0

]

+a Iα
q,ωg(t),

y2(t) = a0

[

1 +
λ

�q(α + 1)
(
ω0�

–1
q (t) – a

)(α)
ω0

+
λ2

�q(2α + 1)
(
ω0�

–1
q (t) – a

)(2α)
ω0

]

+ λaIα
q,ω

(
aIα

q,ωg
)(

ω0�
–1
q (t)

)
+a Iα

q,ωg(t).

If we proceed inductively and let m → ∞, we obtain the solution

y(t) = a0

[

1 +
∞∑

k=1

λk

�q(kα + 1)
(
ω0�

–1
q (t) – a

)(kα)
ω0

]

+
∫ t

a

∞∑

k=0

λk(t – ω0�q(s))(kα+α–1)
ω0

�q(kα + α)
f
(
ω0�

–1
q (t)

)
dq,ωs.

Definition 8.2 For z, z0 ∈ C, the Mittag-Leffler function for fractional q,ω-difference
equation is defined by

Eα,β (λ, z – z0) =
∞∑

k=0

λk(z – z0)(kα+β–1)

�q(kα + β)
.

When β = 1, we simply use Eα(λ, z – z0) = Eα,1(λ, z – z0).

According to Definition 8.2 above, the solution of the fractional q,ω-difference equation
in Example 8.1 is expressed by

y(t) = a0Eα

(
λ, t – ω0�q(a)

)
+

∫ t

a
Eα,α

(
λ, t – ω0�q(s)

)
f
(
ω0�

–1
q (s)

)
dq,ωs.

9 Conclusion
The paper [16] focuses on essentials of fractional calculus on a special discrete time scale
forming the background for the so-called (q, h)-calculus, which can be reduced to the
quantum calculus (the case h = 0) or to the difference calculus (the case q = h = 1). From
this point, in this article, we give a more general extension. The fractional q,ω-calculus
is defined in the set of real numbers. The main advantage of our results is that the cor-
responding properties can deal with the fractional q,ω-calculus equation, the existence
result of the solutions is solved, which is important in physical systems. We trust that the
field here initiated will prove to be fruitful for further research.
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