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Abstract
In this paper, the Turing–Hopf bifurcation of a ratio-dependent predator-prey model
with diffusion and Neumann boundary condition is considered. Firstly, we present a
kind of double parameters selection method, which can be used to analyze the
Turing–Hopf bifurcation of a general reaction-diffusion equation under Neumann
boundary condition. By analyzing the distribution of eigenvalues, the stable region,
the unstable region (including Turing unstable region), and Turing–Hopf bifurcation
point are derived in a double parameters plane. Secondly, by applying this method,
the Turing–Hopf bifurcation of a ratio-dependent predator-prey model with diffusion
is investigated. Finally, we compute normal forms near Turing–Hopf singularity and
verify the theoretical analysis by numerical simulations.
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1 Introduction
Due to the existence of rich dynamics, predator-prey systems have received great atten-
tion [1–12]. The classical ratio-dependent Holling–Tanner prey-predator model is as fol-
lows [13]:

du
dt

= ru
(

1 –
u
k

)
–

auv
mv + u

,

dv
dt

= sv
(

1 – h
v
u

)
.

(1)

Here, u and v is the prey and predator population, respectively, r, s > 0 is the linear birth
rate of prey and predator, respectively, k > 0 is the carrying capacity of prey population,
h > 0 is the proportionality coefficient of prey density to the carrying capacity for the
predator and auv

mv+u represents ratio-dependent functional response with a, m > 0, which
is significant for describing predator consumption of predator-prey models [14–21].

Taking into account the inhomogeneous distribution of the prey and predators in dif-
ferent spatial locations and other food sources of predators, model (1) can be modified as
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follows [22–24]:

∂u
∂t

= d1�u + u
(

α1 – β1u –
γ1v

m1v + u

)
,

∂v
∂t

= d2�v + v
(

α2 –
γ2v

m2 + u

)
,

(2)

where u = u(x, t) and v = v(x, t) is the population density of the prey and predators at loca-
tion x and time t, respectively, d1, d2 > 0 is the diffusion coefficient characterizing the rate
of the spatial dispersion of the prey and predator population, respectively.

In this paper, we investigate the Turing–Hopf bifurcation of model (2) with Neumann
boundary condition

∂u
∂ν

=
∂v
∂ν

= 0, x ∈ ∂Ω , t > 0, (3)

where Ω = (0, lπ ) and ν is the outward unit normal vector on ∂Ω . Because stable spa-
tially inhomogeneous periodic solution can be preferably used to explain the periodic
fluctuation of biological populations and it is very difficult to obtain stable spatially in-
homogeneous periodic solution for research on general Turing or Hopf bifurcation un-
der Neumann boundary condition, more and more scholars start to investigate the high
codimension bifurcation of reaction-diffusion equation, especially Turing–Hopf bifurca-
tion. There exist very rich dynamics near Turing–Hopf singularity, such as stable constant
steady state, nonconstant steady state, spatially homogeneous, and inhomogeneous peri-
odic solutions.

It is well known that the normal forms theory plays a very important role in the bifur-
cation analysis. Faria developed a method to calculate normal forms near an equilibrium
of partial functional differential equation [25]. Based on the method of Faria, Song et al.
presented a method to compute normal forms near Turing–Hopf singularity of reaction-
diffusion equation [26]. However, there are still very few studies on Turing–Hopf bifurca-
tion of reaction-diffusion equation with practical significance [27–29].

We would like to mention that one of the most difficult problems for research on Turing–
Hopf bifurcation is how to obtain the existence of Turing–Hopf bifurcation. In the previ-
ous research, scholars generally chose two appropriate bifurcation parameters such that
the Hopf and Turing bifurcation line in a double parameters plane can be defined by a
straight line. This method can be easily used to obtain the existence of Turing–Hopf bi-
furcation, but it cannot be applied to most reaction-diffusion equations. In this paper, we
present a kind of parameter selection method such that the Turing bifurcation line can be
defined by a curve, which can be applied to most reaction-diffusion equations.

The rest of the paper is organized as follows. In Sect. 2, the stability of positive steady
state and the existence of Turing–Hopf bifurcation for general bivariate reaction-diffusion
equation are carried out. In Sect. 3, we consider Turing–Hopf bifurcation of a ratio-
dependent predator-prey model with diffusion by applying the results in Sect. 2. In Sect. 4,
we calculate the normal forms of Turing–Hopf bifurcation for a ratio-dependent predator-
prey model with diffusion. In Sect. 5, we verify the theoretical analysis by numerical sim-
ulations.
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2 Existence of Turing–Hopf bifurcation of reaction-diffusion equation
In this section, we consider the Turing–Hopf bifurcation of the following general bivariate
reaction-diffusion equation:

⎧⎪⎪⎨
⎪⎪⎩

∂u(x,t)
∂t = d1�u(x, t) + αF(u(x, t), v(x, t)),

∂v(x,t)
∂t = d2�v(x, t) + βG(u(x, t), v(x, t)),

x ∈ Ω , t > 0,

∂u(x,t)
∂ν

= ∂v(x,t)
∂ν

= 0, x ∈ ∂Ω , t > 0,

(4)

where f and g are adequately smooth. Moreover, we assume that α,β > 0 and there exists
one positive steady state E∗(u∗, v∗) of system (4). Taking α and β as bifurcation parameters,
we have the characteristic equation at the steady state E∗ as follows:

∣∣∣∣∣
λ + d1( n

l )2 – F1(u∗, v∗)α –F2(u∗, v∗)α
–G1(u∗, v∗)β λ + d2( n

l )2 – G2(u∗, v∗)β

∣∣∣∣∣ = 0, n ∈N0, (5)

where N0 = {0} ∪N. Denote

p11 = F1(u∗, v∗), p12 = F2(u∗, v∗), p21 = G1(u∗, v∗), p22 = G2(u∗, v∗),

then Eq. (5) can be written as

�n(λ) = λ2 + Tnλ + hn = 0, n ∈N0, (6)

where

Tn = (d1 + d2)
(

n
l

)2

+ T0,

hn = d1d2

(
n
l

)4

+ (–d2p11α – d1p22β)
(

n
l

)2

+ h0,

(7)

with

T0 = –p11α – p22β ,

h0 = (p11p22 – p12p21)αβ .
(8)

For convenience, we denote

D0(α) = –
p11

p22
α, α > 0, (9)

and make some hypotheses as follows:

(H1) p11p22 < p12p21,

(H21) p11p22 > p12p21, p11 ≥ 0, p22 ≥ 0, p2
11 + p2

22 �= 0,

(H22) p11p22 > p12p21, p11 ≤ 0, p22 ≤ 0, p2
11 + p2

22 �= 0,

(H23) p11p22 > p12p21, p11 > 0, p22 < 0,

(H24) p11p22 > p12p21, p11 < 0, p22 > 0.

(10)
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Lemma 2.1 For system (4) without diffusion (d1 = d2 = 0), we have the following results.
(i) If (H1) or (H21) holds, then E∗ is unstable.

(ii) If (H22) holds, then E∗ is asymptotically stable.
(iii) If (H23) holds, then E∗ is asymptotically stable for β > D0(α) and unstable for

β < D0(α); and the Hopf bifurcation line is β = D0(α).
(iv) If (H24) holds, then E∗ is asymptotically stable for β < D0(α) and unstable for

β > D0(α); and the Hopf bifurcation line is β = D0(α).

Proof Clearly, the characteristic equation for E∗ of system (4) without diffusion is

�0(λ) = λ2 + T0λ + h0 = 0. (11)

If (H1) holds, then we have h0 < 0. It follows that Eq. (11) has one positive real root and
the proof of (i) is completed.

If p11p22 > p12p21, then we have h0 > 0. Furthermore, we can obtain that T0 < 0 when
(H21) holds and T0 > 0 when (H22) holds. Thus, the two roots of Eq. (11) have positive
real parts when (H21) holds and negative real parts when (H22) holds. The proof of (ii) is
completed.

If (H23) holds, we can obtain that h0 > 0 and T0 < 0 when β < D0(α) and T0 > 0 when β >
D0(α). Moreover, ±i

√
h0 are a pair of purely imaginary roots of Eq. (11) when β = D0(α)

and the transversality condition is as follows:

d Re{λ(α)}
dα

∣∣∣
β=D0(α)

=
p11

2
> 0. (12)

Thus, β = D0(α) is the Hopf bifurcation line and the proof of (iii) is completed. We omit
the proof of (iv), because it is similar to the proof of (iii). �

Assumptions in (10) do not include the cases p11p22 = p12p21 and p11 = p22 = 0, because if
p11p22 = p12p21 holds, one immediately has h0 = 0 and 0 is a root of Eq. (11) for any α,β > 0
and if p11 = p22 = 0 holds, we immediately have T0 = 0 and ±i

√
h0 are a pair of purely

imaginary roots of Eq. (11) for any α,β > 0. Obviously, the double parameters selection
method is not effective for these two cases. So we do not discuss them any more in this
paper.

Next, we investigate the stability and Turing–Hopf bifurcation of system (4). From the
proof of Lemma 2.1, we know that Eq. (6) has at least one root with a positive real part
for any α,β > 0 if (H1) or (H21) holds. Moreover, if (H22) holds, one can easily obtain that
Tn > 0 and hn > 0 for n ∈N0 and α,β > 0. Therefore, we have the following result.

Theorem 2.2
(i) If (H1) or (H21) holds, E∗ is unstable for any α,β > 0.

(ii) If (H22) holds, E∗ is asymptotically stable for any α,β > 0.

Since (H24) can be converted to (H23) by swapping the two equations of system (4), we
focus on the case of (H23). Assume that (H23) holds and analyze the Turing–Hopf bifur-
cation of system (4). First, we consider the case of no diffusion-driven Turing instability.



Shi et al. Advances in Difference Equations        (2019) 2019:310 Page 5 of 21

If β > D0(α) holds, we have that Tn > 0 for n ∈N0. And if hn = 0 holds, we have that

β = Rn(α) =
d2( n

l )2p11α – d1d2( n
l )4

–d1( n
l )2p22 + (p11p22 – p12p21)α

, n ∈N0. (13)

Obviously, if all lines defined by β = Rn(α) lie below the Hopf bifurcation line β = D0(α),
there is no Turing instability. Note that

D0(α) – Rn(α) =
1

–d1( n
l )2p22 + (p11p22 – p12p21)α

Pn(α), (14)

where

Pn(α) = –
p11

p22
(p11p22 – p12p21)α2 + (d1 – d2)p11

(
n
l

)2

α + d1d2

(
n
l

)4

. (15)

For convenience, we define

Λ = (d2 – d1)2p2
11 + 4d1d2

p11

p22
(p11p22 – p12p21), (16)

and make some hypotheses:

(C1) d2 ≤ d1.

(C2) d2 > d1 and Λ < 0.

(C3) d2 > d1 and Λ > 0.

(17)

Clearly, D0(α) > Rn(α) is equivalent to Pn(α) > 0. Moreover, we can obtain that Pn(α) > 0
for n ∈N0 if (C1) or (C2) holds. Hence, we have the following result.

Theorem 2.3 Assume that (H23) holds. If (C1) or (C2) is satisfied, then system (4) has no
diffusion-driven Turing instability. In this case, diffusion does not change the stability of E∗,
i.e., the stable and unstable regions are the same as those in Lemma 2.1(iii).

Then we focus on the case of the existence of Turing instability. It is easy to see that if
(C3) holds, D0(α) – Rn(α) = 0, n ∈N has two positive roots:

A±
n =

–(d1 – d2)p11 ± √
Λ

–2 p11
p22

(p11p22 – p12p21)

(
n
l

)2

(18)

such that
⎧⎨
⎩
D0(α) < Rn(α) if A–

n < α < A+
n ,

D0(α) > Rn(α) if 0 < α < A–
n or α > A+

n .

For any m, n ∈ N, m > n, we can obtain that

Rm(α) – Rn(α)
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=
d2( m

l )2p11α – d1d2( m
l )4

–d1( m
l )2p22 + (p11p22 – p12p21)α

–
d2( n

l )2p11α – d1d2( n
l )4

–d1( n
l )2p22 + (p11p22 – p12p21)α

=
d2(m2 – n2)Qnm(α)

(–d1( m
l )2p22 + (p11p22 – p12p21)α)(–d1( n

l )2p22 + (p11p22 – p12p21)α)l2 ,

where

Qnm(α) = p11(p11p22 – p12p21)α2 – d1
m2 + n2

l2 (p11p22 – p12p21)α + d2
1

m2n2

l4 p22.

Note that, for any m, n ∈N, Qnm(α) has and only has one positive root

B+(n, m) =
d1(m2 + n2)

2p11l2 +

√
d2

1(m2 + n2)2

4p2
11l4 –

d2
1p22m2n2

p11(p11p22 – p12p21)l4 (19)

such that
⎧⎨
⎩
Rm(α) < Rn(α) if 0 < α < B+(n, m),

Rm(α) > Rn(α) if α > B+(n, m).

Therefore, β = Rm(α) and β = Rn(α) have and only have one intersecting point for any
m, n ∈ N, m > n. By (14) and (15), we can obtain that A±

n is monotonously increasing
with respect to n and B+(n, m) is monotonously increasing with respect to m for fixed
n ∈N.

Moreover, the transversality condition is as follows:

d Re{λ(α)}
dα

∣∣∣
β=Rn(α)

=
d1d2( n

l )4 – d1p22β( n
l )2

Tnα
> 0 if β > D0(α). (20)

For convenience, denote

Γ0 = A–
1 ,Γn =

⎧⎨
⎩
B+(n, n + 1) if A–

n+1 ≤A+
n ,

A–
n+1 if A–

n+1 > A+
n ,

n ∈ N, (21)

and

T0(α) = D0(α), α ∈ (0,Γ0],

Tn(α) =

⎧⎨
⎩
Rn(α) if A–

n+1 ≤A+
n ,

T̃n(α) if A–
n+1 > A+

n ,
n ∈ N,α ∈ (Γn–1,Γn],

(22)

with

T̃n(α) =

⎧⎨
⎩
Rn(α), α ∈ (Γn–1,A+

n],

D0(α), α ∈ (A+
n ,Γn],

n ∈N.

It is clear that for 0 < α ≤ Γ0 = A–
1 , the boundary of an unstable region of E∗ is D0(α).

If A–
2 ≤ A+

1 , then for Γ0 < α ≤ Γ1 = B+(1, 2), the boundary of a stable region is R1(α).
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Otherwise, for Γ0 < α ≤ Γ1 = A–
2 , the boundaries consist of R1(α) with Γ0 < α ≤ A+

1 and
D0(α) with A+

1 < α ≤ Γ1. By using the mathematical induction, we can obtain that all the
boundaries of a stable region consist of Tn(α), n ∈N0.

Obviously, when (α,β) = (A–
1 , – p11

p22
A–

1 ), �0(λ) = 0 has a pair of purely imaginary roots
±i

√
h0 and �1(λ) = 0 has a root λ = 0 with a negative real root λ = –T1 and all other roots

have negative real parts. Together with the transversality conditions (12) and (18), we have
that system (4) undergoes Turing–Hopf bifurcation at (A–

1 , – p11
p22

A–
1 ). If A–

n+1 > A+
n holds,

�n(λ) = 0 and �n+1(λ) = 0 have zero roots under the conditions (α,β) = (A+
n , – p11

p22
A+

n) and
(α,β) = (A–

n+1, – p11
p22

A–
n+1), respectively. Meanwhile all other roots, except a pair of purely

imaginary roots ±i
√

h0 of �0(λ) = 0, have negative real parts. Thus, (A+
n , – p11

p22
A+

n) and
(A–

n+1, – p11
p22

A–
n+1) are in the same situation.

From the above analysis, we can detailedly describe the boundary of the unstable region
(including Turing unstable region) of the positive steady state E∗.

Theorem 2.4 Assume that (H23) holds and (C3) is satisfied, there exists diffusion-driven
Turing instability. More precisely, we have the following results.

(i) The boundary of a stable region is β = Tn(α), n ∈N0, and for any α > 0,β > Tn(α),
n ∈N0, the positive steady state E∗ is asymptotically stable.

(ii) For any α > 0,D0(α) < β < Tn(α), n ∈N, there exists Turing instability.
(iii) System (4) undergoes Turing–Hopf bifurcation at the point (A–

1 , – p11
p22

A–
1 ); if

A–
n+1 > A+

n , n ∈N, holds, system (4) undergoes Turing–Hopf bifurcation at the points
(A+

n , – p11
p22

A+
n) and (A–

n+1, – p11
p22

A–
n+1).

3 Turing–Hopf bifurcation of a diffusive ratio-dependent predator-prey model
Let

h =
β

α1
, δ =

γ1

α1
, b =

γ2

α2
,

then system (2) becomes:

⎧⎪⎪⎨
⎪⎪⎩

∂u(x,t)
∂t = d1�u(x, t) + α1u(x, t)(1 – hu(x, t) – δv(x,t)

m1v(x,t)+u(x,t) ),
∂v(x,t)

∂t = d2�v(x, t) + α2v(x, t)(1 – bv(x,t)
m2+u(x,t) ),

x ∈ Ω , t > 0,

∂u(x,t)
∂ν

= ∂v(x,t)
∂ν

= 0, x ∈ ∂Ω , t > 0.

(23)

Next, we use the conclusions of the above section to investigate the stability of positive
steady state and Turing–Hopf bifurcation of system (23). With a simple calculation, we
have the following result.

Theorem 3.1 Assume that α1,α2, d1, d2, l > 0. Then the existence conditions of positive
steady state of model (23) can be divided into the following three situations:

Case A: m1 = δ and b > hm1m2 + 1.
There exists only one positive steady state E1 = (u1, v1) of model (23) in this case,

where

u1 =
b – hm1m2

h(m1 + b)
, v1 =

m2 + u1

b
.
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Case B: m1 > δ.
There exists only one positive steady state E2 = (u2, v2) of model (23) in this case,

where

u2 =
m1 + b – hm1m2 – δ + c

2h(m1 + b)
, v2 =

m2 + u2

b
,

with

c =
√

(m1 + b – hm1m2 – δ)2 + 4hm2(m1 + b)(m1 – δ).

Case C: m1 < δ and m1 + b – hm1m2 – δ > 0.
There exist two positive steady states E3 = (u3, v3) and E4 = (u4, v4) of model (23) in this

case, where

u3 =
m1 + b – hm1m2 – δ – c

2h(m1 + b)
, v3 =

m2 + u3

b
,

u4 =
m1 + b – hm1m2 – δ + c

2h(m1 + b)
, v4 =

m2 + u4

b
.

Next, we take the steady state E4 as an example to investigate the Turing–Hopf bifurca-
tion. Denote

f (u4) =
δm1(m2 + u4)2

(m1(m2 + u4) + bu4)2 ,

g(u4) =
b2u2

4δ

(m1(m2 + u4) + bu4)2 ,

r(u4) = 1 – 2hu4 – f (u4).

Then we have

p11 = r(u4), p12 = –g(u4), p21 =
1
b

, p22 = –1.

The characteristic equation at E4 is

�n(λ) = λ2 + Tnλ + hn = 0, n ∈N0, (24)

where

Tn = (d1 + d2)
(

n
l

)2

+ T0,

hn = d1d2

(
n
l

)4

+
(
d1α2 – d2α1r(u4)

)(n
l

)2

+ h0,

with

T0 = α2 – α1r(u4),

h0 = α1α2
g(u4)

b
– α1α2r(u4).
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From the results in Sect. 2, one immediately has the following conclusions.

Theorem 3.2
(i) If r(u4) ≤ 0 holds, the positive steady state E4 of (23) is asymptotically stable for any

α1,α2 > 0.
(ii) If r(u4) > 0 and g(u4)

b < r(u4) hold, the positive steady state E4 of (23) is unstable for
any α1,α2 > 0.

Theorem 3.3 Suppose that r(u4) > 0, g(u4)
b > r(u4). If (C1) or (C2) holds, there is no

diffusion-driven Turing instability.

Theorem 3.4 Suppose that r(u4) > 0, g(u4)
b > r(u4). If (C3) holds, we have the following re-

sults.
(i) If α1 > 0,α2 > Tn(α1), n ∈N0, the steady state E4 is asymptotically stable.

(ii) Turing instability occurs for α1 > 0,D0(α1) < α2 < Tn(α1), n ∈N.
(iii) System (23) undergoes Turing–Hopf bifurcation at (A–

1 , r(u4)A–
1 ); if

A–
n+1 > A+

n , n ∈N holds, system (23) undergoes Turing–Hopf bifurcation at the point
(A+

n , r(u4)A+
n) and (A–

n+1, r(u4)A–
n+1), where

D0(α1) = α1r(u4), α1 > 0,

Rn(α1) =
r(u4)α1d2( n

l )2 – d1d2( n
l )4

d1( n
l )2 + α1( g(u4)

b – r(u4))
, r > 0, n ∈ N0.

Λ = r2(u4)(d2 – d1)2 – 4r(u4)
(

g(u4)
b

– r(u4)
)

d1d2,

A±
n =

r(u4)(d2 – d1) ± √
Λ

2r(u4)( g(u4)
b – r(u4))

(
n
l

)2

,

B+(n, m) =
d1( g(u4)

b – r(u4)) m2+n2

l2 + c1

2r(u4)( g(u4)
b – r(u4))

,

c1 =

√
d2

1

(
g(u4)

b
– r(u4)

)2 (m2 + n2)2

l2 + 4d2
1r(u4)

(
g(u4)

b
– r(u4)

)
m2n2

l4 .

Γn and Tn are defined by (21) and (22), respectively, and hypotheses (C1), (C2), and (C3)
are defined by (17).

We would like to mention that A–
n+1 < A+

n and A–
n+1 > A+

n are all possible to happen (see
Fig. 1). Obviously, we have A–

2 < A+
1 in Fig. 1(a) and A–

2 > A+
1 in Fig. 1(b).

4 Normal forms for Turing–Hopf bifurcation
From Theorem 3.4, we know that for given appropriate parameters, there is at least one
Turing–Hopf bifurcation point in the (α1,α2) plane. Denote the Turing–Hopf bifurcation
point (an intersecting point of the lines α2 = D0(α1) and α2 = Rn∗ (α1)) as (α1∗,α2∗), where
α2∗ = r(u4)α1∗. Next we compute the normal forms for Turing–Hopf bifurcation by using
the method in [26].
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Figure 1 Bifurcation diagram in the double parameters plane at the positive steady state E4, where
b = 0.35,δ = 0.6,m1 = 0.5,m2 = 0.3,h = 0.3, l = 1,d1 = 0.02. (a): d2 = 0.35. (b): d2 = 0.17

Let α1 = α1∗ + μ1 and α2 = α2∗ + μ2, then system (23) becomes

⎧⎨
⎩

∂u
∂t = d1�u + (α1∗ + μ1)u(1 – hu – δv

m1v+u ),
∂v
∂t = d2�v + (α2∗ + μ2)v(1 – bv

m2+u ).
(25)

Clearly, (μ1,μ2) = (0, 0) is the Turing–Hopf bifurcation point of system (25). Set ū = u – u4

and v̄ = v – m2+u4
b . Then system (25) becomes

⎧⎨
⎩

∂u
∂t = d1�u + (α1∗ + μ1)(u + u4)(1 – h(u + u4) – δ(v+ m2+u4

b )
m1(v+ m2+u4

b )+(u+u4)
,

∂v
∂t = d2�v + (α2∗ + μ2)(v + m2+u4

b )(1 – b(v+ m2+u4
b )

m2+(u+u4) ).
(26)

Define the real-valued Sobolev space

X =
{

(u, v) ∈ H2(0, lπ ),
∂u
∂t

=
∂v
∂t

= 0 at x = 0, lπ
}

with the inner product

[U , V ] =
∫ lπ

0
(u1v1 + u2v2) dx, for U = (u1, u2)T , V = (v1, v2)T ∈ X1.

In the abstract space C = C(R,X ), system (26) can be written as

U̇ = L U + F̃(U ,μ), (27)

where U = (u, v)T , μ = (μ1,μ2), L U = D�U + L0(U), D = diag(d1, d2), F̃(U ,μ) = L(μ)(U) –
L0(U) + F(U ,μ) with L0 = L(0) and

L(μ) =

(
r(u4)(α1∗ + μ1) –(α1∗ + μ1)g(u4)

α2∗+μ2
b –(α2∗ + μ2)

)
,

F(U ,μ) =

(
F (1)(u, v,μ1,μ2)
F (2)(u, v,μ1,μ2)

)
(28)



Shi et al. Advances in Difference Equations        (2019) 2019:310 Page 11 of 21

=

⎛
⎜⎜⎜⎜⎜⎝

(α1∗ + μ1)(–hu2 – δ(v+ m2+u4
b )(u+u4)

m1(v+ m2+u4
b )+(u+u4)

+ u4 – hu2
4)

– (α1∗ + μ1)f (u4)u + (α1∗ + μ1)g(u4)v

(α2∗ + μ2)(v + m2+u4
b )(1 – b(v+ m2+u4

b )
m2+(u+u4) ) + (α2∗ + μ2)v

– (α2∗+μ2)u
b

⎞
⎟⎟⎟⎟⎟⎠

.

Denote the eigenvalues of D� on X by

δ(j)
n = –dj

(
n
l

)2

, j = 1, 2, n ∈N0

and the corresponding normalized eigenfunctions by

β (j)
n = γn(x)ej, γn(x) =

cos( nx
l )

‖ cos( nx
l )‖2,2

=

⎧⎨
⎩

1√
lπ

for n = 0,
√

2√
lπ

cos( nx
l ) for n �= 0,

where ej is the unit coordinate vector of R2 (n is wave number).
By the Taylor expansions of L(μ), we have that

L(μ) = L0 + μ1L(1,0)
1 + μ2L(0,1)

1 +
1
2
(
μ2

1L(2,0)
2 + 2μ1μ2L(1,1)

2 + μ2
2L(0,2)

2
)

+ · · · ,

where

L0 =

(
α1∗r(u4) –α1∗g(u4)

α2∗
b –α2∗

)
, L(1,0)

1 =

(
r(u4) –g(u4)

0 0

)
,

L(0,1)
1 =

(
0 0
1
b –1

)
.

(29)

Let

Fj1j2 =
(
F (1)

j1j2 , F (2)
j1j2

)T

with

F (k)
j1j2 =

∂ j1+j2 F (k)(0, 0, 0, 0)
∂uj1∂vj2

, k = 1, 2, j1 + j2 = 2, 3.

Then from (28) we have

F20 =

⎛
⎝–2h – 2δu∗ m2+u∗

b
(u∗+m1 m2+u∗

b )3 + 2δ
m2+u∗

b
(u∗+m1 m2+u∗

b )2

–2α2∗
b(m2+u∗)

⎞
⎠ ,

F02 =

⎛
⎝– 2δm1u∗

(u∗+m1 m2+u∗
b )2 – 2δm2

1
m2+u∗

b
(u∗+m1 m2+u∗

b )3

– –2α2∗b
m2+u∗

⎞
⎠ ,

F30 =

⎛
⎝ 6δu∗ m2+u∗

b
(u∗+m1 m2+u∗

b )4 – 6δ
m2+u∗

b
(u∗+m1 m2+u∗

b )3

6α2∗
b(m2+u∗)2

⎞
⎠ ,



Shi et al. Advances in Difference Equations        (2019) 2019:310 Page 12 of 21

F03 =

⎛
⎝– 6δm2

1u∗
(u∗+m1 m2+u∗

b )2 + 6δm3
1u∗ m2+u∗

b
(u∗+m1 m2+u∗

b )4

0

⎞
⎠ ,

and

F11 =

⎛
⎝– δ

u∗+m1 m2+u∗
b

+ δu∗
(u∗+m1 m2+u∗

b )2 + δm1
m2+u∗

b
(u∗+m1 m2+u∗

b )2 – 2δm1u∗ m2+u∗
b

(u∗+m1 m2+u∗
b )3

2α2∗
m2+u∗

⎞
⎠ ,

F21 =

⎛
⎝ 2δ

(u∗+m1 m2+u∗
b )2 – 2δu∗

(u∗+m1 m2+u∗
b )3 – 4δm1

m2+u∗
b

(u∗+m1 m2+u∗
b )3 + 6δm1u∗ m2+u∗

b
(u∗+m1 m2+u∗

b )4

–4α2∗
(m2+u∗)2

⎞
⎠ ,

F12 =

⎛
⎝ 2δ

(u∗+m1 m2+u∗
b )2 – 4δm1u∗

(u∗+m1 m2+u∗
b )3 – 2δm2

1
m2+u∗

b
(u∗+m1 m2+u∗

b )3 + 6δm2
1u∗ m2+u∗

b
(u∗+m1 m2+u∗

b )4

2α2∗b
(m2+u∗)2

⎞
⎠ .

Moreover, let

Mn(λ) =

(
λ + d1( n

l )2 – α1∗r(u4) α1∗g(u4)
– α2∗

b λ + d2( n
l )2 + α2∗

)
. (30)

Then we can obtain that ξ0 ∈ C
2 and ξn∗ ∈ R

2 are the eigenvectors associated with the
eigenvalues iωc (ωc =

√
h0) and 0, respectively, and η0 ∈ C

2 and ηn∗ ∈ R
2 are the corre-

sponding adjoint eigenvectors, where

ξ0 =
1

α1∗g(u4)

(
α1∗g(u4)

α1∗r(u4) – iωc

)
,

η0 =
1

2ωc

(
ωc – iα2∗
iα1∗g(u4)

)
,

ξn∗ =
1

α1∗g(u4)

(
α1∗g(u4)

α2∗g(u4) – d1( n∗
l )2

)
,

ηn∗ =
1

(d1 + d2)( n∗
l )2

(
α2∗ + d2( n∗

l )2

α1∗g(u4)

)
.

Denote

Φ1 = (ξ0, ξ̄0), Φ2 = ξn∗ , Ψ1 = col
(
ηT

0 , η̄T
0
)
, Ψ2 = ηT

n∗ .

Then we have

〈Ψ1,Φ1〉 = I2, 〈Ψ2,Φ2〉 = 1,

where I2 is the 2×2 identity matrix. Thus, the phase space X for (27) can be decomposed
as

X = P ⊕Q, P = Imπ , Q = Kerπ , (31)
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where dimP = 3 and π : X →P is the projection defined by

π (U) =
(
Φ1

〈
Ψ1,

([
U ,β (1)

0
]
,
[
U ,β (2)

0
])T 〉)T

β0 +
(
Φ2

〈
Ψ2,

([
U ,β (1)

n∗
]
,
[
U ,β (2)

n∗
])T 〉)T

βn∗ ,

with β0 = col(β (1)
0 ,β (2)

0 ) and βn∗ = col(β (1)
n∗ ,β (2)

n∗ ).
According to (31), U ∈ X can be decomposed as

U =

(
Φ1

(
z1

z2

))T (
β

(1)
0

β
(2)
0

)
+ (z3Φ2)T

(
β

(1)
n∗

β
(2)
n∗

)
+ w

= (z1ξ0 + z2ξ̄0)γ0(x) + z3ξn∗γn∗ (x) +

(
w1

w2

)

= (Φ1,Φ2)

⎛
⎜⎝

z1γ0(x)
z2γ0(x)
z3γn∗ (x)

⎞
⎟⎠ +

(
w1

w2

)
, (32)

where
(

z1

z2

)
=

〈
Ψ1,

([
U ,β (1)

0
]
,
[
U ,β (2)

0
])T 〉

, z3 =
〈
Ψ2,

([
U ,β (1)

n∗
]
,
[
U ,β (2)

n∗
])T 〉

.

Setting Φ = (Φ1,Φ2), zx = (z1γ0(x), z2γ0(x), z3γn∗ (x))T , (32) can be transformed into

U = Φzx + w. (33)

Let
(

[F̃ ,β (1)
v ]

[F̃ ,β (2)
v ]

)v=n∗

v=0

= col

((
[F̃ ,β (1)

0 ]
[F̃ ,β (2)

0 ]

)
,

(
[F̃ ,β (1)

n∗ ]
[F̃ ,β (2)

n∗ ]

))
, (34)

then, denoting the restriction of L to Q by L1, we have

⎧⎨
⎩

ż = Bz + Ψ
( [F̃(z,w,μ),β(1)

v ]
[F̃(z,w,μ),β(2)

v ]

)v=n∗
v=0 ,

ẇ = L1(w) + H(z, w,μ),
(35)

where

z = (z1, z2, z3)T , B = diag{iωc, –iωc, 0}, Ψ = diag{Ψ1,Ψ2},
F̃(z, w,μ) = F̃(Φzx + w,μ)

with

H(z, w,μ) = F̃(z, w,μ) –

(〈
ηT

0 ,

(
[F̃(z, w,μ),β (1)

0 ]
[F̃(z, w,μ),β (2)

0 ]

)〉
ξ0

+

〈
η̄T

0 ,

(
[F̃(z, w,μ),β (1)

0 ]
[F̃(z, w,μ),β (2)

0 ]

)〉
ξ̄0

)
γ0(x)



Shi et al. Advances in Difference Equations        (2019) 2019:310 Page 14 of 21

–

〈
η̄T

n∗ ,

(
[F̃(z, w,μ),β (1)

n∗ ]
[F̃(z, w,μ),β (2)

n∗ ]

)〉
ξ̄n∗γn∗ (x). (36)

By a recursive transformation, we can obtain that the normal forms for Turing–Hopf
bifurcation are

ż = Bz +

⎛
⎜⎝

B11μ1z1 + B22μ2z1

B̄11μ1z1 + B̄22μ2z1

B13μ1z3 + B23μ2z3

⎞
⎟⎠ +

⎛
⎜⎝

B210z2
1z2 + B102z1z2

3

B̄210z2
1z2 + B̄102z1z2

3

B111z1z2z3 + B003z3
3

⎞
⎟⎠ + O

(|z||μ|2), (37)

where

B11 = ηT
0 L(1,0)

1 (ξ0) =
iωc + α2∗

2α1∗
,

B21 = ηT
0 L(0,1)

1 (ξ0) = –
1
2

–
iα1∗r(u∗)

2ωc
+

iα1∗g(u∗)
2b

,

B13 = ηT
n∗L(1,0)

1 (ξn∗ ) =
d1d2( n∗

l )2 + d1α2∗
α1∗(d1 + d2

,

B23 = ηT
n∗L(0,1)

1 (ξn∗ ) = –
α1∗g(u∗)

b(d1 + d2)( n∗
l )2 +

α1∗r(u∗)
(d1 + d2)( n∗

l )2 –
d1

d1 + d2
,

and

B210 = C210 +
3
2

(D210 + E210), B102 = C102 +
3
2

(D102 + E102),

B111 = C111 +
3
2

(D111 + E111), B003 = C003 +
3
2

(D003 + E003).

Moreover, we can obtain

A200 = F20 + 2ξ02F11 + ξ 2
02F02 = Ā020,

A002 = F20 + 2ξn∗2F11 + ξ 2
n∗2F02,

A110 = 2
(
F20 + 2 Re(ξ02)F11 + |ξ02|2F02

)
,

A101 = 2
(
F20 + (ξ02 + ξn∗2)F11 + ξ02ξn∗2F02

)
= Ā011,

A210 = 3
(
F30 + F03|ξ02|2ξ02 + (2ξ02 + ξ̄02)F21 +

(
ξ 2

02 + 2|ξ02|2
)
F12

)
,

A102 = 3
(
F30 + F03|ξn∗2|2ξ02 + (ξ02 + 2ξn∗2)F21 +

(
ξ 2

n∗2 + 2ξ02ξn∗2
)
F12

)
,

A111 = 6
(
F30 + F03|ξ02|2ξn∗2 + (ξn∗2 + 2 Re ξ02)F21 +

(|ξ02|2 + 2ξn∗2 Re ξ02
)
F12

)
,

A003 = F30 + F03ξ
3
n∗2 + 3

(
ξn∗2F21 + ξ 2

n∗2F12
)
,

and

h0200 =
1√
lπ

(
M0(2iωc)

)–1(A200 –
(
ηT

0 A200ξ0 + η̄T
0 A200ξ̄0

))
,

h0020 =
1√
lπ

(
M0(–2iωc)

)–1(A020 –
(
ηT

0 A020ξ0 + η̄T
0 A020ξ̄0

))
,
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h0002 =
1√
lπ

(
M0(0)

)–1(A002 –
(
ηT

0 A002ξ0 + η̄T
0 A002ξ̄0

))
,

h0110 =
1√
lπ

(
M0(0)

)–1(A110 –
(
ηT

0 A110ξ0 + η̄T
0 A110ξ̄0

))
,

hn∗101 =
1√
lπ

(
Mn∗ (iωc)

)–1(A101 – ηT
n∗A101ξn∗

)
,

hn∗011 =
1√
lπ

(
Mn∗ (–iωc)

)–1(A011 – ηT
n∗A011ξn∗

)
,

h(2n∗)002 =
1√
2lπ

(
M2n∗ (0)

)–1A002,

h(2n∗)110 = (0, 0)T .

From [26], we have the following expressions of Cijk , Dijk , and Eijk :

C210 =
1

6lπ
ηT

0 A210, C102 =
1

6lπ
ηT

0 A102,

C111 =
1

6lπ
ηT

n∗A111, C003 =
1

4lπ
ηT

n∗A003,

D210 =
1

6lπωci

(
–
(
ηT

0 A200
)(

ηT
0 A110

)
+

∣∣ηT
0 A110

∣∣2 +
2
3
∣∣ηT

0 A020
∣∣2

)
,

D102 =
1

6lπωci
(
–2

(
ηT

0 A200
)(

ηT
0 A002

)
+

(
ηT

0 A110
)(

η̄T
0 A002

)
+ 2

(
ηT

0 A002
)(

ηT
n∗A101

))
,

D111 = –
1

3lπωc
Im

((
ηT

n∗A101
)(

ηT
0 A110

))
,

D003 = –
1

3lπωc
Im

((
ηT

n∗A101
)(

ηT
0 A002

))
,

E210 =
1

3
√

lπ
ηT

0
(
(F20 + ξ02F11)h(1)

0110 + (ξ02F02 + F11)h(2)
0110

+ (F20 + ξ̄02F11)h(1)
0200 + (F11 + ξ̄02F02)h(2)

0200
)
,

E102 =
1

3
√

lπ
ηT

0
(
(F20 + ξ02F11)h(1)

0002 + (ξ02F02 + F11)h(2)
0002

+ (F20 + ξn∗2F11)h(1)
n∗101 + (F11 + ξn∗2F02)h(2)

n∗101
)
,

E111 =
1

3
√

lπ
ηT

n∗
(
(F20 + ξ02F11)h(1)

n∗011 + (ξ02F02 + F11)h(2)
n∗011

+ (F20 + ξ̄02F11)h(1)
n∗101 + (F11 + ξ̄02F02)h(2)

n∗101
)
)

+ ηT
n∗

(
(F20 + ξn∗2F11)

(
1

3
√

lπ
h(1)

0110 +
1

3
√

2lπ
h(1)

(2n∗)110

)

+ (F11 + ξn∗2F02)
(

1
3
√

lπ
h(2)

0110 +
1

3
√

2lπ
h(2)

(2n∗)110

))
,

E003 = ηT
n∗

(
(F20 + ξn∗2F11)

(
1

3
√

lπ
h(1)

0002 +
1

3
√

2lπ
h(1)

(2n∗)002

)

+ (F11 + ξn∗2F02)
(

1
3
√

lπ
h(2)

0002 +
1

3
√

2lπ
h(2)

(2n∗)002

))
.
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Figure 2 Bifurcation diagrams and dynamical classification near the Turing–Hopf point. The yellow line and
mazarine line areD0; the purple line and red line are R1; the green line is T1; the blue line is T2

Let z1 = v1 – iv2, z2 = v1 + iv2, z3 = v3, then the normal forms Eq. (37) can be written in real
coordinates v. Moreover, let v1 = κ cosΘ , v2 = κ sinΘ , v3 = ϑ , we can rewrite the normal
forms from real coordinates to cylindrical coordinates. Finally, removing the azimuthal
term and truncating at third order terms, the normal form is as follows:

κ̇ = α1(μ)κ + κ11κ
3 + κ12κϑ2,

ϑ̇ = α2(μ)ϑ + κ21κ
2ϑ + κ22ϑ

3,
(38)

where

α1(μ) = Re(B11)μ1 + Re(B21)μ2, α2(μ) = B13μ1 + B23μ2,

κ11 = Re(B210), κ12 = Re(B102), κ21 = B111,κ22 = B003.

It is easy to know that truncated normal form (38) is equivalent to the four-dimensional
smooth ODE system with Hopf–Hopf bifurcation in [30]. If κ11κ22 > 0 holds, we know that
the dynamics of system (23) is topologically equal to normal forms (38) at the neighbor-
hood of the bifurcation point.

5 Numerical simulations
In this section, we verify the theoretical analysis by numerical simulations. Let Ω = (0,π )
and choose the following parameters:

d1 = 0.02, d2 = 0.35, b = 0.35, δ = 0.6,

m1 = 0.5, m2 = 0.3, h = 0.3.

Then one can check that system (23) has a positive steady state E4(0.6115, 2.6044) and
r(u4) = 0.0775 > 0, g(u4)

b – r(u4) = 0.0976 > 0, Λ = 0.00044 > 0. From Theorem 3.4(iii),
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Figure 3 When (μ1,μ2) = (0.22, 0.132) lies in region ①, the positive constant steady state E4(0.6115, 2.6044) is
asymptotically stable, where u(x, 0) = 0.6115 – 0.01 cos x, v(x, 0) = 2.6044 + 0.01 cos x

Figure 4 When (μ1,μ2) = (0.2, 0.016) lies in region ②, system (23) has two stable nonconstant steady states,
where u(x, 0) = 0.6115 – 0.001 cos x, v(x, 0) = 2.6044 – 0.001 cos x in (a) and (b) and
u(x, 0) = 0.6115 – 0.001 cos x, v(x, 0) = 2.6044 – 0.001 cos x in (c) and (d)

we know that system (23) undergoes Turing–Hopf bifurcation at P∗(A–
1 , r(u4)A–

1 ) =
(0.1388, 0.0705) (see Fig. 1(a)) and

D0(α1) : α2 = 0.0775α1; R1(α1) : α2 =
0.0271α1 – 0.007
0.02 + 0.0976α1

.

Setting n∗ = 1, the normal forms truncated to the third order terms are

κ̇ = (0.0387μ1 – 0.5μ2)κ – 0.0028κ3 – 0.0092κϑ2,

ϑ̇ = (0.0671μ1 – 0.1333μ2)ϑ – 0.0081κ2ϑ – 0.0421ϑ3.
(39)
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Figure 5 When (μ1,μ2) = (0.4, 0.0204) lies in region ③, system (23) has an unstable constant steady state
E4(0.6115, 2.6044) and a stable nonconstant steady state, where
u(x, 0) = 0.6115 – 0.005 cos x, v(x, 0) = 2.6044 – 0.001 cos x. The simulate time is from 0 to 800 in (a) and (b) and
the simulate time is from 2000 to 6000 in (c) and (d)

In the parameters plane (α1,α2), the dynamics of the original system (23) can be equivalent
to normal forms system (39) near the Turing–Hopf bifurcation point P∗. And we have that
κ ≥ 0 and ϑ is a real number.

There exist a zero equilibrium p0 (for all μ1 and μ2), three trivial equilibria p1, p±
2 , and

two nontrivial equilibria p±
3 for system (39):

p0 = (0, 0),

p1 = (
√

13.9353μ1 – 179.8956μ2, 0), for μ2 < 0.0775μ1,

p±
2 = (0,±√

1.5948μ1 – 3.1672μ2), for μ2 < 0.5035μ1,

p±
3 = (

√
23.839μ1 – 467.9284μ2,±√

–2.976μ1 + 86.5523μ2)

for μ2 < 0.0509μ1 and μ2 < 0.0344μ1.
The critical bifurcation lines are the following:

D0 : μ2 = 0.0775μ1; R1 : μ2 = 0.5035μ1;

T1 : μ2 = 0.0509μ1, μ2 > 0; T2 : μ2 = 0.0344μ1, μ2 > 0.

Then we can draw the bifurcation diagram in the (μ1,μ2) parameter space (see Fig. 2).
There are four straight lines D0, R1, T1, T2, and the (μ1,μ2) plane is divided into six re-
gions marked as ①–⑥.
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Figure 6 When (μ1,μ2) = (0.1, 0.005) lies in region ④, system (23) has an unstable constant steady state
E4(0.6115, 2.6044) and a stable spatially inhomogeneous periodic solution, where
u(x, 0) = 0.6115 – 0.015 cos x, v(x, 0) = 2.6044 – 0.001 cos x. The simulate time is from 0 to 1500 in (a) and (b) and
the simulate time is from 6500 to 8000 in (c) and (d)

In region ①, system (39) has an asymptotically stable equilibrium p0. So system (23) has
an asymptotically stable constant steady state (see Fig. 3). In region ②, system (39) has
an unstable equilibrium p0 and two asymptotically stable equilibria p±

2 . Thus, system (23)
has two stable nonconstant steady states (see Fig. 4). In region ③, system (39) has two un-
stable equilibria p0, p1 and two asymptotically stable equilibria p±

2 . Hence, system (23) has
two stable nonconstant steady states (see Fig. 5). In region ④, system (39) has four unstable
equilibria p0, p1, p±

2 and two asymptotically stable equilibria p±
3 . It follows that system (23)

has two stable spatially inhomogeneous periodic solutions (see Fig. 6). In region ⑤, sys-
tem (39) has three unstable equilibria p0, p±

2 and an asymptotically stable equilibrium p1.
Therefore, system (23) has a stable spatially homogeneous periodic solution (see Fig. 7). In
region ⑥, system (39) has an unstable equilibrium p0 and an asymptotically stable equi-
librium p1, which implies that system (23) has a stable spatially homogeneous periodic
solution (see Fig. 8).
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