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Abstract
This paper concerns a kind of stochastic optimal control problem with recursive utility
described by a reflected backward stochastic differential equation (RBSDE, for short)
involving diffusion type control which covers regular control problem, singular
control problem and impulse control problem. To begin with, the existence and
uniqueness of solution for RBSDEs involving diffusion type control is derived. Then, for
the related recursive optimal control problem with obstacle constraint, a sufficient
condition to obtain the optimal regular control and diffusion type control is provided.
Hence, based on the connection between RBSDE and optimal stopping problem, a
class of recursive optimal mixed control problem involving diffusion type control is
considered to illustrate our theoretical result, and here the explicit optimal control as
well as the stopping time are obtained.
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1 Introduction
To begin with, El Karoui et al. [1] firstly derived the existence and uniqueness of solutions
for backward stochastic differential equations (BSDEs, for short) with obstacle constraint
called reflected BSDEs (RBSDEs, for short), which denoted some BSDEs with continu-
ous increasing processes K to keep solutions above the given lower obstacle processes.
In addition, Lepeltier and Xu [2] relaxed the continuous obstacles to càglàd obstacles in
RBSDEs. To provide the existence and uniqueness result of a solution for the RBSDE with
jumps, Hamadène and Ouknine [3] and Crépey and Matoussi [4] kept the local-time-like
process K continuous. However, Hamadène and Ouknine [5] let the increasing process K
càglàd and used it to follow the negative jumps of obstacles in RBSDE.

RBSDEs have wide applications on mathematical finance and stochastic control. El
Karoui, Peng and Quenez [6] formulated stochastic differential recursive utilities intro-
duced by Duffie and Epstein [7] from the perspective of BSDEs. Considering this kind of
utility, Wang and Wu [8] obtained the stochastic maximum principle for optimal control
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problems when controllers can only get partial information. Moreover, Zhou [9] obtained
sufficient stochastic maximum condition for stochastic recursive optimal control prob-
lem. Huang, Wang and Wu [10] generalized this sufficient condition to the recursive utility
which was related to a RBSDE. Moreover, El Karoui, Pardoux and Quenez [11] showed that
the pricing problem of an American option can be described by a RBSDE. Applying the
results on RBSDEs, Hamadène, Lepeltier and Wu [12] studied differential optimal mixed
control problem, where the controller not only can decide a control strategy but also can
choose a stopping time to stop the system. On the other hand, for stochastic nonlinear
system, Liu, Pan and Cao [13] and Liu et al. [14] proposed the composite learning adap-
tive dynamic surface control method and adaptive neural network backstepping control
method to approximate some uncertain functions.

For optimal control problem involving singular control and impulse control, the stochas-
tic maximum principle was derived by Bahlali and Chala [15] and Dufour and Miller [16],
respectively. In addition, using the dynamic programming principle, the optimal control
problems involving singular control and impulse control were connected with some quasi-
variational inequalities by Cadenillas and Zapatero [17] and Haussmann and Suo [18], re-
spectively. Besides, Ma and Yong [19] studied a kind of diffusion type control problem to
cover the regular control problem, singular control problem and impulse control prob-
lem. Moreover, some kinds of singular control problems were connected with the optimal
stopping problems by Dufour and Miller [20], and with the free boundary problems by Dai
and Yi [21]. On the other hand, for mathematical finance, Oksendal and Sulem [22] mod-
eled optimal portfolio problems with transaction costs in terms of singular control prob-
lems, whereas Cadenillas and Zapatero [17], Ferrari and Vargiolu [23] applied stochastic
impulse control to the exchange rate problems. In addition, Wu and Zhang [24] were con-
cerned with a utility maximization problem with the step-shaped consumption strategy
by impulse controls.

This paper concerned about some stochastic recursive optimal regular and diffusion
type control problems, where the cost functionals were described by some RBSDEs with
diffusion type control. The diffusion type control introduced by Ma and Yong [19] is a
càglàd process with locally bounded variation paths. By the Lebesgue decomposition, this
kind of control processes can be divided into the absolutely continuous part, the singular
continuous part and the pure jump part. In addition, the pure jump part could be regard
as an impulse control and the others corresponded to singular controls. Different from
the optimal control problem studied by Ma and Yong [19], this paper allows for a time
variant coefficient of the diffusion type control in state equation and generalizes the cost
functional to the solution of a RBSDE involving diffusion type control. Ferrari [25] intro-
duced a kind of stochastic optimal control problem with reflected forward state equation
involving singular control and expectation utility. In contrast, we consider non-reflected
stochastic state equation involving diffusion type control and recursive utility with obsta-
cle constraint.

Combining the diffusion type control and reflected obstacle constraint, its pure jump
part is likely to bring some jumps to the RBSDE. To guarantee the obstacle constraint
condition, in general, there are two slightly different approaches to handling some kinds of
jumps in RBSDE. The one persists the continuity of local-time-like process K , and shares
the positive jumps of the Poisson compensated measure term as well as the negative jumps
of the càglàd lower obstacle among the proper neighborhoods of K in [3, 4]. The other
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replaces the continuous process K with a càglàd process to offset a part of those jumps
caused by the Poisson compensated measure term in [5], the càglàd obstacle in [2] and
the impulse control term for a forward equation in [25, 26]. Inspired by the above results,
we let the càglàd increasing processes K follow the negative jumps of the diffusion type
control term, and derive the existence and uniqueness of solution for the RBSDE involving
diffusion type control. Hence, unlike [19], we introduce some Hamiltonians with respect
to adjoint variables and provide a sufficient condition for a class of stochastic recursive
optimal control problem with obstacle constraint involving diffusion type control. This
sufficient condition generalizes the result in [10, Theorem 3.2] to diffusion type control
problems. Then, similar to the RBSDE case in [27], a corresponding relation between re-
cursive optimal mixed control problems involving diffusion type control and recursive
optimal control problems with obstacle constraint involving diffusion type control is pro-
posed. Moreover, to illustrate our results, we consider a class of linear recursive optimal
mixed control problem involving diffusion type control, and obtain the optimal stopping
time, optimal regular control and optimal diffusion type control with optimal impulse mo-
ments.

To explain the motivation of our study and show the application of this kind of optimal
control problem, we introduce an example of a recursive utility maximization problem
with consumption.

Example 1.1 Suppose there are two kinds of securities in the market. The one is a bond,
and the other is a stock described by the following:

⎧
⎨

⎩

dS0
t = r(t)S0

t dt,

S0
s = s0,

⎧
⎨

⎩

dS1
t = μ(t)S1

t dt + σ (t)S1
t dWt ,

S1
s = s1.

(1.1)

Here, W is the standard Brownian motion, and r(·),σ (·),μ(·) are deterministic bounded
functions with μ(·) > r(·) and σ (·)2 > δ. Let v denote the assets invested in the stock and η

denote the consumption process. Then the wealth process satisfies the following equation:

⎧
⎪⎪⎨

⎪⎪⎩

dXv,η
t = [r(t)Xv,η

t + (μ(t) – r(t))vt] dt + σ (t)vt dWt + Gac
t η̇ac

t dt

+ Gsc
t dηsc

t + θt dηd
t ,

Xv,η
s = x0,

(1.2)

where Gac, Gsc, θ ≤ 0, and η is a càglàd process with ηt = ηac
t +ηsc

t +ηd
t , dηc = dηac +dηsc ≥ 0.

This means that the càglàd consumption process covers the classical continuous con-
sumption and the step-shaped consumption in [24].

Based on that, a small investor in this market aims to maximize the recursive utility
J(v,η) = Y v,η

s which is always above the obstacle LtXv,η
t by varying the portfolio strategy v

and the consumption strategy η. The recursive utility is given as follows:

Y v,η
t = LT Xv,η

T +
∫ T

t

[
r(m)Xv,η

m – α(m)Y v,η
m +

(
μ(m) – r(m)

)
vm + Fac

m η̇ac
m

]
dm

+
∫ T

t
Fsc

m dηsc
m
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+
∑

m∈Sη[t,T]

[
1
2

Sm(�ηm)2 + βm�ηm

]

+ Kv,η
T – Kv,η

t –
∫ T

t
Zv,η

m dWm,

s ≤ t ≤ T , (1.3)

where α > 0, Fac
t , Fsc

t ≤ 0 and S < 0.
The above maximization problem with consumption can be modeled by a stochastic

recursive optimal control problems with obstacle constraint involving diffusion type con-
trol.

The rest of this paper is organized as the following. Section 2 formulates the stochas-
tic recursive optimal control problems with obstacle constraint involving diffusion type
control, giving the existence and uniqueness of solution for the RBSDEs involving dif-
fusion type control. In Sect. 3, we provide the sufficient condition for optimal control.
Hence, to illustrate our theoretical result, a corresponding linear recursive stochastic op-
timal mixed control problem involving diffusion type control is studied, and the optimal
portfolio problem with consumption in Example 1.1 is solved in Sect. 4, where the explicit
optimal control and optimal stopping time can be obtained. Section 5 concludes this pa-
per.

2 Preliminaries and model formulation
Let (Ω ,F ,F,P) be a complete filtered probability space with a standard d-dimensional
Brownian motion denoted by W . Given an initial time s ≥ 0 and a fixed time horizon
T ≥ s. Moreover, F = {F s

t , s ≤ t ≤ T} is a natural filtration with F s
t = σ {Wr, s ≤ r ≤ t}. Let

| · | be the norm and 〈·, ·〉 be the scalar product on a given Euclidean space, and U , K be
nonempty convex subset of Rm1 ,Rm2 , respectively, with n, m1, m2 ∈ N. In the rest of our
paper, we will use the following notation:

R
m2
+ =

{
a ∈R

m2 |ai ≥ 0, where ai is the ith element of a,∀i = 1, 2, . . . , m2
}

,

L2
FT

(
Ω ;Rk) =

{
ξ : Ω →R

k|ξ is F s
t measurable,E|ξ |2 < ∞}

,

L2
F

(
s, T ;Rk) =

{

ϕ : [s, T] × Ω →R
k|{ϕt}s≤t≤T is F-progressively measurable,

E

[∫ T

s
|ϕt|2 dt

]

< +∞
}

,

S2
F

(
s, T ;Rk) =

{
ϕ : [s, T] × Ω →R

k|{ϕt}s≤t≤T is F-adapted, càglàd,

E

[
sup

s≤t≤T
|ϕt|2

]
< +∞

}
,

S2
ci =

{
K : [s, T] × Ω → [0,∞)|{Kt}s≤t≤T is F-adapted, continuous, increasing, Ks = 0,

E
[
K2

T
]

< +∞}
,

S2
cid =

{
K : [s, T] × Ω → [0,∞)|{Kt}s≤t≤T is F-adapted, càglàd, increasing, Ks = 0,

E
[
K2

T
]

< +∞}
,

Π2
c =

{
Z : [s, T] × Ω → [0,∞)|{Zt}s≤t≤T is F-supermartingales, continuous,
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ZT = 0, a.s., E
[

sup
s≤t≤T

Z2
t

]
< +∞

}
,

T =
{
τ : Ω → [s, T]|τ is F-stopping time

}
,

Sn
sym =

{
A|A is n × n matrices, AT = A

}
.

Any pair (v(·),η(·)) is called an admissible control on [s, T], if v, the regular control, be-
longs to the following Hilbert space:

U [s, T] =
{

v : [s, T] × Ω → U|v(·) is F-progressively measurable,

E

[∫ T

s

∣
∣v(t)

∣
∣2 dt

]

< ∞
}

,

while η, the diffusion type control, covering singular control and impulse control, belongs
to the following Hilbert space:

K[s, T] =
{
ϕ : [s, T] × Ω → K |ϕ(·) is càglàd,

F-adapted process with bounded variation paths and ηs = 0
}

.

Similarly to the decomposition of the calculative distribution functions, the càglàd diffu-
sion type control η has the following Lebesgue decomposition:

ηt = ηac
t + ηsc

t + ηd
t ,

where ηac denotes the absolutely continuous part, ηsc denotes the singular continuous
part, and ηd denotes the pure jump part of the path η(ω),∀ω ∈ Ω . More precisely, we
have ηac

t (·) =
∫ t

s η̇c
r(·) dr and ηd

t (·) =
∑

s<r≤t �ηr(·), where �ηr(·) = ηr(·) – ηr–(·) is a Fr-
measurable random variable. Denote Sω

η [t1, t2] = {r ∈ [t1, t2]|�ηr(ω) 
= 0} and Sη[t1, t2] =
{(r,ω) ∈ [t1, t2] × Ω|�ηr(ω) 
= 0}, s ≤ t1 ≤ t2 ≤ T . To simplify, we use

∑
t∈Sη[t1,t2] ξt to rep-

resent
∑

(t,ω)∈Sη[t1,t2] ξt(ω),∀(ω, t, ξ ) ∈ Ω × [s, T] × L2
F

(s, T ;Rk). Hence, we assume P{ω ∈
Ω|#{Sω

η [s, T]} < ∞} = 1, that is to say, there are finite jumps in the finite interval [s, T] al-
most surely. Obviously, there is a constant N > 0 and a sequence {σj}N

j=1, such that σ0 ≡ s,
σ1(ω) = inf{t|t ∈ Sω

η [s, T]}, σj(ω) = inf{t > σj–1(ω)|t ∈ Sω
η [s, T]}, j = 2, 3, . . . , N , inf{∅} � T ,

P{ω ∈ Ω|σN–1(ω) = T} = 1, σN ≡ T and ηd
t =

∑N
j=1 �ησj I[σj ,T](t) =

∑
r∈Sη[s,t] �ηr . Then the

sequence of increasing F-stopping times {σj} is called the impulse moment, and the se-
quence of random variables {�ησj = ηj} is called the impulse magnitude of the diffusion
type control η. Based on that, for some h1 and h2, we have the following notations:

∫ t

s
h1(r) dηd

r =
N∑

j=1

h1(σj)�ησj I[σj ,t] =
∑

r∈Sη[s,t]

h1(r)�ηr ,

N∑

j=1

h2(σj,�ησj )I[t,σj] =
∑

r∈Sη[t,T]

h2(r,�ηr).

Now we are ready to formulate our system. Consider the following controlled stochastic
differential equation (SDE, for short) involving diffusion type control on a finite horizon
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[s, T]:

⎧
⎪⎪⎨

⎪⎪⎩

dxv,η
t = b(t, xv,η

t , vt) dt + σ (t, xv,η
t , vt) dWt + Gac

t η̇ac
t dt + Gsc

t dηsc
t + Gd

t dηd
t ,

s ≤ t ≤ T ,

xv,η
s = α,

(2.1)

where xv,η , valued in R
n, is the state process, along with v, valued in R

m, is the regular
control process, and η, valued in R, is the diffusion type control.

Moreover, α ∈ R
n and the mappings b(t, x, v) : [s, T] ×R

n × U → R
n, σ (t, x, v) : [s, T] ×

R
n × U → R

n×d and Gac
t , Gsc

t , Gd
t : [s, T] →R

n×m2 satisfy the following assumption:
(H2.1) for any (t, x, v) ∈ [s, T] ×R

n × U , the mappings b,σ are continuously
differentiable in x, the mappings Gac

t , Gsc
t and Gd

t are continuous and bounded,
and there is a constant λ > 0, such that for all x, x′ ∈R

n

∣
∣b(t, x, v)

∣
∣ ≤ λ

(
1 + |x|),

∣
∣σ (t, x, v)

∣
∣ ≤ λ

(
1 + |x|),

∣
∣b(t, x, v) – b

(
t, x′, v

)∣
∣ +

∣
∣σ (t, x, v) – σ

(
t, x′, v

)∣
∣ ≤ λ

∣
∣x – x′∣∣.

Hence, according to [26, Theorem 4.3], we can easily derive the following result.

Proposition 2.1 Under (H2.1), for any given α ∈R
n and (v,η) ∈ U ×K, the dynamic (2.1)

admits a unique solution xv,η
t ∈ S2

F
(s, T ;Rn).

Next, we introduce the following controlled RBSDE involving diffusion type control with
the lower obstacle L(t, xv,η

t ) ∈ S2
F

(s, T ;R1):

yv,η
t = g

(
xv,η

T
)

+
∫ T

t
f
(
r, xv,η

r , yv,η
r , vr

)
dr + Kv,η

T – Kv,η
t –

∫ T

t
zv,η

r dWr

+
∫ T

t
Fac

r η̇ac
r dr +

∫ T

t
Fsc

r dηsc
r +

∑

r∈Sη[t,T]

l(r,�ηr), s ≤ t ≤ T . (2.2)

In addition, the mappings L(t, x) : [s, T] ×R
n →R, g(x) : Rn →R, f (t, x, y, v) : [s, T] ×R

n ×
R × U → R, l(t, ξ ) : [s, T] × R

m2 → R, and Fac
t , Fsc

r : [s, T] → R
1×m2 satisfy the following

assumptions:
(H2.2) for any (t, x, y, v) ∈ [s, T] ×R

n ×R× U , the mappings f , g and L are continuously
differentiable in x and y, L(T , x) ≤ g(x), and there is a constant λ > 0, such that
for all x, x′ ∈R

n, y, y′ ∈R,

∣
∣f (t, x, y, v)

∣
∣ ≤ λ

(
1 + |x| + |y|),

∣
∣L(t, x)

∣
∣ +

∣
∣g(x)

∣
∣ ≤ λ

(
1 + |x|),

∣
∣f (t, x, y, v) – f

(
t, x′, y′, v

)∣
∣ +

∣
∣L(t, x) – L

(
t, x′)∣∣ +

∣
∣g(x) – g

(
x′)∣∣

≤ λ
(∣
∣x – x′∣∣ +

∣
∣y – y′∣∣);

(H2.3) Fac, Fsc, l are continuous in t, and l is continuously differentiable in ξ .
Furthermore, in order to define the performance functional, we derive the solvability

of the following RBSDE involving diffusion type control (DT-RBSDE, for short) with the
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lower obstacle Lt ∈ S2
F

(s, T ;R1):

yη
t = ζ +

∫ T

t
h
(
r, yη

r , zη
r
)

dr + Kη

T – Kη
t –

∫ T

t
zη

r dWr

+
∫ T

t
Fac

r η̇ac
r dr +

∫ T

t
Fsc

r dηsc
r +

∑

r∈Sη[t,T]

l(r,�ηr), s ≤ t ≤ T , (2.3)

where the mapping h(t, y, z) : [s, T] ×R×R
d →R satisfies the following assumption:

(H2.4) for any (t, y, z) ∈ [s, T] ×R×R
d , the mapping h is continuously differentiable in

y and z, and there exists a constant λ > 0, such that for all y, y′ ∈ R, z, z′ ∈R
d ,

∣
∣h(t, y, z)

∣
∣ ≤ λ

(
1 + |y| + |z|),

∣
∣h(t, y, z) – h

(
t, y′, z′)∣∣ ≤ λ

(∣
∣y – y′∣∣ +

∣
∣z – z′∣∣).

Based on that, we obtain the following solvable result.

Lemma 2.2 Under assumptions (H2.3) and (H2.4), for any given η ∈K and ζ ∈ L2
FT

(Ω ;R)
satisfied ζ ≥ LT , (2.3) admits a unique adapted solution (yη

t , zη
t , Kη

t ) ∈ S2
F

(s, T ;R1) ×
L2
F

(s, T ;Rd) × S2
cid, such that

(i) Lt ≤ yη
t , for all s ≤ t ≤ T ;

(ii) Kη
t ∈ S2

cid,

∫ T

s

[
yη

t – Lt
]

dKη
t = 0. (2.4)

Proof First of all, we consider a special but meaningful case: l(t, ξ ) ≡ 0,∀(t, ξ ) ∈ [s, T] ×
R

m2 .
Let Mt =

∫ T
t Fac

r η̇ac
r dr +

∫ T
t Fsc

r dηsc
r , h̃(t, x, y, v) = h(t, x, y + Mt , v) and L̃t = Lt – Mt . Noting

MT = 0, it is easy to check that L̃T ≤ g(x), h̃ is bounded and Lipschitz in (y, z). Then in virtue
of [1, Theorem 5.2], the following RBSDE admits a unique adapted solution (ỹη

t , z̃η
t , K̃η

t ) ∈
S2
F

(s, T ;R1) × L2
F

(s, T ;Rd) × S2
ci:

⎧
⎨

⎩

ỹη
t = ζ +

∫ T
t h̃(r, ỹη

r , z̃η
r ) dr + K̃η

T – K̃η
t –

∫ T
t z̃η

r dWr , s ≤ t ≤ T ,

ỹη
t ≥ L̃t ,

∫ T
s (ỹη

t – L̃t) dK̃η
t = 0.

Hence, set yη
t = ỹη

t + Mt , zη
t = z̃η

t and Kη
t = K̃η

t , it is easy to check that (yη
t , zη

t , Kη
t ) ∈

S2
F

(s, T ;R1) × L2
F

(s, T ;Rd) × S2
ci solves (2.3) with l(t, ξ ) ≡ 0, and satisfies (2.4) with Lt ≤ yη

t .
For uniqueness, letting (y1, z1) and (y2, z2) be two solutions of (2.3), consider (y1 – y2)2.

In virtue of Itô’s formula and Gronwall’s inequality, we derive the uniqueness result.
Next, for the general case, we consider the equivalent equations

⎧
⎪⎪⎨

⎪⎪⎩

–dyη
r = h(r, yη

r , zη
r ) dr + dKη

r – zη
r dWr + Fac

r η̇ac
r dr + Fsc

r dηsc
r , σi ≤ r < σi+1,

yη
σi+1– = yη

σi+1
+ l(σi+1,�ησi+1 ) + �Kη

σi+1
, [yη

σi+1– – Lσi+1–]�Kη
σi+1

= 0,

yη
r ≥ Lr ,

∫ σi+1–
σi

(yη
r – Lr) dKη

r = 0, yη

T = ζ ,

(2.5)

where �Kt = Kt – Kt–, i ≥ 0 and σi ≤ T , a.s.. To obtain our result, we are sufficient to
check the existence and uniqueness of (2.5). For any fixed interval [σi,σi+1] and any given
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terminal value ζ i ∈ L2
FT

(Ω ;R) satisfied ζ i ≥ Lσi+1 , we introduce the following RBSDE for
(yi, zi, Ki):

⎧
⎨

⎩

–dyi
r = h(r, yi

r , zi
r) dr + dKi

r – zi
r dWr + Fac

r η̇ac
r dr + Fsc

r dηsc
r , σi ≤ r ≤ σi+1,

yi
σi+1

= ζ i, yi
r ≥ Lr ,

∫ σi+1
σi

(yi
r – Lr) dKi

r = 0.
(2.6)

According to the above discuss, (2.6) admits a unique adapted solution {(yi
r , zi

r , Ki
r),σi ≤

r ≤ σi+1} ∈ S2
F

(s, T ;R1) × L2
F

(s, T ;Rd) × S2
ci}. Noting yη

T = ζ , by induction from T to s, i.e.
induction for i from N to 0, and setting ζ i = yη

σi+1
+ l(σi+1,�ησi+1 ) + �Kη

σi+1
, where

�Kη
σi+1

=
(
Lσi+1– – yη

σi+1
– l(σi+1,�ησi+1 )

)+, (2.7)

we obtain {(yη
r = yi

r , zη
r = zi

r , Ki
r),σi ≤ r < σi+1} ∈ S2

F
(s, T ;R1) × L2

F
(s, T ;Rd) × S2

ci. Then we
have the set Kη

t =
∑

i≥0(Ki
σi+1

+�Kη
σi+1

)I{σi+1≤t} +
∑

i≥0 Ki
t I{σi<t<σi+1},∀t ∈ [s, T]. We finally get

(yη
t , zη

t , Kη
t ) ∈ S2

F
(s, T ;R1) × L2

F
(s, T ;Rd) × S2

cid. Hence, we can check that (yη
t , zη

t , Kη
t ) solves

(2.5) and (2.2). Besides, the uniqueness is obtained at the same time. �

Remark 2.3
(i) If the obstacle Lt is continuous, according to the above proof, (2.7) will come to

�Kη
σi+1

=
[
–l(σi+1,�ησi+1 )

]+.

That means Kη
t is continuous under l(t, ξ ) ≥ 0 and the jumps of process Kη

t come
from the negative jumps of the diffusion type control term. For the reflected forward
stochastic differential equation involving impulse control, one can refer to [25, 26].
Hence, the process yη

t could be no longer continuous when l(t, ξ ) < 0.
(ii) If the obstacle Lt is càglàd, the process K will receive more jumps stemming from

the positive jumps of Lt .

Now, we can obtain the following result and construct our problem.

Theorem 2.4 Under assumptions (H2.1)–(H2.3), for any given (v,η) ∈ U × K and α ∈
R

n, (2.1) and (2.2) admit a unique adapted solution (xv,η
t , yv,η

t , zv,η
t , Kv,η

t ) ∈ S2
F

(s, T ;Rn) ×
S2
F

(s, T ;R1) × L2
F

(s, T ;Rd) × S2
cid, such that

(i) L(t, xv,η
t ) ≤ yv,η

t , ∀s ≤ t ≤ T ;
(ii) Kv,η

t ∈ S2
cid,

∫ T

s

[
yv,η

t – L
(
t, xv,η

t
)]

dKv,η
t = 0. (2.8)

According to the adaptation of the solution for the controlled DT-RBSDE (2.2), we have
yv,η

t = E[yv,η
t |F s

t ] = Rt(v,η), s ≤ t ≤ T and J(v,η) := yv,η
s = E[yv,η

s ] = Rs(v,η), where the perfor-
mance functional is defined by the following:

Rt(v,η) = E

[

g
(
xv,η

T
)

+
∫ T

t
f
(
r, xv,η

r , yv,η
r , vr

)
dr + Kv,η

T – Kv,η
t
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+
∫ T

t
Fac

r η̇ac
r dr +

∫ T

t
Fsc

r dηsc
r +

∑

r∈Sη[t,T]

l(r,�ηr)|F s
t

]

, s ≤ t ≤ T . (2.9)

When the controller acts with any admissible control strategy (v,η), the state process
and the performance functional are known. Then assume that controller chooses (v,η)
which is meaningful and generalizes the reward functional J(v,η) = yv,η

s . Hence, we can
pose the following optimal control problem.

Problem (DT-C): Let assumptions (H2.1)–(H2.3) hold. For the stochastic optimal con-
trol problem consisting of the state equation (2.1) and the recursive utility (2.2) of reward
functional J(v,η), we aim to find an admissible (v̄, η̄) ∈ U ×K, such that

J(v̄, η̄) = sup
v∈U ,η∈K

J(v,η) � V (s, x),

where V (s, x) is called value function.

Remark 2.5
(i) Different from the optimal control problem studied in [19], we generalize the

diffusion type control term ηt to Gac
t η̇ac

t dt + Gsc
t dηsc

t + Gd
t dηd

t in state equation, and
consider a recursive utility with obstacle constraint involving diffusion type control
rather than the following expectation utility:

J̃(v,η) = E

{

g
(
xv,η

T
)

+
∫ T

s
f
(
r, xv,η

r , vr
)

dr +
∫ T

s
Fac

r η̇ac
r dr +

∫ T

s
Fsc

r dηsc
r

+
∑

r∈Sη[s,T]

l(r,�ηr)
}

. (2.10)

(ii) Compared with the recursive optimal control problem with obstacle constraint in
[10], this paper introduces a diffusion type control in the state equation and the cost
functional. We point out that our model covers several kinds of control problem:
(a) the classic regular control problem addressed in [10], when

Gac
t ≡ Gsc

t ≡ Gd
t ≡ Fac

t ≡ Fsc
t ≡ l(t, ξ ) ≡ 0,∀(t, ξ ) ∈ [s, T] ×R

m2 ;
(b) the singular control problem, when

b,σ are independent on u, l(t, ξ ) = Fd
t |ξ | and Fac

t ≡ Fsc
t ≡ Fd

t ,
∀(t, ξ ) ∈ [s, T] ×R

m2 , and without lose any generality, we might as well assume
η̇c

t ≥ 0;
(c) the impulse control problem, when

b,σ are independent on u, Gac
t ≡ Gsc

t ≡ Fac
t ≡ Fsc

t ≡ 0,∀t ∈ [s, T].

3 Sufficient maximum condition
In this section, to find the optimal control, we will provide one class of sufficient condi-
tion for stochastic recursive optimal control problem with obstacle constraint involving
diffusion type control, Problem (DT-C), under the following assumptions:

(H3.1) the partial derivatives of b,σ and f in (x, y) are continuous with respect to
(x, y, u, v);

(H3.2) L(t, ·) is concave for any t ∈ [0, T].
Hence, the main result in this paper is obtained.
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Theorem 3.1 Let assumptions (H2.1)–(H2.3) and (H3.1)–(H3.2) hold. Assume (v̄, η̄) is
an admissible control, x̄t and (ȳt , z̄t , K̄t) are the corresponding solutions of (2.1) and (2.2),
respectively. For a given τ ∈ T , introduce the adjoint processes Pt , (Qt , qt) satisfying the
following adjoint equations, respectively:

⎧
⎨

⎩

dPt = fy(t, x̄t , ȳt , v̄t)Pt dt, s ≤ t ≤ τ ,

Ps = –1,
(3.1)

and

⎧
⎪⎪⎨

⎪⎪⎩

–dQt = [b
x (t, x̄t , v̄t)Qt + σ

x (t, x̄t , v̄t)qt + f 
x (t, x̄t , ȳt , v̄t)Pt] dt

– qt dWt , s ≤ t ≤ τ ,

Qτ = L̃T
x (τ , x̄τ )Pτ ,

(3.2)

where L̃(t, x) = L(t, x)I{t<T} + g(x)I{t=T}. Besides, if for any τ ∈ T , H(t, ·, ·, P, Q, q, ·) is convex
with respect to x, y, v, and for any (t, x, y, P, Q, q, v) ∈ [0, T] ×R

n ×R×R×R
n ×R

n×d × U
and η ∈K,

H(t, x, y, P, Q, q, v̄) ≤H(t, x, y, P, Q, q, v), (3.3)

E

[∫ τ

s

(
Q

t Gac
t + PtFac

t
)(

η̇ac
t – ˙̄ηac

t
)

dt +
∫ τ

s

(
Q

t Gsc
t + PtFsc

t
)(

dηsc
t – dη̄sc

t
)

+
∑

t∈Sη̄[s,τ ]∪Sη[s,τ ]

Q
t Gd

t (�ηt – �η̄t) + Pt
(
l(t,�ηt) – l(t,�η̄t)

)
]

≥ 0, (3.4)

where the Hamiltonian is defined as follows:

H(t, x, y, P, Q, q, v) �
〈
b(t, x, v), Q

〉
+

〈
σ (t, x, v), q

〉
+

〈
f (t, x, y, v), P

〉
. (3.5)

Then (v̄, η̄) is optimal of Problem (DT-C).

Proof For any admissible control (v,η), xv,η
s is the corresponding state process given by

(2.1) and (yv,η
s , zv,η

s , Av,η
s , Kv,η

s ) is the corresponding solution of (2.2). Moreover, recalling
that J(v,η) = yv,η

s , we only need to prove ȳs ≥ yv,η
s . Define the random variables τ as follows:

τ � inf
{

s ≤ t ≤ T : yv,η
t = L

(
t, xv,η

t
)}

,

Then τ is a F s
t -stopping times. Hence, τ0 = s and τi = τ ∧σi also are stopping times. Noting

that Ps = –1, let us consider

yv,η
s – ȳs = –E

[
Ps

(
yv,η

s – ȳs
)]

.

Applying Itô’s formula to P(yv,η – ȳ) and 〈Q, xv,η – x̄〉, respectively, on [τi, τi+1), then taking
expectation and summation, we have

E
[
Pτ

(
yv,η
τ – ȳτ

)]
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= E
[
Ps

(
yv,η

s – ȳs
)]

+ E

[∫ τ

s
fy(t, x̄t , ȳt , v̄t)Pt

(
yv,η

t – ȳt
)

dt
]

– E

[∫ τ

s
Pt

[
f
(
t, xv,η

t , yv,η
t , vt

)
– f (t, x̄t , ȳt , v̄t)

]
dt

]

– E

[∫ τ

s
Pt d

(
Kv,η

t – K̄t
)
]

– E

[∫ τ

s
PtFac

t
(
η̇ac

t – ˙̄ηac
t

)
dt

]

– E

[∫ τ

s
PtFsc

t
(
dηsc

t – dη̄sc
t
)
]

– E

[ ∑

t∈Sη̄[s,τ ]∪Sη[s,τ ]

Pt
(
l(t,�ηt) – l(t,�η̄t)

)
]

(3.6)

and

E
[〈

Qτ , xv,η
τ – x̄τ

〉]

= E
[〈

L̃T
x (τ , x̄τ )Pτ , xv,η

τ – x̄τ

〉]

= –E
[∫ τ

s

〈
b

x (t, x̄t , v̄t)Qt + σ
x (t, x̄t , v̄t)qt + f 

x (t, x̄t , ȳt , v̄t)Pt , xv,η
t – x̄t

〉
dt

]

+ E

[∫ τ

s
Q

t Gac
t

(
η̇ac

t – ˙̄ηac
t

)
dt +

∫ τ

s
Q

t Gsc
t
(
dηsc

t – dη̄sc
t
)

+
∫ τ

s
Q

t Gd
t d

(
ηd

t – η̄d
t
)
]

+ E

[∫ τ

s

〈
Qt , b

(
t, xv,η

t , vt
)

– b(t, x̄t , v̄t)
〉
dt

]

+ E

[∫ τ

s

〈
qt ,σ

(
t, xv,η

t , vt
)

– σ (t, x̄t , v̄t)
〉
dt

]

. (3.7)

According to (3.1), the adjoint process Pt satisfies Pt < 0, t ∈ [s, τ ]. Moreover, in virtue of
the concavity of obstacle L̃(t, ·), we get

E
[
Pτ

(
yv,η
τ – ȳτ

)] ≥ E
[
Pτ

(
L̃
(
τ , xv,η

τ

)
– L̃(τ , x̄τ )

)]

≥ E
[
Pτ

〈
L̃T

x (τ , x̄τ ), xv,η
τ – x̄τ

〉]

= E
[〈

Qτ , xv,η
τ – x̄τ

〉]
. (3.8)

Besides, noting that K̄t is increasing and satisfies (2.8), we obtain

E

[∫ τ

s
Pt

(
dKv,η

t – dK̄t
)
]

= –E
[∫ τ

s
Pt dK̄t

]

≥ 0. (3.9)

Thus, combining (3.6)–(3.9) and denoting Φt = (Pt , Qt , qt), we get

–E
[
Ps

(
yv,η

s – ȳs
)]

≤ E

[∫ τ

s

〈
bT

x (t, x̄t , v̄t)Qt + σ T
x (t, x̄t , v̄t)qt + f T

x (t, x̄t , ȳt , v̄t)Pt , xv,η
t – x̄t

〉
dt

]

– E

[∫ τ

s
Q

t Gac
t

(
η̇ac

t – ˙̄ηac
t

)
dt +

∫ τ

s
Q

t Gsc
t
(
dηsc

t – dη̄sc
t
)

+
∫ τ

s
Q

t Gd
t d

(
ηd

t – η̄d
t
)
]

– E

[∫ τ

s

〈
Qt , b

(
t, xv,η

t , vt
)

– b(t, x̄t , v̄t)
〉
dt

]

– E

[∫ τ

s
PtFac

t
(
η̇ac

t – ˙̄ηac
t

)
dt

]

– E

[∫ τ

s
PtFsc

t
(
dηsc

t – dη̄sc
t
)
]

– E

[ ∑

t∈Sη̄[s,τ ]∪Sη[s,τ ]

Pt
(
l(t,�ηt) – l(t,�η̄t)

)
]
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+ E

[∫ τ

s
fy(t, x̄t , ȳt , v̄t)Pt

(
yv,η

t – ȳt
)

dt
]

– E

[∫ τ

s
Pt

[
f
(
t, xv,η

t , yv,η
t , vt

)
– f (t, x̄t , ȳt , v̄t)

]
dt

]

– E

[∫ τ

s

〈
qt ,σ

(
t, xv,η

t , vt
)

– σ (t, x̄t , v̄t)
〉
dt

]

= I1 – I2,

where

I1 = –E
[∫ τ

s

[
H

(
t, xv,η

t , yv,η
t ,Φt , vt

)
– H(t, x̄t , ȳt ,Φt , v̄t)

]
dt

]

+ E

[∫ τ

s

〈
Hx(t, x̄t , ȳt ,Φt , v̄t), xv,η

t – x̄t
〉
dt

]

+ E

[∫ τ

s
Hy(t, x̄t , ȳt ,Φt , v̄t)

(
yv,η

t – ȳt
)

dt
]

,

I2 = E

[∫ τ

s
Q

t Gac
t

(
η̇ac

t – ˙̄ηac
t

)
dt +

∫ τ

s
Q

t Gsc
t
(
dηsc

t – dη̄sc
t
)

+
∫ τ

s
Q

t Gd
t d

(
ηd

t – η̄d
t
)
]

+ E

[∫ τ

s
PtFac

t
(
η̇ac

t – ˙̄ηac
t

)
dt

]

+ E

[∫ τ

s
PtFsc

t
(
dηsc

t – dη̄sc
t
)
]

+ E

[ ∑

t∈Sη̄[s,τ ]∪Sη[s,τ ]

Pt
(
l(t,�ηt) – l(t,�η̄t)

)
]

≥ 0.

Next, we prove I1 ≤ 0 to complete our proof. Let ∂uϕ(ū) denote Clarke’s generalized gra-
dient of ϕ with respect to u at ū ∈ G ⊆R

m3 given by

∂uϕ(ū) =
{

ξ ∈R
m3 |〈ξ , b〉 ≤ lim sup

a→ū,a∈G,δ↓0

ϕ(a + δb) – ϕ(a)
δ

}

.

In fact, in virtue of (3.3), the convexity of H and [28, Chap. 3], we obtain

(Hx,Hy, 0)|(t,x̄t ,ȳt ,Φt ,v̄t ) ∈ ∂x,y,vH(t, x̄t , ȳt ,Φt , v̄t),

Finally, combined with the convexity of Hamiltonian, we obtain

H
(
t, xv,η

t , yv,η
t ,Φt , vt

)
– H(t, x̄t , ȳt ,Φt , v̄t) –

〈
Hx(t, x̄t , ȳt ,Φt , v̄t), xv,η

t – x̄t
〉

– Hy(t, x̄t , ȳt ,Φt , v̄t)
(
yv,η

t – ȳt
) ≥ 0,

and thus I1 = 0. It implies J(v,η) ≤ J(ū, v̄).
The proof is completed. �

Moreover, we obtain the following result.
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Remark 3.2
(i) Suppose that those assumptions in Theorem 3.1 hold. In addition, assuming

Gac
t ≡ Gsc

t ≡ Fac
t ≡ Fsc

t ≡ 0, then Problem (DT-C) comes to an optimal control
problem involving impulse control from Remark 2.5-(ii)(c). If for any τ ∈ T ,
H(t, ·, ·, P, Q, q, ·) is convex in x, y, v, and, for any
(t, x, y, P, Q, q, v) ∈ [0, T] ×R

n ×R×R×R
n ×R

n×d × U and η ∈K,

H(t, x, y, P, Q, q, v̄) ≤H(t, x, y, P, Q, q, v), (3.10)

E

[ ∑

t∈Sη̄[s,τ ]∪Sη[s,τ ]

Q
t Gd

t (�ηt – �η̄t) + Pt
(
l(t,�ηt) – l(t,�η̄t)

)
]

≥ 0, (3.11)

then (v̄, η̄) is optimal of Problem (DT-C).
(ii) Suppose that those assumptions in Theorem 3.1 and in Remark 2.5-(ii)(b) hold.

Similarly, Problem (DT-C) leads to an optimal control problem involving singular
control. If for any τ ∈ T , H(t, ·, ·, P, Q, q, ·) is convex in x, y, v, and for any
(t, x, y, P, Q, q, v) ∈ [0, T] ×R

n ×R×R×R
n ×R

n×d × U ,

H(t, x, y, P, Q, q, v̄) ≤H(t, x, y, P, Q, q, v), (3.12)

E

{∫ τ

s

[
Q

t
(
Gac

t + Gsc
t
)

+ Pt
(
Fac

t + Fsc
t
)]

(dηt – dη̄t)
}

≥ 0, (3.13)

then (v̄, η̄) is optimal of Problem (DT-C).
(iii) When the impulse domain K = R

m2 , condition (3.11) can be replaced by

Q
t Gd

t (�ηt – �η̄t) + Pt
(
l(t,�ηt) – l(t,�η̄t)

) ≥ 0, ∀t ∈ Sη̄[s, τ ] ∪ Sη[s, τ ]. (3.14)

4 Applications to stochastic linear recursive optimal mixed control problems
This section studies a class of recursive optimal mixed control problem involving dif-
fusion type control, transformed into recursive optimal control problems with obstacle
constraint. Hence, applying the result in the above section, we obtain the explicit optimal
control and optimal stopping time. Finally, we discuss Example 1.1.

We consider the following linear stochastic system involving regular control and diffu-
sion type control:

⎧
⎪⎪⎨

⎪⎪⎩

dXv,η
t = (AtXv,η

t + Btvt) dt + (CtXv,η
t + Dtvt) dWt + Gac

t η̇ac
t dt + Gsc

t dηsc
t

+ Gd
t dηd

t , s ≤ t ≤ T ,

Xv,η
s = x,

(4.1)

where Xv,η
t is the state process associated with two control processes, including a regular

control v and a diffusion type control η = ηac + ηsc + ηd , x ∈ R, and At , Bt , Ct , Dt , Gac
t , Gsc

t

are F-adapted stochastic process with Gac
t , Gsc

t ≤ 0.
In the optimal mixed control problem, an intervention action of the controller consists

of a control strategy and a stopping time. Denote this action as (v,η;ς ) ∈ U ×K×T . Based
on that, state process Xv,η

t keeps controlling until the controller decide to stop it. Then we
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restrict the system to [s,ς ], and obtain the following state equation:

⎧
⎪⎪⎨

⎪⎪⎩

dXv,η
t = (AtXv,η

t + Btvt) dt + (CtXv,η
t + Dtvt) dWt + Gac

t η̇ac
t dt

+ Gsc
t dηsc

t + Gd
t dηd

t , s ≤ t ≤ ς ,

Xv,η
s = x.

(4.2)

Similar to the stochastic optimal control problem, we introduce the reward functional
Ĵ(v,η;ς ) = R̂s(v,η;ς ) as follows:

R̂t(v,η;ς ) = E

[∫ ς∨t

t

(
HrXv,η

r +NrY v,η
r + Brvr + Fac

r η̇ac
r

)
dr

+
∫ ς∨t

t
Fsc

r dηsc
r +

∑

r∈Sη[t,ς∨t]

l(r,�ηr)

+ Lς∨tXv,η
ς∨t|F s

t

]

, s ≤ t ≤ T , (4.3)

where Ht , Nr ,Fac
t , Fsc

t , l(t, ·) are F-adapted stochastic process with bounded path, Ht ≥ 0,
Fac

t , Fsc
t ≤ 0, and Lt > 0 is a R-valued deterministic continuous function.

Hence, we pose the following linear stochastic recursive optimal mixed control problem
involving diffusion type control:

Problem (DT-LMC): For the state equation (4.2) and the reward functional given by
(4.3), we aim to find an admissible control and stopping time (v̄, η̄; ς̄ ) ∈ U ×K × T , such
that

Ĵ(v,η;ς ) ≤ Ĵ(v̄, η̄; ς̄ ), ∀(v,η;ς ) ∈ U ×K× T .

Now we concern about a RBSDE which is coupled with (4.1). Compared with (4.3), the
lower obstacle could be LtXv,η

t . Hence, this kind of RBSDE can be given as follows:

Y v,η
t = LT Xv,η

T +
∫ T

t

(
HrXv,η

r +NrY v,η
r + Brvr + Fac

r η̇ac
r

)
dr +

∫ T

t
Fsc

r dηsc
r

+
∑

r∈Sη[t,T]

l(r,�ηr) + Kv,η
T – Kv,η

t –
∫ T

t
Zv,η

r dWr , s ≤ t ≤ T . (4.4)

Then, according to Theorem 2.4, (4.4) admits a unique adapted solution denoted by
(Y v,η

t , Zv,η
t , Kv,η

t ). Moreover, the corresponding reward functional is given by J(v,η) = Y v,η
s .

Then we can derive a linear stochastic recursive optimal control problem involving diffu-
sion type control with obstacle constraint denoted by Problem (DT-LC) whose objective
is to maximize this reward functional over U × K for state equation (4.1) and recursive
utility (4.4). Then we show the following connection.

Lemma 4.1 Assume that (v̄, η̄) is an optimal control of Problem (DT-LC), then (v̄, η̄; ς̄ ) is
an optimal control and optimal stopping time of Problem (DT-LC), where

ς̄ = inf
{

t ∈ [s, T] : Ȳt = LtX̄t
}

, (4.5)
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and (X̄t , Ȳt , Z̄t , K̄t) is the corresponding trajectory of (4.1) and (4.4). We also get the following
equality:

V (s, x) = J(v̄, η̄) = Ĵ(v̄, η̄; ς̄ ).

Proof Firstly, for any fixed (v,η,ς ) ∈ V ×K× T and t ∈ [s, T], (Xv,η
t , Y v,η

t , Zv,η
t , Kv,η

t ) repre-
sents the corresponding trajectory. We can obtain the following inequality:

R̂t(v,η;ς ) ≤ R̂t(v,η; ς̃ ) = Y v,η
t ,

where ς̃ = inf{r ∈ [t, T] : Y v,η
r = LrXv,η

r }. Actually, noting (4.3), we get

R̂t(v,η;ς ) = E

[∫ ς

t

(
HrXv,η

r +NrY v,η
r + Brvr + Fac

r η̇ac
r

)
dr

+
∫ ς

t
Fsc

r dηsc
r +

∑

r∈Sη[t,ς ]

l(r,�ηr) + Lς Xv,η
ς |F s

t

]

≤ E

[∫ ς

t

(
HrXv,η

r +NrY v,η
r + Brvr + Fac

r η̇ac
r

)
dr +

∫ ς

t
Fsc

r dηsc
r +

∑

r∈Sη[t,ς ]

l(r,�ηr)

+ Y v,η
ς + Kv,η

ς – Kv,η
t |F s

t

]

= Y v,η
t ,

with ς = ς̃ for equality.
Then, for (v̄, η̄), we obtain

Ĵ(v,η;ς ) ≤ Ĵ(v,η; ς̃ ) = J(v,η) ≤ J(v̄, η̄) = Ĵ(v̄, η̄; ς̄ ) = V (s, x). �

This lemma illustrates that solving Problem (DT-LC) can be converted into solving
Problem (DT-LC) covered by Problem (DT-C).

Let U = [–1, 1], K = R, dηc
t ≥ 0, and specially l(t,�ηt) = 1

2 St(�ηt)2 + βt�ηt , where St <
0,βt are F-adapted stochastic process with bounded path. Next, we try to get the explicit
optimal control and optimal stopping time of Problem (DT-LC). Firstly, the Hamiltonian
is given as follows:

H(t, x, y, P, Q, q, v) = 〈Atx + Btv, Q〉 + 〈Ctx+Dtv, q〉 + 〈Htx+Nty + Btv, P〉.

Hence, according to Theorem 3.1, for arbitrary τ ∈ T , the adjoint processes Pt , and (Qt , qt)
correspond to the following adjoint equation:

⎧
⎪⎪⎨

⎪⎪⎩

dPt = NtPt dt, s ≤ t ≤ τ ,

–dQt = (AtQt + Ctqt + HtPt) dt – qt dWt , s ≤ t ≤ τ ,

Ps = –1, Qτ = Lτ Pτ .

(4.6)
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Recall that Ht ≥ 0, Fac
t ≤ 0, Fsc

t ≤ 0, Lt > 0. The explicit expression of adjoint process Qt

is obtained as follows: for t ∈ [s, T],

Qt = E

[

Lτ Pτ e
∫ τ

t (Ar– 1
2 C2

r ) dr+
∫ τ

t Cr dWr –
∫ τ

t
HmPme

∫ m
t (Ar– 1

2 C2
r ) dr+

∫ m
t Cr dWr dm|F s

t

]

, (4.7)

where

Pt = –e
∫ t

s Nr dr . (4.8)

Furthermore, it implies that Pt , Qt < 0. We choose the admissible control as follows:

v̄t =

⎧
⎨

⎩

1 when Bt ≥ 0,

–1 when Bt < 0,
η̄t =

∑

r∈Sη̄[s,t]

–
Q

r Gd
r + Prβr

PrSr
, (4.9)

which means dη̄ac
t = dη̄sc

t = 0. Then (3.3) and (3.4) hold. Therefore (4.9) is an optimal con-
trol for Problem (DT-LC). Next, we consider Problem (DT-LC) again with the optimal
control (4.9). Recalling the state equation (4.1), we obtain the following equation:

⎧
⎨

⎩

dX̄t = (AtX̄t + |Bt|) dt + (CtX̄t + Dtv̄t)X̄t dWt , σi ≤ t ≤ σi+1, i = 0, 1, . . . , N – 1,

X̄σi = X̄σi– – Gd
σi

Q
σi Gd

σi +Pσi βσi
Pσi Sσi

, X̄s = x.

To solve the above linear SDE with jumps, we present the following result.

Lemma 4.2 Let {τi}N
i=0 be a sequence of F-stopping time, such that s = τ0 ≤ τ1 ≤ · · · ≤ τN =

T . If the linear SDE

⎧
⎨

⎩

dxt = (atxt + bt) dt + (ctxt + dt) dWt , τi ≤ t ≤ τi+1, i = 0, 1, . . . , N – 1,

xτi = xτi– + kτi , xs = α,
(4.10)

admits a unique solution xt ∈ S2
F

(s, T ;Rn), then

xt = αe
∫ t

s (ar– 1
2 |cr |2) dr+

∫ t
s cr dWr +

∫ t

s
e
∫ t

m(ar– 1
2 |cr |2) dr+

∫ t
m cr dWr bm dm

+
∫ t

s
e
∫ t

m(ar– 1
2 |cr |2) dr+

∫ t
m cr dWr dm dWm +

N∑

i=0

kτi I{τi≤t}, s ≤ t ≤ T . (4.11)

According to the above lemma and (4.1), we obtain

X̄t = xe
∫ t

s (Ar– 1
2 |Cr |2) dr+

∫ t
s Cr dWr +

∫ t

s
e
∫ t

m(Ar– 1
2 |Cr |2) dr+

∫ t
m Cr dWr |Bm|dm

–
∑

r∈Sη̄[s,t]

Gd
r

Q
r Gd

r + Prβr

PrSr

+
∫ t

s
e
∫ t

m(Ar– 1
2 |Cr |2) dr+

∫ t
m Cr dWr DmBm

|Bm| dWm, s ≤ t ≤ T . (4.12)
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In virtue of Lemma 4.1, we further obtain the corresponding recursive utility,

Ȳt = Rt(v̄, η̄) = R̂t(v̄, η̄; ς̄ )

= E

[∫ ς̄∨t

t

[
HrX̄r+NrȲr + |Br|

]
dr +

∑

r∈Sη̄[t,ς̄]

(Q
r Gd

r )2 – (Prβr)2

2PrSr
+ Lς̄∨tX̄ς̄∨t|F s

t

]

,

the value function,

V (s, x) = Ȳs

= E

[∫ ς̄

s

[
HrX̄r+NrȲr + |Br|

]
dr +

∑

r∈Sη̄[s,ς̄]

(Q
r Gd

r )2 – (Prβr)2

2PrSr
+ Lς̄ X̄ς̄

]

, (4.13)

the optimal control (4.9) and the optimal stopping time for Problem (DT-LC):

ς̄ = inf
{

t ∈ [s, T] : Ȳt = LtX̄t
}

. (4.14)

Hence, considering Sη̄[s, ς̄ ], we can further obtain the optimal impulse moment {σ̄i} cor-
responding to the optimal diffusion type control η̄. We introduce the minimum operator

M[V ](s, x) = sup
ξ∈K\{0}

{
V

(
s+, x + Gd

s+ξ
)

+ l(s+, ξ )
}

,

which represents the reward value function with an impulse happening at the very begin-
ning s. Noting the P{σ1 > 0} > 0 case, we get the following inequality:

M[V ](s, x) – V (s, x) ≤ 0.

Meanwhile, combined with the continuity of Qt , (4.9), (4.12) and (4.13), we obtain

M[V ](s, x) = V
(

s+, x –
Q

s (Gd
s )2 + PsβsGd

s
PsSs

)

+
(Q

s Gd
s )2 – (Psβs)2

2PsSs

and

σ̄i+1 = inf
{

t ≥ σ̄i : V (t–, X̄t–) = M[V ](t–, X̄t–)
}

, i = 0, 1, . . . , N – 1. (4.15)

In the rest of this section, we focus on Example 1.1.
Let At = Ht = r(t), Bt = μ(t) – r(t) > 0, Ct = 0, Dt = σ (t), Gd

t = θ (t) and Nt = –α(t). Then
the stochastic recursive optimal control problems with obstacle constraint involving dif-
fusion type control can be transformed into this maximization problem with portfolio
and consumption. From the above discussion, we obtain the optimal portfolio strategy
and consumption strategy as follows:

v̄t =

⎧
⎨

⎩

1 when Bt ≥ 0,

–1 when Bt < 0,

η̄t =
∑

r∈Sη̄[s,t]

–
Q

r θ (r) + Prβr

PrSr
=

N∑

i=1

–
Q

σ̄i
θ (σ̄i) + Pσ̄iβσ̄i

Pσ̄i Sσ̄i

,

(4.16)
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and

σ̄i+1 = inf
{

t ≥ σ̄i : V (t–, X̄t–) = M[V ](t–, X̄t–)
}

, i = 0, 1, . . . , N – 1, (4.17)

where the adjoint variables satisfy

Pt = –e
∫ t

s –α(r) dr, Qt = E

[

Lτ Pτ e
∫ τ

t r(m) dm –
∫ τ

t
r(m)Pme

∫ m
t r(n) dn dm|F s

t

]

, (4.18)

In addition, the optimal wealth process is given by

X̄t = xe
∫ t

s r(m) dm +
∫ t

s
e
∫ t

m r(n) dn(μ(m) – r(m)
)

dm –
∑

r∈Sη̄[s,t]

θ (r)
Q

r θ (r) + Prβr

PrSr

+
∫ t

s
e
∫ t

m r(n) dnσ (m) dWm, s ≤ t ≤ T . (4.19)

and the value function satisfies

V (s, x) = E

[∫ ς̄

s

[
r(m)X̄m–α(m)Ȳm + μ(m) – r(m)

]
dr

+
∑

r∈Sη̄[s,ς̄]

(Q
r θ (r))2 – (Prβr)2

2PrSr
+ Lς̄ X̄ς̄

]

. (4.20)

It is worth pointing out that the random variable ς̄ denotes the stopping time when the
investor prefers to quit the market, to ensure the dynamic minimum recursive utility LtX̄t .
This stopping time is given by

ς̄ = inf
{

t ∈ [s, T] : Ȳt = LtX̄t
}

. (4.21)

Besides, the minimum operator in (4.17) is obtained as follows:

M[V ](s, x) = V
(

s+, x –
Q

s (θ (s))2 + PsβsGd
s

PsSs

)

+
(Q

s θ (s))2 + Psβ
2
s

2PsSs
,

5 Conclusion
To the best of our knowledge, it is the first attempt to study a class of stochastic recursive
optimal control problem with obstacle constraint involving diffusion type control. There
are four distinctive features of our paper. (i) We give the well-posedness of stochastic op-
timal control problem with obstacle constraint involving diffusion type control. The re-
cursive utility in this problem is given by a RBSDE involving diffusion type control. (ii) We
provide a class of sufficient condition to get the stochastic optimal regular control and the
optimal diffusion type control. (iii) A kind of optimal portfolio problem with the càglàd
consumption strategy is proposed to illustrate our results. (iv) This model covers regular
control problem, singular control problem and impulse control problem.

We desire to generalize the control system to the case in which the coefficients related to
diffusion type control are allowed to rely on the state process. And we are also still finding
more applications including numerical simulations or financial problems.
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