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1 Introduction
In 1920, Hardy [15] proved the following result.

Theorem 1.1 Let {a(n)}}2, be a sequence of nonnegative real numbers. If p > 1, then

n p

o0 p o0
Znip Za(m) < <p%1) Za"(n). (1.1)
n=1 m=1 n=1

In 1925, the continuous analogue of inequality (1.1) was given by Hardy [16] in the fol-
lowing form.

Theorem 1.2 Let f be a nonnegative continuous function on [0,00). If p > 1, then

T L[ s ) ax < £ 7w ds. (1.2)
/ / p-1 /o

It is worthy to mention that inequality (1.2) is sharp in the sense that the constant ( 1% )4
cannot be replaced by a smaller one.
In 1927, Littlewood and Hardy [28] established the reverse of inequality (1.2) as follows.

Theorem 1.3 Let f be a nonnegative function on [0,00). If 0 < p < 1, then

/001<f fs)ds) dx>< )/fpx)dx (1.3)
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In 1928, Hardy [17] proved a generalization of integral inequality (1.2) in the following

theorem.

Theorem 1.4 Iff is a nonnegative continuous function on [0, c0), then

°© 1 x p p 0
/0 97(/0 f(s)ds) dxg(%) /(; TV fP(x)dx forp>=y>1 (1.4)

and

/m$<foof(s)ds>pdx§ <%>p/ooxpyfp(x)dx forp>1>y >0. (1.5)
0 x - 0

In 1928, Copson [11] generalized the discrete Hardy inequality (1.1) and obtained the

next two discrete inequalities.

Theorem 1.5 Let {a(n)}32, and {L(n)};2, be sequences of nonnegative real numbers. Then

o A () (X Mm)a(m))?
2 o A(m)Y

n=1 m=1
b o " v
< (%) Zk(n)zzp(n) (Z K(?ﬂ)) Jorp>y>1 (1.6)
n=1 m=1

and

o ) (X, Mim)a(m))?
Z (O o1 Alm))Y

n=1
o " v
< (%) ;A(n)ap(n) (; A(m)) forp>1>y >0. (1.7)

In the same paper [11], Copson obtained the following discrete inequality of Hardy type.

Theorem 1.6 Let {a,}2, be a sequence of nonnegative real numbers. If p > 1, then
00 00 p 00
z(zak) Y ey, 1s)
n=1 \k=n n=1

In 1970, Leindler [23] studied some variants of the discrete Hardy inequality (1.1) and

was able to prove the following.

Theorem 1.7 If {a(n)}2, and {r(n)};2, are sequences of nonnegative real numbers and

p>1,then

[ n p [ 00 p
> ) (Za(m)) <P’y M Pma’(n) (Zm«)) (1.9)
n=1 m=1 n=1

m=n
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and

p

00 00 p 00 n
> am) (Z a(m)) <P’y A Pmat (n) (Z x(m)) : (1.10)
n=1 m=n n=1 m=1

In the same paper [23], Leindler studied the case that the summation Y ., A(m) < 00
on the left-hand side of inequality (1.6) is replaced with the summation Y - (m) < oc.

His result can be written as follows.

Theorem 1.8 Let {a(n)};°, and {A(n)};2, be sequences of nomnegative real numbers

withy o AMm)<oco.lfp>1and0<y <1, then

o A1) (31 Mm)a(m))P
2y

o m))

~ o0 Py
< (%)p;)»(n)ap(n) (;A(m)> . (1.11)

In 1976, Copson [12] gave the continuous versions of inequalities (1.6) and (1.7). Specif-
ically, he established the following result.

Theorem 1.9 Let f and ) be nonnegative continuous functions on [0,00). Then

foo L) [y M) (s) ds)? J
x X
0 (Jo M) ds)r

< (%)ﬁ /Ow A(x)fp(x)(/:)»(s) ds)p_y dx forp>y>1 (1.12)

and

/°° @) ([ M (s)f (s) ds)? J
% X
o (A dsy

< (%)p/:O)»(x)fp(x)(/oxk(s)ds)p_y dx forp>1>y >0. (1.13)

In 1982, Lyon [29] established a reverse version of the discrete Hardy inequality (1.1) for

the special case when p = 2. His result asserts the following.

Theorem 1.10 Let {a,};°, be a nonincreasing sequence of nonnegative real numbers. Then

o0 1 n 2 7'[2 o0

2
(i) =T i i
n=0 k=0 n=0

In 1986, Renaud [33] gave a generalization of Lyon’s inequality (1.14) in the following
form.
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Theorem 1.11 Let {a,}32, be a nonincreasing sequence of nonnegative real numbers. If
p>1,then

00 n p 00
3 nip (Z ak> =) (1.15)
n=1 k=1 n=1

where ¢ (p) is the Riemann zeta function.

The integral analogous of inequality (1.15), which was proved in the same paper [33], is
as follows.

Theorem 1.12 Let f be a nonincreasing nonnegative function on [0,00). If p > 1, then

(o] X P o]
/0 %( /0 f(s)ds) 21% /0 fP(x) dx. (1.16)

Also in [33], Renaud proved the reverse of inequality (1.8) and the integral version of

this reverse inequality. In fact, he proved the following two results.

Theorem 1.13 Let {a,}32, be a nonincreasing sequence of nonnegative real numbers. If

p>1,then
) %) p %)
Z(Z“k) =) ndl (1.17)
n=1 \k=n n=1

Theorem 1.14 Let f be a nonincreasing nonnegative function on [0,00). If p > 1, then

Am<wa(s) ds)pdxz fowxpfp(x) dx. (1.18)

In 1987, Bennett [5], similarly to what Leindler did in Theorem 1.8, proved the following
result.

Theorem 1.15 Let {a(n)};2, and {A(n)}32, be sequences of nonnegative real numbers with

Yo A(m) <oo. If p>y >1,then

- - p 00 -y
Z A(n)((%,::n ’)\L((’:q))‘)’]fm))p < (y"i 1) Zk(n)ap(n) (Z )»(Wl)> . (1.19)
m=n n=1 m=n

n=1

In 1990, the reverses of inequalities (1.9) and (1.10) were shown by Leindler in [24] as
follows.

Theorem 1.16 If {a(n)}2, and {A(n)};°, are sequences of nonnegative real numbers and
0<p<1,then

00 n p 00 00 p
> M) (Za(m)) =p7 )y WP mal(n) (Zm«)) (1.20)
n=1 m=1 n=1

m=n
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and

p

00 00 p 00 n
> am) (Z a(m)) >p Y AP (m)a (n) (Z k(m)) : (1.21)
n=1 m=n n=1 m=1

In 2002, Kaijser et al. [22], using the convex functions, established a generalization of
the integral Hardy inequality (1.2) in the following form.

Theorem 1.17 Iff is a nonnegative function on [0,00) and @ > 0 is a convex increasing
function on [0,00), then

©1 (1 [ © @ (f(x))

The theory of time scales, which has recently received a lot of attention, was initiated
by Stefan Hilger in his PhD thesis [18] in order to unify discrete and continuous analysis
[19]. The general idea is to prove a result for a dynamic equation or a dynamic inequality
where the domain of the unknown function is a so-called time scale T, which is defined
as an arbitrary closed subset of the real numbers R, see [9, 10]. The three most popu-
lar examples of calculus on time scales are differential calculus, difference calculus, and
quantum calculus (see [21]), i.e., when T=R,T=7,and T = q_Z ={q*:z € Z} U {0} where
q > 1. The books on the subject of time scales by Bohner and Peterson [9, 10] summarize
and organize much of time scale calculus. During the past two decades, a number of dy-
namic inequalities have been established by some authors which are motivated by some
applications (see [1, 2, 7, 8, 13, 20, 25-27, 42]).

In 2005, Rehak [32] was a pioneer in extending Hardy-type inequalities to time scales.
He extended the original Hardy inequalities (1.1) and (1.2) to an arbitrary time scale, and
he applied his results to give an application in the oscillation theory of half-linear dynamic
equations, and so, he unified them in one form as shown next.

Theorem 1.18 Let T be a time scale, and f € C,4([a,00)r, [0,00)), A(t) = f;f(s)As for
t € [a, 00)T.

%/ AT(f) \P p O\ [
[ (Ga) ae<(p5) [ rose oo (1.23)

unless f = 0.
Furthermore, if 1(£)/t — 0 as t — oo, then inequality (1.23) is sharp.

In 2008, Ozkan and Yildirim [31] established a new dynamic Hardy-type inequality with
weight functions that can be considered as the time scales extension of inequality (1.22).
Their result is the following theorem.

Theorem 1.19 Assume that f € C,y([a, blr, (¢, d)) and @ is a convex function on (c,d).
Further, let u € C,y([a, b1, R,) such that the delta integral ftb % As exists as a finite
number. Then

> u(t) 1 o0 > b ul)
/a m¢<a<t)—a L/ (S)AS>“5/0 ‘p(f“’)(/t (s—a)(a(s)—a>“>“'
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In 2014, Saker et al. [39] established a generalization of Rehak’s result in the following

form.

Theorem 1.20 Let a € [0, 00)1 and define, for t € [0, 00),

D(t) := /tk(s)g(s)As and A(t):= /tk(s)As.

Ifp>q>1,then

o) D () p poo A°(£))a-1)
/ﬂ A(t)EAUEg;thf(q‘lj 1) / A(t)%g"(t)At. (1.24)

Recently, in 2017, Agarwal et al. [3] gave the time scales version of inequality (1.16) as
follows.

Theorem 1.21 Suppose that T is a time scale such that 0 € T. Further, assume that f is a
nonincreasing nonnegative function on [0,00)t. If p > 1, then

o0 t P o0
/O %(/0 f(s)As) Atzﬁ/o ()AL, (1.25)

After these initial results, many generalizations, extensions, and refinements of a dy-
namic Hardy inequality were made by various authors. For a comprehensive survey
on the dynamic inequalities of Hardy type on time scales, one can refer to the papers
[14, 30, 31, 34—38, 40, 41] and the book [4].

In this article, we state and prove some reverse Hardy-type dynamic inequalities on time
scales. The obtained Hardy-type dynamic inequalities are completely original, and thus,
we get some new integral and discrete inequalities of Hardy type. In addition to that, some
of our results generalize inequality (1.25) and give the time scales version of inequalities
(1.17) and (1.18).

We will need the following important relations between calculus on time scales T and
continuous calculus on R, discrete calculus on Z. Note that:

(i) T =R, then

b b
o) =tu®=0,  FAO=10) f FO)AL- / Fo)de. (1.26)

(if) If T = 7Z, then

b b-1
ot)=t+1, ut)=1,  f)=Af), / fOAE=) f@). (127)

(iii) If T = hZ, then

ot)=t+h, w(t) = h, fA(t):w’

(1.28)

f 70 %th(ht

S
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(iv) If T = 4%, then

cW=qt,  uB=@q-Dr  foo=T0OTO
(g-1)¢
b o201 (1.29)
[ F0se-@-0 3 (e
“ t=logg a

One of the forms of the chain rule on time scales is the following form.

Lemma 1.22 (Chain rule, see [9]) Let g: R — R be a continuous function, g : T — R be a
delta differentiable function on T, and f : R — R be a continuously differentiable function.
Then there is c in the interval [t, o (t)] such that

(f 02)*(®) =f"(g(c))g" (2). (1.30)
The following lemma due to Keller is known as Keller’s chain rule on time scales.

Lemma 1.23 (Chain rule, see [9]) Assume that f : R — R is a continuously differentiable
function and g : T — R is a delta differentiable function. Then

1
(fog)®(t) = { /0 £ (g(®) + hu(t)g™ (©)) dh}gA(t)- (1.31)

Next, we write Fubini’s theorem on time scales.

Lemma 1.24 (Fubini’s thoerem, see [6]) Let f be bounded and A-integrable over R =
[a,b) x [c,d) and suppose that the single integrals

d b
I(t):/f(t,s)As and K(s):/f(t,s)At

exist for each t € [a,b) and for each s € [c,d), respectively. Then the iterated integrals

/ab At/cdf(t,s)As and /;dAs/ubf(t,s)At

exist and the equality

fab At/;df(t,s)As= /CdAs/abf(t,s)At

holds.

Now we are ready to state and prove our main results.

2 Main results
Throughout this section, any time scale T is unbounded above, and we will assume that
the right-hand sides of the inequalities converge if the left-hand sides converge.
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The following result will establish a new weighted dynamic Hardy inequality and, as
special cases of it, we will be able to obtain two original integral and discrete inequalities.
Inequalities (1.17) and (1.18) can be recaptured as special cases of these obtained integral
and discrete inequalities.

Theorem 2.1 Assume that T is a time scale with 0 < a € T. Moreover, suppose that f and
A are nonnegative rd-continuous functions on [a, co)t with f nonincreasing. If p > 1 and
y >0, then

/00 AOLAON f"" Mo (2.1)

(A7 (@) (A7)

where

(1) :/Ook(s)j”(s)As and A(t) = /t)»(s)As.

Proof As f is nonincreasing, we have forx >t >a

F(x,t) = ka(sy’(s)As > f(x) /x)»(s)As.

Then

p-1

FEFP (1) > [ / xx(sms] 7). (2.2)

Applying the chain rule (1.31) and using F2*(x,t) = A(x)f(x) > 0, where A, denotes the
delta derivative with respect to x, we get

1
(Fp(x, t))Ax zpFAx(x, t)/ [hF(cr(x),t) +(1 - h)F(x, t)]p—l dh
0
1
zpPEf ) / [hE@, ) + (1 - h)F(x,0) " dh
0
= pA(x)f (x)FP~ (x, 2). (2.3)

Combining (2.2) with (2.3) gives

p-1

(Fp(x, t))Ax > pi(x) [/xk(s)As] fP(x),

and so (note that x > ¢ > a and hence, because A is nondecreasing, A (x) > A°(£) > 0)

ME)(EP(x,8) 2 pr@A) [ [* p-l LA [* p-1
Aoy C Ay [/ MS)AS} / ”"”ZWU ”S)AS} @)

Integrating both sides with respect to x over [t, c0)T gives

AMODPP(2) [ ME)(FP(x, 1) © MOM) [ [ p_lp
(A () __/; (A° () Aprﬁ (A% (x))7 |:/t‘ )‘(S)AS] f (%) Ax.

Page 8 of 18
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Integrating both sides again, but this time with respect to ¢ over [a, co)t, produces

AMB)PP(2) Of £ Al [ [* p-1
[ ez [ Gee [ o] rwalae e

Using Fubini’s theorem on time scales, inequality (2.4) can be rewritten as

00 )\,(t)@p(t) o0 i - X x p-1
/a szp/a A(x) (A7 (x)) f”(x)[/ﬂ )»(t)|:/t A(s)As] At]Ax. (2.5)

Now, from the chain rule (1.30), there exists ¢ € [£,0(£)] such that (here A; denotes the
delta derivative with respect to £)

x p A x p-1 x p-1
—|:</ A(s)As) i| :p)\(t)|:/ A(S)As:| §pk(t)|:/ )\(S)Asi| . (2.6)

Substituting (2.6) into (2.5) leads to

% A(B)DP(2) %0 o () 7 [ _[( x )F]At }
/ﬂ a0y AtZ/ﬂ A(x)(A7 () f(x)/u /tx(s)As At|Ax

[ Mx) AP (x)fP (x)
‘/a Ay

This shows the validity of inequality (2.1). O

Corollary 2.2 [n Theorem 2.1, if we take A(t) = 1 and y = 0, then inequality (2.1) reduces

to
/aw</t.oof(s)As)pAtz /aoot”f”(t)At,

which is the time scales version of inequalities (1.17) and (1.18).

Corollary 2.3 IfT = R in Theorem 2.1, then, using relations (1.26), inequality (2.1) reduces
to

[e¢] )\’ qu ¢}
‘/a (Z)yi(t)(t)dtz/u M) APV (2)fP (¢) dt,

where
D(t) = /ook(s)]‘(s) ds and A(t)= /tk(s) ds.

Remark 2.4 In Corollary 2.3, if we take A(f) = 1, a = 1, and y = 0, then we recapture in-
equality (1.18).

Corollary 2.5 If T = hZ in Theorem 2.1, then, using relations (1.28), inequality (2.1) re-
duces to

BB (ht)  n (e AP () ()
Z; R Z o Ak

h T h
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where

AMhs)f(hs) and A(t) =

I M 2
S‘I& M N

Corollary 2.6 For T = Z, we simply take h = 1 in Corollary 2.5. In this case, inequality
(2.1) reduces to

— A(E)P o A(E) AP ()P (2)
Xa: V(t+1 ; Ar(t+1)
where
t-1
D(t) = Z,\(s)f(s and A(t)_ZA(s)

Remark 2.7 In Corollary 2.6, if we take A(¢) =1, 2 = 1, and y = 0, then we recapture in-
equality (1.17).

Corollary 2.8 IfT = q_Z in Theorem 2.1, then, using relations (1.29), inequality (2.1) re-

duces to
—  q'r q' (@")f?(q")
%g:a) Ay(qt+1 %g:a) Ay(qt+1) ’
where
00 (logqt)—l
ot)=(q-1) Y ¢ME)f(q) and AQ)=(q-1) Y gMq)
s=(logqt) s=(logqa)

Now, it seems interesting to study inequality (2.1) in the case of the integral f; A(s)As
on the left-hand side being replaced by the integral ftoo A(s)As. In fact, that is what we are
going to do in the next theorem.

Theorem 2.9 Let T be a time scale with 0 < a € T. Furthermore, let f and A be nonnegative
rd-continuous functions on [a, 00)t with f nonincreasing. If p > 1 and y > 1, then

/m MOPPD) P

20 e /a APV ()fP(t)At, (2.7)

where
D(t) = fmk(syf(s)As and $2(t) = /OOA(S)AS.

Proof Since f is nonincreasing, we have for t > x > a

D (x) = / AS)f () As < f(x)82(x).
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So,
F@) @ (x) < 2P () (x). (2.8)
By utilizing the chain rule (1.31) and using @ (x) = —A(x)f (x) < 0, we get
1
(cb"(x))A :pcDA(x)/ [h(D"(x) +(1- l/z)qﬁ(x)]p_1 dh
0
1
> —pr(x)f (x) f [h () + (1 - WD) di
0
= —pA(R)f () D7 (x). (2.9)
From (2.8) and (2.9) we get
(@7(0)" = —pr() 20~ (1) ().

Thus,

A() (PP (%)™ - —pA(O)M(x) 2P ()P (x)
Qre) Q7 () '

Therefore, upon integrating both sides with respect to x over [a, f],

MOIPP() — DP(@)] [ MO(D () O QP (@) (x)
20 ‘/a ary P / RO

Since ®P(t) > ®P(t) — @?(a), we have

A DP (D) E MO QP (@) ()
270 2‘/a RO

Then, by integrating both sides with respect to ¢ over [a, c0)t, we get

“AH)Pr() T L (E)A(x) 2771 (x)FP (x)
/ﬂ 270 At > —P/a |:/a 270 Ax] At. (2.10)

With the help of Fubini’s theorem on time scales, inequality (2.10) can be rewritten as

/°° AB)PP(t)

0 At zp/aoc A(%) 277 (x)fP (x) [/xoo —A(t).Q‘V(t)At} Ax. (2.11)

Now, from the chain rule (1.30), there exists ¢ € (¢, o (£)] with
~(270)" = ~(y - DAOR27 () < ~(y - DAOR27 (0. (2.12)

Combining (2.12) and (2.11) yields

©A()DP(t) 00 . 00 )
/; Q7(t) Atz y‘il/; M(x) 2P 1(x)fp(x)[/x —(.Ql y(t))AAt]Ax

Page 11 0f 18
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- L awerr @ emas
Y- a
from which inequality (2.7) follows. 0

Corollary 2.10 IfT = R in Theorem 2.9, then, using relations (1.26), inequality (2.7) boils
down to

/°° MOPPW) P

2110 z2 o~ 1/a A QP77 ()P (¢) dt,

where
D(t) = /Ook(s)f(s) ds and £2(t) = /00 A(s) ds.

Corollary 2.11 IfT = hZ in Theorem 2.9, then, using relations (1.28), inequality (2.7) boils
down to

s M S;)yq()ht()ht) > y’f =Y 127 (e i),

h h

where

() =h) Ahs)f(hs) and $2(t)=h

s

M

M(hs).

s=

T~
T~

Corollary 2.12 For T = Z, we simply take h = 1 in Corollary 2.11. In this case, inequality
(2.7) boils down to

SAOPP(E)  p
Lo Zy-12

t=a

where

() =) Ms)f(s) and £(t)=) As).

s=t s=t

Corollary 2.13 IfT = ¢” in Theorem 2.9, then, using relations (1.29), inequality (2.7) boils

down to
i q'rMq" )PP (q") p - (A OPY (AN FP (4t
tz(]%:ﬂ) i) zy_ltzgg:ﬂ)qk(q)f? (a')f"(a"),
q q
where

oW)=(q-1) Y ¢ML)(¢) and 2®)=(q-1) Y Trq).

s=(logq t) s=(logq t)
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The following theorem gives a generalization of Theorem 1.21.

Theorem 2.14 Suppose that T is a time scale with 0 < a € T. Moreover, assume that f and
A are nonnegative rd-continuous functions on [a, co)t with f nonincreasing. If p > 1 and
y > 1, then

[y, »

0 e /a AR AP ()fP (D) AL, (2.13)

where
(&) =/t)\(s)f(s)As and A(t) = /tk(s)As.

Proof Asf is nonincreasing, we have for x > a

Wix) - f M () As = £(2) / A(5)As = £(x) A,
then
F@WP™(x) > f7 (%) AP (). (2.14)

Using the chain rule (1.31) and the fact that ¥ (x) = A(x)f (x) > 0, we get

(V7 @)* =p¥* ) / [ (0 0) + (L= ] dn
0

1
Zp)»(x)f(x)/o [hW(x) +(1- h)lI/(x)]p_l dh

= pAX)f ()P (x). (2.15)
Combining (2.14) with (2.15) gives
(#7()" = pr() AP ()f (),

and thus

M) (WP (x))A - PAE)A(x) AP (x)fP (%)
AY(@) T A7 (p) ’

Therefore,

MOWP(E) [ MO () O AP L) ()
A7) '/a A0 szp/a a0 ax

)

and hence

* AP [ [ MOME) AP () (x)
/; A0 At Zp/{; |:/a A0 Ax:|At. (2.16)
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By making use of Fubini’s theorem on time scales, inequality (2.16) can be rewritten as

At zp/oo A(x)Ap_l(x)J‘P(x)l:/oo)\(t)A_V(t)Atj| Ax. (2.17)

/N MOWP (1)
a A7)

From the chain rule (1.30), there is ¢ € [£, 0 (¢)] such that
(A (t))A =(1-y)A7 (A% (D) = A -y)A(BO AT (2). (2.18)

Substituting (2.18) into (2.17) gives

CA)WPP(E) e 5 o0 )
/a e 11—9)//“ Mo 47 l(x)fp(x)[/x (4’ V(t))AAt]Ax

- Ll (%) AP (X)fP (%) Ax.
Y- a
This completes the proof. O

Remark 2.15 In Theorem 2.14, if we take A(¢) = 1, a = 0, and p = y, then we recapture
Theorem 1.21.

Corollary 2.16 If T = R in Theorem 2.14, then, using relation (1.26), inequality (2.13)

reduces to

/°° MOWP®) p

Av@) T y-1 /a MO AP (Of (8) dt,

where
w(t) :/tk(s)j”(s) ds and A(t)= /tk(s) ds.

Corollary 2.17 If T = hZ in Theorem 2.14, then, using relations (1.28), inequality (2.13)

reduces to

Y 2y LA

where

-1

i~

-1
W(t)=hYy Mhs)f(hs) and A(t)=h

s

[

A(hs).

L
h

s=

=
S

Corollary 2.18 For T = Z, we simply take h = 1 in Corollary 2.17. In this case, inequality
(2.13) reduces to

oo p oo
S L a0 ),

t=a
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where

t)-ZA f(s) and At Zk

s=a

Corollary 2.19 If T = q_Z in Theorem 2.14, then, using relations (1.29), inequality (2.13)

reduces to
o0 t)\’ ) o0 ;
Z"M > L3 gua) 4 (@ ()
lqu q Y t:(logqa)
where
(logq -1 (logq t)-1
v(@)=(q-1) Y, M) (g) and AQ)=@g-1 Y aMq)
s:(logq a) s:(logq a)

Next, we will study inequality (2.13) in the case of the integral f; A(s)As on the left-hand
side being replaced by the integral [ A(s)As.

Theorem 2.20 Let T be a time scale with 0 < a € T. Furthermore, assume that f and
A are nonnegative rd-continuous functions on [a, co)t with f nonincreasing. If p > 1 and
0<y<l,then

[,

oo o ~
(2°(t)) _1—)//,1 MOAT ()27 (OfP ()AL, (2.19)

where
v(t) = /tk(s)f(s)As, A(t) = /tk(s)As and $2(t) = /OOA(S)AS.

Proof Since f is nonincreasing, we have for x > a

W) - f (5)(5)As = f(x) / $As = () A(
then
FE)WP T (x) = f2(x) AP (x). (2.20)

Employing the chain rule (1.31) and using ¥ 2 (x) = A(x)f (x) > 0, we get

(0)* =pw) [ (o 0) + (- an

0
1
> pA)f () /O [0 () + (1w W]

= pAX)f (x) WP (x). (2.21)
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Combining (2.20) with (2.21) leads to
(U7 (x)" = pr(x) AP ()f? (3),

and so

MOWPE)S  prOME) AP (@) (x)
(Lo@)y  ~ (827(2))

Thus,

AMO)WP(e) /f AP ()" Ax> /t AE)A(x) AP (x) N

]

@y |, @y @)
and hence
© OWP(?) ST 6 AWM AP ()P (6)
/a @ @y P / U @ ) M}At' (222

Employing Fubini’s theorem on time scales, inequality (2.22) can be rewritten as

/00 AOWP(E)

(2°(0) At Zp/ﬂ )»(x)AP—l(x)f”(x)[/x A(t)(Q”(t))_VAt] Ax. (2.23)

Now, from the chain rule (1.30), there exists ¢ € ¢, o ()] such that
(91_"(t))A =(1-y)27()2%@) = (v - DA@®)(2°(2)) . (2.24)

Substituting (2.24) into (2.23) yields

/‘” MOWPD) P / wx(x)A”‘l(pr(x)[ / W(Q“V(ﬂ)AAt} Ax

(Qa(t))y _V_l a x

__r wx(xw 1921 ()f () A,
I-y

which is our desired inequality (2.19). O

Corollary 2.21 If T = R in Theorem 2.20, then, using relations (1.26), inequality (2.19)
boils down to

N (A1124(7) p 00 9 ~
/a 27(0) dtzl—y/a M APTH)QTT ()P (1) dt,

where
v(t) = /tk(s)f(s) ds, A(t) = /tk(s) ds and £2(t)= /Ook(s) ds.

Corollary 2.22 If T = hZ in Theorem 2.20, then, using relations (1.28), inequality (2.19)
boils down to

Z A(ht)le(ht p
— 27 (ht + h)

“h

Zx ht) AP~ (ht) 2 (he)f? (ht),
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where

——1
Ahs)f (hs),  A(t) = hZA(hs) and (t) = hZA(hs)

S_E S_h

:‘IN
R‘\&

Corollary 2.23 For T = Z, we simply take h = 1 in Corollary 2.22. In this case, inequality
(2.19) boils down to

o~ MOPP(E)
Z

l 1-
.QV(t+1)_1— ZWAP e @)

where

t-1 t-1
v =Y M), AWD)= Zx(s) and Q(t)—ZA(s

s=a

Corollary 2.24 IfT = q_Z in Theorem 2.20, then, using relations (1.29), inequality (2.19)

boils down to

s t}\ tlI,p t 00
> AT L @ @)

=(logg @) t=(logg a)
where
(logq t)-1 (logq t)-1
v =(q-1) Y MO (@)  A®=@q-1) > ¢rq) and
s=(logqa) s=(logqu)

W =@q-1 > grMq)

s:(logq t)

3 Conclusion

In the present article, by making use of the time scales version of Fubini’s theorem and
the chain rule, we have successfully obtained some new reverse dynamic Hardy-type in-
equalities. The obtained inequalities generalize some dynamic inequalities known in the
literature. In order to illustrate the theorems for each type of inequality applied to various
time scales such as R, hZ, q_Z, and Z as a sub case of 4Z. Possible future work includes
studying different generalizations and variants of the dynamic Hardy inequality using the

results presented in this article.
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