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#### Abstract

In this paper, we will prove some new dynamic inequalities of Hardy-type on time scales. Some of the integral and difference inequalities that will be derived from our results in the continuous and discrete cases are original. The main results will be proved by using the dynamic Hölder inequality, integration by parts formula on time scales, and Keller's chain rule on time scales. We will apply the main results to the continuous calculus, discrete calculus, and $q$-calculus as special cases.
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## 1 Introduction

In 1920, Hardy [13] established the following renowned discrete inequality.

Theorem 1.1 If $\{a(n)\}_{n=0}^{\infty}$ is a nonnegative real sequence and $p>1$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(\frac{1}{n} \sum_{m=1}^{n} a(m)\right)^{p} \leq\left(\frac{p}{p-1}\right)^{p} \sum_{n=1}^{\infty} a^{p}(n) \tag{1.1}
\end{equation*}
$$

Hardy discovered this inequality while attempting to sketch an easier proof of Hilbert's inequality for double series which was known at that time.

In 1925, using the calculus of variations, Hardy himself in [7] gave the integral analogue of inequality (1.1) as follows:

Theorem 1.2 Iff is a nonnegative continuous function on $[0, \infty)$ and $p>1$, then

$$
\begin{equation*}
\int_{0}^{\infty}\left(\frac{1}{x} \int_{0}^{x} f(s) d s\right)^{p} d x \leq\left(\frac{p}{p-1}\right)^{p} \int_{0}^{\infty} f^{p}(x) d x . \tag{1.2}
\end{equation*}
$$

In 1927, Littlewood and Hardy [25] extended inequality (1.1) and obtained the following discrete inequalities.

Theorem 1.3 Let $\{a(n)\}_{n=0}^{\infty}$ be a sequence of nonnegative real numbers.

[^0](i) If $p>1$ and $\alpha>1$, then
\[

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n^{\alpha}}\left(\sum_{m=1}^{n} a(m)\right)^{p} \leq C(p, \alpha) \sum_{n=1}^{\infty} \frac{1}{n^{\alpha-p}} a^{p}(n) \tag{1.3}
\end{equation*}
$$

\]

(ii) If $p>1$ and $\alpha<1$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n^{\alpha}}\left(\sum_{m=n}^{\infty} a(m)\right)^{p} \leq C(p, \alpha) \sum_{n=1}^{\infty} \frac{1}{n^{\alpha-p}} a^{p}(n) \tag{1.4}
\end{equation*}
$$

where $C(p, \alpha)$ in inequalities (1.3) and (1.4) is a nonnegative constant that depends on $p$ and $\alpha$.

In the same paper [25], the authors proved the following sharp inequality of Hardy-type.
Theorem 1.4 Iff is a nonnegative continuous function on $[0, \infty)$ and $p>1$, then

$$
\int_{0}^{\infty}\left(\frac{1}{x} \int_{x}^{\infty} f(s) d s\right)^{p} d x \leq p^{p} \int_{0}^{\infty} f^{p}(x) d x
$$

which by a trivial transformation can be rewritten as

$$
\begin{equation*}
\int_{0}^{\infty}\left(\int_{x}^{\infty} f(s) d s\right)^{p} d x \leq p^{p} \int_{0}^{\infty} x^{p} f^{p}(x) d x \tag{1.5}
\end{equation*}
$$

In 1928, Hardy [15] established the continuous versions of inequalities (1.3) and (1.4) as follows:

Theorem 1.5 Letf be a nonnegative continuous function on $[0, \infty)$.
(i) If $p>1$ and $\alpha>1$, then

$$
\begin{equation*}
\int_{0}^{\infty} \frac{1}{x^{\alpha}}\left(\int_{0}^{x} f(s) d s\right)^{p} d x \leq\left(\frac{p}{\alpha-1}\right)^{p} \int_{0}^{\infty} \frac{1}{x^{\alpha-p}} f^{p}(x) d x \tag{1.6}
\end{equation*}
$$

(ii) If $p>1$ and $\alpha<1$, then

$$
\begin{equation*}
\int_{0}^{\infty} \frac{1}{x^{\alpha}}\left(\int_{x}^{\infty} f(s) d s\right)^{p} d x \leq\left(\frac{p}{1-\alpha}\right)^{p} \int_{0}^{\infty} \frac{1}{x^{\alpha-p}} f^{p}(x) d x \tag{1.7}
\end{equation*}
$$

In the same year, Copson [11] generalized the discrete Hardy inequality (1.1) and obtained the next two discrete inequalities.

Theorem 1.6 Let $\{a(n)\}_{n=1}^{\infty}$ and $\{g(n)\}_{n=1}^{\infty}$ be sequences of nonnegative real numbers. Then

$$
\begin{align*}
& \sum_{n=1}^{\infty} \frac{g(n)\left(\sum_{m=1}^{n} g(m) a(m)\right)^{p}}{\left(\sum_{m=1}^{n} g(m)\right)^{\alpha}} \leq\left(\frac{p}{\alpha-1}\right)^{p} \sum_{n=1}^{\infty} g(n) a^{p}(n)\left(\sum_{m=1}^{n} g(m)\right)^{p-\alpha} \\
& \quad \text { for } p \geq \alpha>1 \tag{1.8}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{n=1}^{\infty} \frac{g(n)\left(\sum_{m=n}^{\infty} g(m) a(m)\right)^{p}}{\left(\sum_{m=1}^{n} g(m)\right)^{\alpha}} \leq\left(\frac{p}{1-\alpha}\right)^{p} \sum_{n=1}^{\infty} g(n) a^{p}(n)\left(\sum_{m=1}^{n} g(m)\right)^{p-\alpha}, \\
& \quad \text { for } p>1>\alpha \geq 0 . \tag{1.9}
\end{align*}
$$

In 1970, Leindler [22] studied the case that the sum $\sum_{n=1}^{\infty} g(m)<\infty$ on the left-hand side of inequality (1.8) is replaced with the sum $\sum_{m=n}^{\infty} g(m)<\infty$. His result can be written as:

Theorem 1.7 Let $\{a(n)\}_{n=1}^{\infty}$ and $\{g(n)\}_{n=1}^{\infty}$ be sequences of nonnegative real numbers with $\sum_{m=n}^{\infty} g(m)<\infty$. If $p>1>\alpha \geq 0$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{g(n)\left(\sum_{m=1}^{n} g(m) a(m)\right)^{p}}{\left(\sum_{m=n}^{\infty} g(m)\right)^{\alpha}} \leq\left(\frac{p}{1-\alpha}\right)^{p} \sum_{n=1}^{\infty} g(n) a^{p}(n)\left(\sum_{m=n}^{\infty} g(m)\right)^{p-\alpha} . \tag{1.10}
\end{equation*}
$$

In 1976, Copson [12] gave the continuous versions of inequalities (1.8) and (1.9). Specifically, he established the following result.

Theorem 1.8 Letf and $g$ be nonnegative continuous functions on $[0, \infty)$. Then

$$
\begin{align*}
& \int_{0}^{\infty} \frac{g(x)\left(\int_{0}^{x} g(s) f(s) d s\right)^{p}}{\left(\int_{0}^{x} g(s) d s\right)^{\alpha}} d x \leq\left(\frac{p}{\alpha-1}\right)^{p} \int_{0}^{\infty} g(x) f^{p}(x)\left(\int_{0}^{x} g(s) d s\right)^{p-\alpha} d x \\
& \quad \text { for } p \geq \alpha>1 \tag{1.11}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{0}^{\infty} \frac{g(x)\left(\int_{x}^{\infty} g(s) f(s) d s\right)^{p}}{\left(\int_{0}^{x} g(s) d s\right)^{\alpha}} d x \leq\left(\frac{p}{1-\alpha}\right)^{p} \int_{0}^{\infty} g(x) f^{p}(x)\left(\int_{0}^{x} g(s) d s\right)^{p-\alpha} d x \\
& \quad \text { for } p>1>\alpha \geq 0 \tag{1.12}
\end{align*}
$$

In 1987, Bennett [5], similarly to what Leindler did in Theorem 1.7, proved the following result.

Theorem 1.9 Let $\{a(n)\}_{n=1}^{\infty}$ and $\{g(n)\}_{n=1}^{\infty}$ be sequences of nonnegative real numbers with $\sum_{m=n}^{\infty} g(m)<\infty$. If $p \geq \alpha>1$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{g(n)\left(\sum_{m=n}^{\infty} g(m) a(m)\right)^{p}}{\left(\sum_{m=n}^{\infty} g(m)\right)^{\alpha}} \leq\left(\frac{p}{\alpha-1}\right)^{p} \sum_{n=1}^{\infty} g(n) a^{p}(n)\left(\sum_{m=n}^{\infty} g(m)\right)^{p-\alpha} . \tag{1.13}
\end{equation*}
$$

The study of Hardy-type inequalities attracted and still attracts the attention of many researchers. Over several decades many generalizations, extensions, and refinements have been made to the above inequalities; we refer the interested reader to the papers $[3-7,11$, $14,15,17,22$ ], the books $[16,20,21,26]$ and the references cited therein.
The theory of time scales, which has recently received a lot of attention, was initiated by Stefan Hilger in his PhD thesis in order to unify discrete and continuous analysis [18]. The general idea is to prove a result for a dynamic equation or a dynamic inequality where
the domain of the unknown function is a so-called time scale $\mathbb{T}$, which may be an arbitrary closed subset of the real numbers $\mathbb{R}$, see $[8,10]$. The three most popular examples of calculus on time scales are differential calculus, difference calculus, and quantum calculus (see [19]), i.e., when $\mathbb{T}=\mathbb{R}, \mathbb{T}=\mathbb{Z}$, and $\mathbb{T}=\overline{q^{\mathbb{Z}}}=\left\{q^{z}: z \in \mathbb{Z}\right\} \cup\{0\}$ where $q>1$. The book on the subject of time scales by Bohner and Peterson [9] summarizes and organizes much of time scales calculus. During the past decade, a number of dynamic inequalities have been established by some authors who were motivated by some applications, for example, when studying the behavior of solutions of certain class of dynamic equations on a time scale $\mathbb{T}$, see $[2,9,23,24]$ and the references cited therein.
In 2005, Řehák [27] was the first in extending Hardy-type inequalities to time scales. In particular, he generalized inequalities (1.1) and (1.2) to an arbitrary time scale and applied his results in the oscillation theory of half-linear dynamic equations, in doing so, he unified them in one form as shown next.

Theorem 1.10 Let $\mathbb{T}$ be a time scale, and $f \in C_{r d}\left([a, \infty)_{\mathbb{T}},[0, \infty)\right)$. If $p>1$, then

$$
\begin{equation*}
\int_{a}^{\infty}\left(\frac{\int_{a}^{\sigma(t)} f(s) \Delta s}{\sigma(t)-a}\right)^{p} \Delta t<\left(\frac{p}{p-1}\right)^{p} \int_{a}^{\infty} f^{p}(t) \Delta t \tag{1.14}
\end{equation*}
$$

unless $f \equiv 0$.
Furthermore, if $\mu(t) / t \rightarrow 0$ as $t \rightarrow \infty$, then inequality (1.14) is sharp.

In 2014, Saker et al. [28] proved the following four dynamic inequalities of Hardy-type.

Theorem 1.11 Let $\mathbb{T}$ be a time scale with $a \in[0, \infty)_{\mathbb{T}}$. In addition, letf and $g$ be nonnegative $r d$-continuous functions on $[a, \infty)_{\mathbb{T}}$.
(i) If $p \geq \alpha>1$, then

$$
\begin{align*}
& \int_{a}^{\infty} \frac{g(t)\left(\int_{a}^{\sigma(t)} g(s) f(s) \Delta s\right)^{p}}{\left(\int_{a}^{\sigma(t)} g(s) \Delta s\right)^{\alpha}} \Delta t \\
& \quad \leq\left(\frac{p}{\alpha-1}\right)^{p} \int_{a}^{\infty} \frac{g(t) f^{p}(t)\left(\int_{a}^{\sigma(t)} g(s) \Delta s\right)^{\alpha(p-1)}}{\left(\int_{a}^{t} g(s) \Delta s\right)^{p(\alpha-1)}} \Delta t \tag{1.15}
\end{align*}
$$

(ii) If $p>1>\alpha \geq 0$, then

$$
\begin{align*}
& \int_{a}^{\infty} \frac{g(t)\left(\int_{t}^{\infty} g(s) f(s) \Delta s\right)^{p}}{\left(\int_{a}^{\sigma(t)} g(s) \Delta s\right)^{\alpha}} \Delta t \\
& \quad \leq\left(\frac{p}{1-\alpha}\right)^{p} \int_{a}^{\infty} g(t) f^{p}(t)\left(\int_{a}^{\sigma(t)} g(s) \Delta s\right)^{p-\alpha} \Delta t \tag{1.16}
\end{align*}
$$

(iii) If $p>1>\alpha \geq 0$, then

$$
\begin{align*}
& \int_{a}^{\infty} \frac{g(t)\left(\int_{a}^{\sigma(t)} g(s) f(s) \Delta s\right)^{p}}{\left(\int_{t}^{\infty} g(s) \Delta s\right)^{\alpha}} \Delta t \\
& \quad \leq\left(\frac{p}{1-\alpha}\right)^{p} \int_{a}^{\infty} g(t) f^{p}(t)\left(\int_{t}^{\infty} g(s) \Delta s\right)^{p-\alpha} \Delta t \tag{1.17}
\end{align*}
$$

(iv) If $p \geq \alpha>1$, then

$$
\begin{align*}
& \int_{a}^{\infty} \frac{g(t)\left(\int_{t}^{\infty} g(s) f(s) \Delta s\right)^{p}}{\left(\int_{t}^{\infty} g(s) \Delta s\right)^{\alpha}} \Delta t \\
& \quad \leq\left(\frac{p}{\alpha-1}\right)^{p} \int_{a}^{\infty} g(t) f^{p}(t)\left(\int_{t}^{\infty} g(s) \Delta s\right)^{p-\alpha} \Delta t \tag{1.18}
\end{align*}
$$

Note that inequality (1.15) unifies inequalities (1.8) and (1.11) in one form by giving their time scales version. Similarly, inequality (1.16) gives the time scales version of inequalities (1.9) and (1.12), inequality (1.17) gives the time scales version of (1.10), and (1.18) gives the time scales version of inequality (1.13).
In this paper, we will establish some original dynamic inequalities of Hardy-type on time scales which may be considered as generalizations of inequalities (1.15), (1.16), (1.17), and (1.18). The obtained results will extend some known Hardy-type integral inequalities, unify and extend some continuous inequalities and their corresponding discrete analogues. The paper is arranged as follows: In Sect. 2, some basic concepts of the calculus on time scales and useful lemmas are introduced. In Sect. 3, we state and prove the main results. Section 4 concludes the manuscript.

## 2 Preliminaries and lemmas on time scales

A time scale $\mathbb{T}$ is an arbitrary nonempty closed subset of the real numbers. We assume throughout that $\mathbb{T}$ has the topology that it inherits from the standard topology on the real numbers $\mathbb{R}$. We define the forward jump operator $\sigma: \mathbb{T} \rightarrow \mathbb{T}$ by

$$
\sigma(t):=\inf \{s \in \mathbb{T}: s>t\}, \quad t \in \mathbb{T}
$$

In the previous definition, we set $\inf \emptyset=\sup \mathbb{T}$ (i.e., if $t$ is the maximum of $\mathbb{T}$, then $\sigma(t)=$ $t$ ), where $\emptyset$ is the empty set.

Let $f: \mathbb{T} \rightarrow \mathbb{R}$ be a real-valued function on a time scale $\mathbb{T}$. Then, for $t \in \mathbb{T}^{\kappa}$, we define $f^{\Delta}(t)$ to be the number (if it exists) with the property that given any $\varepsilon>0$ there is a neighborhood $U$ of $t$ such that, for all $s \in U$, we have

$$
\left|[f(\sigma(t))-f(s)]-f^{\Delta}(t)[\sigma(t)-s]\right| \leq \varepsilon|\sigma(t)-s|
$$

In this case, we say that $f$ is delta differentiable on $\mathbb{T}^{\kappa}$ provided $f^{\Delta}(t)$ exists for all $t \in \mathbb{T}^{\kappa}$. If $f$ and $g$ are two delta differentiable functions, then the product rule for the derivative of $f g$ is given as follows:

$$
\begin{equation*}
(f g)^{\Delta}(t)=f^{\Delta}(t) g(t)+f(\sigma(t)) g^{\Delta}(t)=f(t) g^{\Delta}(t)+f^{\Delta}(t) g(\sigma(t)) . \tag{2.1}
\end{equation*}
$$

The formula for the delta integration by parts on time scales can be written as

$$
\begin{equation*}
\int_{a}^{b} u(t) z^{\Delta}(t) \Delta t=[u(t) z(t)]_{a}^{b}-\int_{a}^{b} u^{\Delta}(t) z^{\sigma}(t) \Delta t \tag{2.2}
\end{equation*}
$$

We will frequently use the following important relations.
(i) If $\mathbb{T}=\mathbb{R}$, then

$$
\begin{equation*}
\sigma(t)=t, \quad f^{\Delta}(t)=f^{\prime}(t), \quad \int_{a}^{b} f(t) \Delta t=\int_{a}^{b} f(t) d t \tag{2.3}
\end{equation*}
$$

(ii) If $\mathbb{T}=\mathbb{Z}$, then

$$
\begin{equation*}
\sigma(t)=t+1, \quad f^{\Delta}(t)=\Delta f(t), \quad \int_{a}^{b} f(t) \Delta t=\sum_{t=a}^{b-1} f(t) \tag{2.4}
\end{equation*}
$$

(iii) If $\mathbb{T}=h \mathbb{Z}$, then

$$
\begin{equation*}
\sigma(t)=t+h, \quad f^{\Delta}(t)=\frac{f(t+h)-f(t)}{h}, \quad \int_{a}^{b} f(t) \Delta t=\sum_{t=\frac{a}{h}}^{\frac{b}{h}-1} h f(h t) . \tag{2.5}
\end{equation*}
$$

(iv) If $\mathbb{T}=\overline{q^{\mathbb{Z}}}$, then

$$
\begin{gather*}
\sigma(t)=q t, \quad f^{\Delta}(t)=\frac{f(q t)-f(t)}{(q-1) t}, \\
\int_{a}^{b} f(t) \Delta t=(q-1) \sum_{t=\log _{q} a}^{\left(\log _{q} b\right)-1} q^{t} f\left(q^{t}\right) . \tag{2.6}
\end{gather*}
$$

Lemma 2.1 (Chain Rule on Time Scales, see [9]) Assume $g: \mathbb{R} \rightarrow \mathbb{R}$, is continuousfunction $g: \mathbb{T} \rightarrow \mathbb{R}$ is delta differentiable on $\mathbb{T}^{\kappa}$, and $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuously differentiable. Then there exists $c \in[t, \sigma(t)]$ with

$$
\begin{equation*}
(f \circ g)^{\Delta}(t)=f^{\prime}(g(c)) g^{\Delta}(t) \tag{2.7}
\end{equation*}
$$

Lemma 2.2 (Dynamic Hölder Inequality, see [1]) Let $a, b \in \mathbb{T}$ and $f, g \in C_{r d}\left([a, b]_{\mathbb{T}}\right.$, $[0, \infty)$ ). If $p, q>1$ with $1 / p+1 / q=1$, then

$$
\begin{equation*}
\int_{a}^{b} f(t) g(t) \Delta t \leq\left(\int_{a}^{b} f^{p}(t) \Delta t\right)^{1 / p}\left(g^{q}(t) \Delta t\right)^{1 / q} \tag{2.8}
\end{equation*}
$$

## 3 Main results

Theorem 3.1 Let $\mathbb{T}$ be a time scale with $a \in[0, \infty)_{\mathbb{T}}$. In addition, let $f, g, k, r, w, v$ be nonnegative $r d$-continuous functions on $[a, \infty)_{\mathbb{T}}$ such that $k$ is nonincreasing. Further, assume there exist $\theta, \beta \geq 0$ such that $\frac{w^{\Delta}(t)}{w(t)} \leq \theta\left(\frac{G^{\Delta}(t)}{G^{\sigma}(t)}\right)$ and $\frac{v^{\Delta}(t)}{v^{\sigma}(t)} \leq \beta\left(\frac{K^{\Delta}(t)}{K(t)}\right)$, where

$$
G(t)=\int_{a}^{t} g(s) \Delta s \quad \text { with } G(\infty)=\infty \quad \text { and } \quad K(t)=\int_{a}^{t} r(s) f(s) \Delta s, \quad t \in[a, \infty)_{\mathbb{T}} .
$$

If $p \geq 1$ and $\alpha>\theta+1$, then

$$
\begin{align*}
& \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha}\left(K^{\sigma}(t)\right)^{p} \Delta t \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \int_{a}^{\infty} \frac{k^{\sigma}(t) v^{\sigma}(t) w(t) r^{p}(t) f^{p}(t)\left(G^{\sigma}(t)\right)^{\alpha(p-1)}}{g^{p-1}(t) G^{p(\alpha-1)}(t)} \Delta t . \tag{3.1}
\end{align*}
$$

Proof Using integration by parts formula on time scales (2.2) with

$$
u^{\Delta}(t)=w(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha} \quad \text { and } \quad z^{\sigma}(t)=k^{\sigma}(t) v^{\sigma}(t)\left(K^{\sigma}(t)\right)^{p}
$$

we have

$$
\begin{align*}
& \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha}\left(K^{\sigma}(t)\right)^{p} \Delta t \\
& \quad=\left[u(t) k(t) v(t) K^{p}(t)\right]_{a}^{\infty}+\int_{a}^{\infty}(-u(t))\left(k(t) v(t) K^{p}(t)\right)^{\Delta} \Delta t, \tag{3.2}
\end{align*}
$$

where we assumed that

$$
u(t)=-\int_{t}^{\infty} w(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha} \Delta s
$$

Using the chain rule on time scales (2.7), the product rule (2.1), and the hypothesis $\frac{w^{\Delta}(t)}{w(t)} \leq$ $\theta\left(\frac{G^{\Delta}(t)}{G^{\sigma}(t)}\right)$, we see that there is $c \in[s, \sigma(s)]$ such that

$$
\begin{aligned}
\left(w(s) G^{1-\alpha}(s)\right)^{\Delta} & =w^{\Delta}(s)\left(G^{\sigma}(s)\right)^{1-\alpha}+w(s)\left(G^{1-\alpha}(s)\right)^{\Delta} \\
& \leq \theta w(s) G^{\Delta}(s)\left(G^{\sigma}(s)\right)^{-\alpha}+(1-\alpha) w(s) G^{-\alpha}(c) G^{\Delta}(s)
\end{aligned}
$$

Since $G^{\Delta}(s)=g(s) \geq 0, c \leq \sigma(s)$ and $\alpha>1$, we get

$$
\begin{aligned}
\left(w(s) G^{1-\alpha}(s)\right)^{\Delta} & \leq \theta w(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha}+(1-\alpha) w(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha} \\
& =(1-\alpha+\theta) w(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha}
\end{aligned}
$$

This gives us that

$$
w(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha} \leq \frac{1}{1-\alpha+\theta}\left(w(s) G^{1-\alpha}(s)\right)^{\Delta} .
$$

Hence

$$
\begin{align*}
-u(t) & =\int_{t}^{\infty} w(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha} \Delta s \leq \frac{1}{1-\alpha+\theta} \int_{t}^{\infty}\left(w(s) G^{1-\alpha}(s)\right)^{\Delta} \Delta s \\
& =\frac{1}{\alpha-\theta-1} w(t) G^{1-\alpha}(t) \tag{3.3}
\end{align*}
$$

Applying the product rule (2.1) and the chain rule on time scales (2.7), we see that there exists $c \in[t, \sigma(t)]$ such that

$$
\begin{aligned}
\left(k(t) v(t) K^{p}(t)\right)^{\Delta} & =(k(t) v(t))^{\Delta} K^{p}(t)+k^{\sigma}(t) v^{\sigma}(t)\left(K^{p}(t)\right)^{\Delta} \\
& =k^{\Delta}(t) v(t) K^{p}(t)+k^{\sigma}(t) v^{\Delta}(t) K^{p}(t)+p k^{\sigma}(t) v^{\sigma}(t) K^{p-1}(c) K^{\Delta}(t) .
\end{aligned}
$$

Since $k^{\Delta}(t) \leq 0, K^{\Delta}(t)=r(t) f(t) \geq 0, c \leq \sigma(t), p \geq 1$, and $\frac{v^{\Delta}(t)}{v^{\sigma}(t)} \leq \beta\left(\frac{K^{\Delta}(t)}{K(t)}\right)$, we have

$$
\begin{align*}
\left(k(t) v(t) K^{p}(t)\right)^{\Delta} & \leq \beta k^{\sigma}(t) v^{\sigma}(t) r(t) f(t) K^{p-1}(t)+p k^{\sigma}(t) v^{\sigma}(t) r(t) f(t)\left(K^{\sigma}(t)\right)^{p-1} \\
& \leq(p+\beta) k^{\sigma}(t) v^{\sigma}(t) r(t) f(t)\left(K^{\sigma}(t)\right)^{p-1} \tag{3.4}
\end{align*}
$$

Combining (3.2), (3.3), and (3.4), we get (note that $K(a)=0$ and $u(\infty)=0$ )

$$
\begin{aligned}
& \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha}\left(K^{\sigma}(t)\right)^{p} \Delta t \\
& \quad \leq \frac{p+\beta}{\alpha-\theta-1} \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) r(t) f(t) G^{1-\alpha}(t)\left(K^{\sigma}(t)\right)^{p-1} \Delta t,
\end{aligned}
$$

or equivalently,

$$
\begin{aligned}
\int_{a}^{\infty} & k^{\sigma}(t) v^{\sigma}(t) w(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha}\left(K^{\sigma}(t)\right)^{p} \Delta t \\
\leq & \frac{p+\beta}{\alpha-\theta-1} \int_{a}^{\infty}\left(\left(k^{\sigma}(t) v^{\sigma}(t) w(t) g(t)\right)^{(p-1) / p}\left(G^{\sigma}(t)\right)^{-\alpha(p-1) / p}\left(K^{\sigma}(t)\right)^{p-1}\right) \\
& \quad \times\left(\frac{\left(k^{\sigma}(t) v^{\sigma}(t) w(t)\right)^{1 / p} r(t) f(t)\left(G^{\sigma}(t)\right)^{\alpha(p-1) / p}}{g^{(p-1) / p}(t) G^{\alpha-1}(t)}\right) \Delta t
\end{aligned}
$$

Employing the dynamic Hölder inequality (2.8) with indices $p$ and $p /(p-1)$, we get

$$
\begin{aligned}
\int_{a}^{\infty} & k^{\sigma}(t) v^{\sigma}(t) w(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha}\left(K^{\sigma}(t)\right)^{p} \Delta t \\
\leq & \frac{p+\beta}{\alpha-\theta-1}\left(\int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha}\left(K^{\sigma}(t)\right)^{p} \Delta t\right)^{(p-1) / p} \\
& \times\left(\int_{a}^{\infty} \frac{k^{\sigma}(t) v^{\sigma}(t) w(t) r^{p}(t) f^{p}(t)\left(G^{\sigma}(t)\right)^{\alpha(p-1)}}{g^{p-1}(t) G^{p(\alpha-1)}(t)} \Delta t\right)^{1 / p},
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha}\left(K^{\sigma}(t)\right)^{p} \Delta t \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \int_{a}^{\infty} \frac{k^{\sigma}(t) v^{\sigma}(t) w(t) r^{p}(t) f^{p}(t)\left(G^{\sigma}(t)\right)^{\alpha(p-1)}}{g^{p-1}(t) G^{p(\alpha-1)}(t)} \Delta t .
\end{aligned}
$$

This completes the proof.

Remark 3.2 In Theorem 3.1, if we set $k(t)=v(t)=w(t)=1$ and $r(t)=g(t)$, then we may take $\theta=\beta=0$, and in this case inequality (3.1) reduces to inequality (1.15).

Corollary 3.3 If $\mathbb{T}=\mathbb{R}$ in Theorem 3.1, then, using relations (2.3), inequality (3.1) becomes

$$
\begin{align*}
& \int_{a}^{\infty} k(t) v(t) w(t) g(t) G^{-\alpha}(t) K^{p}(t) d t \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \int_{a}^{\infty} \frac{k(t) v(t) w(t) r^{p}(t) f^{p}(t) G^{p-\alpha}(t)}{g^{p-1}(t)} d t, \tag{3.5}
\end{align*}
$$

where

$$
G(t)=\int_{a}^{t} g(s) d s \quad \text { and } \quad K(t)=\int_{a}^{t} r(s) f(s) d s
$$

Remark 3.4 In Corollary 3.3, if we set $k(t)=v(t)=w(t)=1, r(t)=g(t)$ and $a=0$, then we may take $\theta=\beta=0$, and in this case inequality (3.5) reduces to inequality (1.11).

Remark 3.5 In Corollary 3.3, if we set $k(t)=v(t)=w(t)=r(t)=g(t)=1$ and $a=0$, then we may take $\theta=\beta=0$, and in this case inequality (3.5) reduces to inequality (1.6).

Remark 3.6 In Corollary 3.3, if we set $k(t)=v(t)=w(t)=r(t)=g(t)=1, a=0$ and $p=\alpha$, then we may take $\theta=\beta=0$, and in this case inequality (3.5) reduces to the classical integral Hardy inequality (1.2).

Corollary 3.7 If $\mathbb{T}=h \mathbb{Z}$ in Theorem 3.1, then, using relations (2.5), inequality (3.1) becomes

$$
\begin{align*}
& \sum_{t=\frac{a}{h}}^{\infty} k(h t+h) v(h t+h) w(h t) g(h t) G^{-\alpha}(h t+h) K^{p}(h t+h) \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \sum_{t=\frac{a}{h}}^{\infty} \frac{k(h t+h) v(h t+h) w(h t) r^{p}(h t) f^{p}(h t) G^{\alpha(p-1)}(h t+h)}{g^{p-1}(h t) G^{p(\alpha-1)}(h t)}, \tag{3.6}
\end{align*}
$$

where

$$
G(t)=h \sum_{s=\frac{a}{h}}^{\frac{t}{h}-1} g(h s) \quad \text { and } \quad K(t)=h \sum_{s=\frac{a}{h}}^{\frac{t}{h}-1} r(h s) f(h s) .
$$

Corollary 3.8 For $\mathbb{T}=\mathbb{Z}$, we simply take $h=1$ in Corollary 3.7. In this case, inequality (3.1) becomes

$$
\begin{align*}
& \sum_{t=a}^{\infty} k(t+1) v(t+1) w(t) g(t) G^{-\alpha}(t+1) K^{p}(t+1) \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \sum_{t=a}^{\infty} \frac{k(t+1) v(t+1) w(t) r^{p}(t) f^{p}(t) G^{\alpha(p-1)}(t+1)}{g^{p-1}(t) G^{p(\alpha-1)}(t)} \tag{3.7}
\end{align*}
$$

where

$$
G(t)=\sum_{s=a}^{t-1} g(s) \quad \text { and } \quad K(t)=\sum_{s=a}^{t-1} r(s) f(s) .
$$

Remark 3.9 In Corollary 3.8, if we set $k(t)=v(t)=w(t)=1, r(t)=g(t)$ and $a=1$, then we may take $\theta=\beta=0$, and in this case inequality (3.7) reduces to

$$
\begin{equation*}
\sum_{t=1}^{\infty} \frac{g(t)\left(\sum_{s=1}^{t} g(s) f(s)\right)^{p}}{\left(\sum_{s=1}^{t} g(s)\right)^{\alpha}} \leq\left(\frac{p}{\alpha-1}\right)^{p} \sum_{t=1}^{\infty} \frac{g(t) f^{p}(t)\left(\sum_{s=1}^{t} g(s)\right)^{\alpha(p-1)}}{\left(\sum_{s=1}^{t-1} g(s)\right)^{p(\alpha-1)}} \tag{3.8}
\end{equation*}
$$

which is another form of the discrete inequality (1.8).

Corollary 3.10 If $\mathbb{T}=\overline{q^{\mathbb{Z}}}$ in Theorem 3.1, then, using relations (2.6), inequality (3.1) becomes

$$
\begin{align*}
& \sum_{t=\log _{q} a}^{\infty} k\left(q^{t+1}\right) v\left(q^{t+1}\right) w\left(q^{t}\right) g\left(q^{t}\right) G^{-\alpha}\left(q^{t+1}\right) K^{p}\left(q^{t+1}\right) \\
& \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \sum_{t=\log _{q} a}^{\infty} \frac{k\left(q^{t+1}\right) \nu\left(q^{t+1}\right) w\left(q^{t}\right) r^{p}\left(q^{t}\right) f^{p}\left(q^{t}\right) G^{\alpha(p-1)}\left(q^{t+1}\right)}{g^{p-1}\left(q^{t}\right) G^{p(\alpha-1)}\left(q^{t}\right)} \tag{3.9}
\end{align*}
$$

where

$$
G(t)=(q-1) \sum_{s=\log _{q} a}^{\left(\log _{q} t\right)-1} q^{s} g\left(q^{s}\right) \quad \text { and } \quad K(t)=(q-1) \sum_{s=\log _{q} a}^{\left(\log _{q} t\right)-1} q^{s} r\left(q^{s}\right) f\left(q^{s}\right)
$$

Theorem 3.11 Suppose $\mathbb{T}$ is a time scale with $a \in[0, \infty)_{\mathbb{T}}$. Further, assume $f, g, k, r, w, v$ are nonnegative $r d$-continuous functions on $[a, \infty)_{\mathbb{T}}$ such that $k$ is nondecreasing. Moreover, suppose there exist $\theta, \beta \geq 0$ such that $\frac{w^{\Delta}(t)}{w^{\sigma}(t)} \geq \theta\left(\frac{G^{\Delta}(t)}{G(t)}\right)$ and $\frac{v^{\Delta}(t)}{v(t)} \geq \beta\left(\frac{F^{\Delta}(t)}{F^{\sigma}(t)}\right)$, where

$$
G(t)=\int_{a}^{t} g(s) \Delta s \quad \text { with } G(\infty)=\infty, \quad \text { and } \quad F(t)=\int_{t}^{\infty} r(s) f(s) \Delta s, \quad t \in[a, \infty)_{\mathbb{T}}
$$

If $p \geq 1$ and $0 \leq \alpha<1$, then

$$
\begin{align*}
& \int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha} F^{p}(t) \Delta t \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \int_{a}^{\infty} \frac{k(t) v(t) w^{\sigma}(t) r^{p}(t) f^{p}(t)\left(G^{\sigma}(t)\right)^{p-\alpha}}{g^{p-1}(t)} \Delta t \tag{3.10}
\end{align*}
$$

Proof From integration by parts formula on time scales (2.2), we have

$$
\begin{align*}
& \int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha} F^{p}(t) \Delta t \\
& \quad=\left[u(t) k(t) v(t) F^{p}(t)\right]_{a}^{\infty}+\int_{a}^{\infty} u^{\sigma}(t)\left(-k(t) v(t) F^{p}(t)\right)^{\Delta} \Delta t \tag{3.11}
\end{align*}
$$

where

$$
u(t)=\int_{a}^{t} w^{\sigma}(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha} \Delta s
$$

Employing the chain rule on time scales (2.7), the product rule (2.1), and the assumption $\frac{w^{\Delta}(t)}{w^{\sigma}(t)} \geq \theta\left(\frac{G^{\Delta}(t)}{G(t)}\right)$, we see that there is $c \in[s, \sigma(s)]$ such that

$$
\begin{aligned}
\left(w(s) G^{1-\alpha}(s)\right)^{\Delta} & =w^{\Delta}(s) G^{1-\alpha}(s)+w^{\sigma}(s)\left(G^{1-\alpha}(s)\right)^{\Delta} \\
& \geq \theta w^{\sigma}(s) G^{-\alpha}(s) G^{\Delta}(s)+(1-\alpha) w^{\sigma}(s) G^{-\alpha}(c) G^{\Delta}(s)
\end{aligned}
$$

As $G^{\Delta}(s)=g(s) \geq 0, c \leq \sigma(s)$ and $0 \leq \alpha<1$, we get

$$
\begin{aligned}
\left(w(s) G^{1-\alpha}(s)\right)^{\Delta} & \geq \theta w^{\sigma}(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha}+(1-\alpha) w^{\sigma}(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha} \\
& =(1-\alpha+\theta) w^{\sigma}(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha},
\end{aligned}
$$

which implies

$$
w^{\sigma}(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha} \leq \frac{1}{1-\alpha+\theta}\left(w(s) G^{1-\alpha}(s)\right)^{\Delta} .
$$

Therefore

$$
\begin{align*}
u^{\sigma}(t) & =\int_{a}^{\sigma(t)} w^{\sigma}(s) g(s)\left(G^{\sigma}(s)\right)^{-\alpha} \Delta s \leq \frac{1}{1-\alpha+\theta} \int_{a}^{\sigma(t)}\left(w(s) G^{1-\alpha}(s)\right)^{\Delta} \Delta s \\
& =\frac{1}{1-\alpha+\theta} w^{\sigma}(t)\left(G^{\sigma}(t)\right)^{1-\alpha} . \tag{3.12}
\end{align*}
$$

Utilizing the product rule (2.1) and the chain rule on time scales (2.7), we see that there exists $c \in[t, \sigma(t)]$ such that

$$
\begin{aligned}
\left(-k(t) v(t) F^{p}(t)\right)^{\Delta} & =-\left((k(t) v(t))^{\Delta}\left(F^{\sigma}(t)\right)^{p}+k(t) v(t)\left(F^{p}(t)\right)^{\Delta}\right) \\
& =-\left(k^{\Delta}(t) v^{\sigma}(t)\left(F^{\sigma}(t)\right)^{p}+k(t) v^{\Delta}(t)\left(F^{\sigma}(t)\right)^{p}+p k(t) v(t) F^{p-1}(c) F^{\Delta}(t)\right)
\end{aligned}
$$

Since $k^{\Delta}(t) \geq 0, F^{\Delta}(t)=-r(t) f(t) \leq 0, c \geq t, p \geq 1$, and $\frac{v^{\Delta}(t)}{v(t)} \geq \beta\left(\frac{F^{\Delta}(t)}{F^{\sigma}(t)}\right)$, we get

$$
\begin{align*}
\left(-k(t) v(t) F^{p}(t)\right)^{\Delta} & \leq \beta k(t) v(t) r(t) f(t)\left(F^{\sigma}(t)\right)^{p-1}+p k(t) v(t) r(t) f(t) F^{p-1}(t) \\
& \leq(p+\beta) k(t) v(t) r(t) f(t) F^{p-1}(t) . \tag{3.13}
\end{align*}
$$

From (3.11), (3.12), and (3.13), we get (note that $F(\infty)=0$ and $u(a)=0$ )

$$
\begin{aligned}
& \int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha} F^{p}(t) \Delta t \\
& \quad \leq \frac{p+\beta}{1-\alpha+\theta} \int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) r(t) f(t)\left(G^{\sigma}(t)\right)^{1-\alpha} F^{p-1}(t) \Delta t
\end{aligned}
$$

which is equivalent to

$$
\begin{aligned}
\int_{a}^{\infty} & k(t) v(t) w^{\sigma}(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha} F^{p}(t) \Delta t \\
\leq & \frac{p+\beta}{1-\alpha+\theta} \int_{a}^{\infty}\left(\left(k(t) v(t) w^{\sigma}(t) g(t)\right)^{(p-1) / p}\left(G^{\sigma}(t)\right)^{-\alpha(p-1) / p} F^{p-1}(t)\right) \\
& \quad \times\left(\frac{\left(k(t) v(t) w^{\sigma}(t)\right)^{1 / p} r(t) f(t)\left(G^{\sigma}(t)\right)^{(p-\alpha) / p}}{g^{(p-1) / p}(t)}\right) \Delta t .
\end{aligned}
$$

Applying the dynamic Hölder inequality (2.8) with indices $p$ and $p /(p-1)$, we obtain

$$
\begin{aligned}
\int_{a}^{\infty} & k(t) v(t) w^{\sigma}(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha} F^{p}(t) \Delta t \\
\quad \leq & \frac{p+\beta}{1-\alpha+\theta}\left(\int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha} F^{p}(t) \Delta t\right)^{(p-1) / p} \\
& \quad \times\left(\int_{a}^{\infty} \frac{k(t) v(t) w^{\sigma}(t) r^{p}(t) f^{p}(t)\left(G^{\sigma}(t)\right)^{p-\alpha}}{g^{p-1}(t)} \Delta t\right)^{1 / p}
\end{aligned}
$$

This leads to

$$
\begin{aligned}
& \int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) g(t)\left(G^{\sigma}(t)\right)^{-\alpha} F^{p}(t) \Delta t \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \int_{a}^{\infty} \frac{k(t) v(t) w^{\sigma}(t) r^{p}(t) f^{p}(t)\left(G^{\sigma}(t)\right)^{p-\alpha}}{g^{p-1}(t)} \Delta t
\end{aligned}
$$

which is our desired result.

Remark 3.12 In Theorem 3.11, if we set $k(t)=v(t)=w(t)=1$ and $r(t)=g(t)$, then we may take $\theta=\beta=0$, and in this case inequality (3.10) reduces to inequality (1.16).

Corollary 3.13 If $\mathbb{T}=\mathbb{R}$ in Theorem 3.11, then, using relations (2.3), inequality (3.10) becomes

$$
\begin{align*}
& \int_{a}^{\infty} k(t) v(t) w(t) g(t) G^{-\alpha}(t) F^{p}(t) d t \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \int_{a}^{\infty} \frac{k(t) v(t) w(t) r^{p}(t) f^{p}(t) G^{p-\alpha}(t)}{g^{p-1}(t)} d t, \tag{3.14}
\end{align*}
$$

where

$$
G(t)=\int_{a}^{t} g(s) d s \quad \text { and } \quad F(t)=\int_{t}^{\infty} r(s) f(s) d s
$$

Remark 3.14 In Corollary 3.13, if we set $k(t)=v(t)=w(t)=1, r(t)=g(t)$ and $a=0$, then we may take $\theta=\beta=0$, and in this case inequality (3.14) reduces to inequality (1.12).

Remark 3.15 In Corollary 3.13, if we set $k(t)=v(t)=w(t)=r(t)=g(t)=1$ and $a=0$, then we may take $\theta=\beta=0$, and in this case inequality (3.14) reduces to inequality (1.7).

Remark 3.16 In Corollary 3.13, if we set $k(t)=v(t)=w(t)=r(t)=g(t)=1, a=0$ and $\alpha=0$, then we may take $\theta=\beta=0$, and in this case inequality (3.14) reduces to inequality (1.5).

Corollary 3.17 If $\mathbb{T}=h \mathbb{Z}$ in Theorem 3.11, then, using relations (2.5), inequality (3.10) becomes

$$
\begin{align*}
& \sum_{t=\frac{a}{h}}^{\infty} k(h t) v(h t) w(h t+h) g(h t) G^{-\alpha}(h t+h) F^{p}(h t) \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \sum_{t=\frac{a}{h}}^{\infty} \frac{k(h t) v(h t) w(h t+h) r^{p}(h t) f^{p}(h t) G^{p-\alpha}(h t+h)}{g^{p-1}(h t)} \tag{3.15}
\end{align*}
$$

where

$$
G(t)=h \sum_{s=\frac{a}{h}}^{\frac{t}{h}-1} g(h s) \quad \text { and } \quad F(t)=h \sum_{s=\frac{t}{h}}^{\infty} r(h s) f(h s) .
$$

Corollary 3.18 For $\mathbb{T}=\mathbb{Z}$, we simply take $h=1$ in Corollary 3.17. In this case, inequality (3.10) becomes

$$
\begin{align*}
& \sum_{t=a}^{\infty} k(t) v(t) w(t+1) g(t) G^{-\alpha}(t+1) F^{p}(t) \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \sum_{t=a}^{\infty} \frac{k(t) v(t) w(t+1) r^{p}(t) f^{p}(t) G^{p-\alpha}(t+1)}{g^{p-1}(t)} \tag{3.16}
\end{align*}
$$

where

$$
G(t)=\sum_{s=a}^{t-1} g(s) \quad \text { and } \quad F(t)=\sum_{s=t}^{\infty} r(s) f(s)
$$

Remark 3.19 In Corollary 3.18, if we set $k(t)=v(t)=w(t)=1, r(t)=g(t)$ and $a=1$, then we may take $\theta=\beta=0$, and in this case inequality (3.16) reduces to inequality (1.9).

Corollary 3.20 If $\mathbb{T}=\overline{q^{\mathbb{Z}}}$ in Theorem 3.11, then, using relations (2.6), inequality (3.10) becomes

$$
\begin{align*}
& \sum_{t=\log _{q} a}^{\infty} k\left(q^{t}\right) v\left(q^{t}\right) w\left(q^{t+1}\right) g\left(q^{t}\right) G^{-\alpha}\left(q^{t+1}\right) F^{p}\left(q^{t}\right) \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \sum_{t=\log _{q} a}^{\infty} \frac{k\left(q^{t}\right) v\left(q^{t}\right) w\left(q^{t+1}\right) r^{p}\left(q^{t}\right) f^{p}\left(q^{t}\right) G^{p-\alpha}\left(q^{t+1}\right)}{g^{p-1}\left(q^{t}\right)} \tag{3.17}
\end{align*}
$$

where

$$
G(t)=(q-1) \sum_{s=\log _{q} a}^{\left(\log _{q} t\right)-1} q^{s} g\left(q^{s}\right) \quad \text { and } \quad F(t)=(q-1) \sum_{s=\log _{q} t}^{\infty} q^{s} r\left(q^{s}\right) f\left(q^{s}\right)
$$

Theorem 3.21 Let $\mathbb{T}$ be a time scale with $a \in[0, \infty)_{\mathbb{T}}$. In addition, suppose $f, g, k, r, w, v$ are nonnegative $r d$-continuous functions on $[a, \infty)_{\mathbb{T}}$ such that $k$ is nonincreasing. Further,
assume there exist $\theta, \beta \geq 0$ such that $\frac{w^{\Delta}(t)}{w(t)} \leq \theta\left(\frac{H^{\Delta}(t)}{H^{\sigma}(t)}\right)$ and $\frac{v^{\Delta}(t)}{v^{\sigma}(t)} \leq \beta\left(\frac{K^{\Delta}(t)}{K(t)}\right)$, where

$$
H(t)=\int_{t}^{\infty} g(s) \Delta s \quad \text { and } \quad K(t)=\int_{a}^{t} r(s) f(s) \Delta s, \quad t \in[a, \infty)_{\mathbb{T}} .
$$

If $p \geq 1,0 \leq \alpha<1$, then

$$
\begin{align*}
& \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t) H^{-\alpha}(t)\left(K^{\sigma}(t)\right)^{p} \Delta t \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \int_{a}^{\infty} \frac{k^{\sigma}(t) v^{\sigma}(t) w(t) r^{p}(t) f^{p}(t) H^{p-\alpha}(t)}{g^{p-1}(t)} \Delta t \tag{3.18}
\end{align*}
$$

Proof Utilizing integration by parts formula on time scales (2.2) with

$$
u^{\Delta}(t)=w(t) g(t) H^{-\alpha}(t) \quad \text { and } \quad z^{\sigma}(t)=k^{\sigma}(t) v^{\sigma}(t)\left(K^{\sigma}(t)\right)^{p}
$$

we have

$$
\begin{align*}
& \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t) H^{-\alpha}(t)\left(K^{\sigma}(t)\right)^{p} \Delta t \\
& \quad=\left[u(t) k(t) v(t) K^{p}(t)\right]_{a}^{\infty}+\int_{a}^{\infty}(-u(t))\left(k(t) v(t) K^{p}(t)\right)^{\Delta} \Delta t, \tag{3.19}
\end{align*}
$$

where

$$
u(t)=-\int_{t}^{\infty} w(s) g(s) H^{-\alpha}(s) \Delta s
$$

From the chain rule on time scales (2.7), the product rule (2.1), and the assumption $\frac{w^{\Delta}(t)}{w(t)} \leq$ $\theta\left(\frac{H^{\Delta}(t)}{H^{\sigma}(t)}\right)$, we have

$$
\begin{aligned}
\left(-w(s) H^{1-\alpha}(s)\right)^{\Delta} & =-\left(w^{\Delta}(s)\left(H^{\sigma}(s)\right)^{1-\alpha}+w(s)\left(H^{1-\alpha}(s)\right)^{\Delta}\right) \\
& \geq-\left(\theta w(s)\left(H^{\sigma}(s)\right)^{-\alpha} H^{\Delta}(s)+(1-\alpha) w(s) H^{-\alpha}(c) H^{\Delta}(s)\right)
\end{aligned}
$$

Because $H^{\Delta}(s)=-g(s) \leq 0, c \geq s$, and $0 \leq \alpha<1$, we get

$$
\begin{aligned}
\left(-w(s) H^{1-\alpha}(s)\right)^{\Delta} & \geq \theta w(s) g(s) H^{-\alpha}(s)+(1-\alpha) w(s) g(s) H^{-\alpha}(s) \\
& =(1-\alpha+\theta) w(s) g(s) H^{-\alpha}(s) .
\end{aligned}
$$

Thus

$$
w(s) g(s) H^{-\alpha}(s) \leq \frac{1}{1-\alpha+\theta}\left(-w(s) H^{1-\alpha}(s)\right)^{\Delta}
$$

Hence

$$
\begin{align*}
-u(t) & =\int_{t}^{\infty} w(s) g(s) H^{-\alpha}(s) \Delta s \leq \frac{1}{1-\alpha+\theta} \int_{t}^{\infty}\left(-w(s) H^{1-\alpha}(s)\right)^{\Delta} \Delta s \\
& =\frac{1}{1-\alpha+\theta} w(t) H^{1-\alpha}(t) \tag{3.20}
\end{align*}
$$

Applying the product rule (2.1) and the chain rule on time scales (2.7), we see that there exists $c \in[t, \sigma(t)]$ such that

$$
\begin{aligned}
\left(k(t) v(t) K^{p}(t)\right)^{\Delta} & =(k(t) v(t))^{\Delta} K^{p}(t)+k^{\sigma}(t) v^{\sigma}(t)\left(K^{p}(t)\right)^{\Delta} \\
& =k^{\Delta}(t) v(t) K^{p}(t)+k^{\sigma}(t) v^{\Delta}(t) K^{p}(t)+p k^{\sigma}(t) v^{\sigma}(t) K^{p-1}(c) K^{\Delta}(t) .
\end{aligned}
$$

Considering $k^{\Delta}(t) \leq 0, K^{\Delta}(t)=r(t) f(t) \geq 0, c \leq \sigma(t), p \geq 1$, and $\frac{v^{\Delta}(t)}{v^{\sigma}(t)} \leq \beta\left(\frac{K^{\Delta}(t)}{K(t)}\right)$, we get

$$
\begin{align*}
\left(k(t) v(t) K^{p}(t)\right)^{\Delta} & \leq \beta k^{\sigma}(t) v^{\sigma}(t) r(t) f(t) K^{p-1}(t)+p k^{\sigma}(t) v^{\sigma}(t) r(t) f(t)\left(K^{\sigma}(t)\right)^{p-1} \\
& \leq(p+\beta) k^{\sigma}(t) v^{\sigma}(t) r(t) f(t)\left(K^{\sigma}(t)\right)^{p-1} \tag{3.21}
\end{align*}
$$

Combining (3.19), (3.20), and (3.21), we obtain (note that $K(a)=0$ and $u(\infty)=0$ )

$$
\begin{aligned}
& \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t) H^{-\alpha}(t)\left(K^{\sigma}(t)\right)^{p} \Delta t \\
& \quad \leq \frac{p+\beta}{1-\alpha+\theta} \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) r(t) f(t) H^{1-\alpha}(t)\left(K^{\sigma}(t)\right)^{p-1} \Delta t
\end{aligned}
$$

The last inequality can be rewritten as

$$
\begin{aligned}
& \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t) H^{-\alpha}(t)\left(K^{\sigma}(t)\right)^{p} \Delta t \\
& \quad \leq \frac{p+\beta}{1-\alpha+\theta} \int_{a}^{\infty}\left(\left(k^{\sigma}(t) v^{\sigma}(t) w(t) g(t)\right)^{(p-1) / p} H^{-\alpha(p-1) / p}(t)\left(K^{\sigma}(t)\right)^{p-1}\right) \\
& \quad \times\left(\frac{\left(k^{\sigma}(t) v^{\sigma}(t) w(t)\right)^{1 / p} r(t) f(t) H^{(p-\alpha) / p}(t)}{g^{(p-1) / p}(t)}\right) \Delta t
\end{aligned}
$$

Using the dynamic Hölder inequality (2.8) with indices $p$ and $p /(p-1)$, we obtain

$$
\begin{aligned}
\int_{a}^{\infty} & k^{\sigma}(t) v^{\sigma}(t) w(t) g(t) H^{-\alpha}(t)\left(K^{\sigma}(t)\right)^{p} \Delta t \\
\leq & \frac{p+\beta}{1-\alpha+\theta}\left(\int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t) H^{-\alpha}(t)\left(K^{\sigma}(t)\right)^{p} \Delta t\right)^{(p-1) / p} \\
& \quad \times\left(\int_{a}^{\infty} \frac{k^{\sigma}(t) v^{\sigma}(t) w(t) r^{p}(t) f^{p}(t) H^{p-\alpha}(t)}{g^{p-1}(t)} \Delta t\right)^{1 / p}
\end{aligned}
$$

This implies that

$$
\begin{aligned}
& \int_{a}^{\infty} k^{\sigma}(t) v^{\sigma}(t) w(t) g(t) H^{-\alpha}(t)\left(K^{\sigma}(t)\right)^{p} \Delta t \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \int_{a}^{\infty} \frac{k^{\sigma}(t) v^{\sigma}(t) w(t) r^{p}(t) f^{p}(t) H^{p-\alpha}(t)}{g^{p-1}(t)} \Delta t .
\end{aligned}
$$

This concludes the proof.

Remark 3.22 In Theorem 3.21, if we set $k(t)=v(t)=w(t)=1$ and $r(t)=g(t)$, then we may take $\theta=\beta=0$, and in this case inequality (3.18) reduces to inequality (1.17).

Corollary 3.23 If $\mathbb{T}=\mathbb{R}$ in Theorem 3.21, then, using relations (2.3), inequality (3.18) becomes

$$
\begin{align*}
& \int_{a}^{\infty} k(t) v(t) w(t) g(t) H^{-\alpha}(t) K^{p}(t) d t \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \int_{a}^{\infty} \frac{k(t) v(t) w(t) r^{p}(t) f^{p}(t) H^{p-\alpha}(t)}{g^{p-1}(t)} d t \tag{3.22}
\end{align*}
$$

where

$$
H(t)=\int_{t}^{\infty} g(s) d s \quad \text { and } \quad K(t)=\int_{a}^{t} r(s) f(s) d s
$$

Remark 3.24 In Corollary 3.23, if we set $k(t)=v(t)=w(t)=1, r(t)=g(t)$ and $a=0$, then we may take $\theta=\beta=0$, and in this case inequality (3.22) reduces to

$$
\begin{equation*}
\int_{0}^{\infty} \frac{g(t)\left(\int_{0}^{t} g(s) f(s) d s\right)^{p}}{\left(\int_{t}^{\infty} g(s) d s\right)^{\alpha}} d t \leq\left(\frac{p}{1-\alpha}\right)^{p} \int_{0}^{\infty} g(t) f^{p}(t)\left(\int_{t}^{\infty} g(s) d s\right)^{p-\alpha} d t \tag{3.23}
\end{equation*}
$$

which is the continuous analogue of the discrete inequality (1.10).

Corollary 3.25 If $\mathbb{T}=h \mathbb{Z}$ in Theorem 3.21, then, using relations (2.5), inequality (3.18) becomes

$$
\begin{align*}
& \sum_{t=\frac{a}{h}}^{\infty} k(h t+h) v(h t+h) w(h t) g(h t) H^{-\alpha}(h t) K^{p}(h t+h) \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \sum_{t=\frac{a}{h}}^{\infty} \frac{k(h t+h) v(h t+h) w(h t) r^{p}(h t) f^{p}(h t) H^{p-\alpha}(h t)}{g^{p-1}(h t)}, \tag{3.24}
\end{align*}
$$

where

$$
H(t)=h \sum_{s=\frac{t}{h}}^{\infty} g(h s) \quad \text { and } \quad K(t)=h \sum_{s=\frac{a}{h}}^{\frac{t}{h}-1} r(h s) f(h s) .
$$

Corollary 3.26 For $\mathbb{T}=\mathbb{Z}$, we simply take $h=1$ in Corollary 3.25 . In this case, inequality (3.18) becomes

$$
\begin{align*}
& \sum_{t=a}^{\infty} k(t+1) v(t+1) w(t) g(t) H^{-\alpha}(t) K^{p}(t+1) \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \sum_{t=a}^{\infty} \frac{k(t+1) v(t+1) w(t) r^{p}(t) f^{p}(t) H^{p-\alpha}(t)}{g^{p-1}(t)} \tag{3.25}
\end{align*}
$$

where

$$
H(t)=\sum_{s=t}^{\infty} g(s) \quad \text { and } \quad K(t)=\sum_{s=a}^{t-1} r(s) f(s)
$$

Remark 3.27 In Corollary 3.26, if we set $k(t)=v(t)=w(t)=1, r(t)=g(t)$ and $a=1$, then we may take $\theta=\beta=0$, and in this case inequality (3.25) reduces to inequality (1.10).

Corollary 3.28 If $\mathbb{T}=\overline{q^{\mathbb{Z}}}$ in Theorem 3.21, then, using relations (2.6), inequality (3.18) becomes

$$
\begin{align*}
& \sum_{t=\log _{q} a}^{\infty} k\left(q^{t+1}\right) v\left(q^{t+1}\right) w\left(q^{t}\right) g\left(q^{t}\right) H^{-\alpha}\left(q^{t}\right) K^{p}\left(q^{t+1}\right) \\
& \quad \leq\left(\frac{p+\beta}{1-\alpha+\theta}\right)^{p} \sum_{t=\log _{q} a}^{\infty} \frac{k\left(q^{t+1}\right) v\left(q^{t+1}\right) w\left(q^{t}\right) r^{p}\left(q^{t}\right) f^{p}\left(q^{t}\right) H^{p-\alpha}\left(q^{t}\right)}{g^{p-1}\left(q^{t}\right)} \tag{3.26}
\end{align*}
$$

where

$$
H(t)=(q-1) \sum_{s=\log _{q} t}^{\infty} q^{s} g\left(q^{s}\right) \quad \text { and } \quad K(t)=(q-1) \sum_{s=\log _{q} a}^{\left(\log _{q} t\right)-1} q^{s} r\left(q^{s}\right) f\left(q^{s}\right)
$$

Theorem 3.29 Assume $\mathbb{T}$ is a time scale with $a \in[0, \infty)_{\mathbb{T}}$. In addition, let $f, g, k, r, w, v$ be nonnegative $r d$-continuous functions on $[a, \infty)_{\mathbb{T}}$ such that $k$ is nondecreasing. Moreover, suppose there exist $\theta, \beta \geq 0$ such that $\frac{w^{\Delta}(t)}{w^{\sigma}(t)} \geq \theta\left(\frac{H^{\Delta}(t)}{H(t)}\right)$ and $\frac{v^{\Delta}(t)}{v(t)} \geq \beta\left(\frac{F^{\Delta}(t)}{F^{\sigma}(t)}\right)$, where

$$
H(t)=\int_{t}^{\infty} g(s) \Delta s \quad \text { and } \quad F(t)=\int_{t}^{\infty} r(s) f(s) \Delta s, \quad t \in[a, \infty)_{\mathbb{T}} .
$$

If $p \geq 1$ and $\alpha>\theta+1$, then

$$
\begin{align*}
& \int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) g(t) H^{-\alpha}(t) F^{p}(t) \Delta t \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \int_{a}^{\infty} \frac{k(t) v(t) w^{\sigma}(t) r^{p}(t) f^{p}(t) H^{\alpha(p-1)}(t)}{g^{p-1}(t)\left(H^{\sigma}(t)\right)^{p(\alpha-1)}} \Delta t . \tag{3.27}
\end{align*}
$$

Proof From integration by parts formula on time scales (2.2), we have

$$
\begin{align*}
& \int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) g(t) H^{-\alpha}(t) F^{p}(t) \Delta t \\
& \quad=\left[u(t) k(t) v(t) F^{p}(t)\right]_{a}^{\infty}+\int_{a}^{\infty} u^{\sigma}(t)\left(-k(t) v(t) F^{p}(t)\right)^{\Delta} \Delta t, \tag{3.28}
\end{align*}
$$

where

$$
u(t)=\int_{a}^{t} w^{\sigma}(s) g(s) H^{-\alpha}(s) \Delta s
$$

Using the chain rule on time scales (2.7), the product rule (2.1), and the hypothesis $\frac{w^{\Delta}(t)}{w^{\sigma}(t)} \geq$ $\theta\left(\frac{H^{\Delta}(t)}{H(t)}\right)$, we obtain

$$
\begin{aligned}
\left(w(s) H^{1-\alpha}(s)\right)^{\Delta} & =w^{\Delta}(s) H^{1-\alpha}(s)+w^{\sigma}(s)\left(H^{1-\alpha}(s)\right)^{\Delta} \\
& \geq \theta w^{\sigma}(s) H^{\Delta}(s) H^{-\alpha}(s)+(1-\alpha) w^{\sigma}(s) H^{-\alpha}(c) H^{\Delta}(s) .
\end{aligned}
$$

Since $H^{\Delta}(s)=-g(s) \leq 0, c \geq s$ and $\alpha>1$, we get

$$
\begin{aligned}
\left(w(s) H^{1-\alpha}(s)\right)^{\Delta} & \geq-\theta w^{\sigma}(s) g(s) H^{-\alpha}(s)+(\alpha-1) w^{\sigma}(s) g(s) H^{-\alpha}(s) \\
& =(\alpha-\theta-1) w^{\sigma}(s) g(s) H^{-\alpha}(s) .
\end{aligned}
$$

This gives us that

$$
w^{\sigma}(s) g(s) H^{-\alpha}(s) \leq \frac{1}{\alpha-\theta-1}\left(w(s) H^{1-\alpha}(s)\right)^{\Delta} .
$$

Therefore

$$
\begin{align*}
u^{\sigma}(t) & =\int_{a}^{\sigma(t)} w^{\sigma}(s) g(s) H^{-\alpha}(s) \Delta s \leq \frac{1}{\alpha-\theta-1} \int_{a}^{\sigma(t)}\left(w(s) H^{1-\alpha}(s)\right)^{\Delta} \Delta s \\
& =\frac{1}{\alpha-\theta-1}\left(w^{\sigma}(t)\left(H^{\sigma}(t)\right)^{1-\alpha}-w(a) H^{1-\alpha}(a)\right) \\
& \leq \frac{1}{\alpha-\theta-1} w^{\sigma}(t)\left(H^{\sigma}(t)\right)^{1-\alpha} . \tag{3.29}
\end{align*}
$$

Employing the product rule (2.1) and the chain rule on time scales (2.7), we see that there exists $c \in[t, \sigma(t)]$ such that

$$
\begin{aligned}
\left(-k(t) v(t) F^{p}(t)\right)^{\Delta} & =-\left((k(t) v(t))^{\Delta}\left(F^{\sigma}(t)\right)^{p}+k(t) v(t)\left(F^{p}(t)\right)^{\Delta}\right) \\
& =-\left(k^{\Delta}(t) v^{\sigma}(t)\left(F^{\sigma}(t)\right)^{p}+k(t) v^{\Delta}(t)\left(F^{\sigma}(t)\right)^{p}+p k(t) v(t) F^{p-1}(c) F^{\Delta}(t)\right) .
\end{aligned}
$$

As $k^{\Delta}(t) \geq 0, F^{\Delta}(t)=-r(t) f(t) \leq 0, c \geq t, p \geq 1$ and $\frac{v^{\Delta}(t)}{v(t)} \geq \beta\left(\frac{F^{\Delta}(t)}{F^{\sigma}(t)}\right)$, we have

$$
\begin{align*}
\left(-k(t) v(t) F^{p}(t)\right)^{\Delta} & \leq \beta k(t) v(t) r(t) f(t)\left(F^{\sigma}(t)\right)^{p-1}+p k(t) v(t) r(t) f(t) F^{p-1}(t) \\
& \leq(p+\beta) k(t) v(t) r(t) f(t) F^{p-1}(t) . \tag{3.30}
\end{align*}
$$

Combining (3.28), (3.29), and (3.30), we get (note that $F(\infty)=0$ and $u(a)=0$ )

$$
\begin{aligned}
& \int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) g(t) H^{-\alpha}(t) F^{p}(t) \Delta t \\
& \quad \leq \frac{p+\beta}{\alpha-\theta-1} \int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) r(t) f(t)\left(H^{\sigma}(t)\right)^{1-\alpha} F^{p-1}(t) \Delta t,
\end{aligned}
$$

or equivalently,

$$
\begin{aligned}
\int_{a}^{\infty} & k(t) v(t) w^{\sigma}(t) g(t) H^{-\alpha}(t) F^{p}(t) \Delta t \\
\leq & \frac{p+\beta}{\alpha-\theta-1} \int_{a}^{\infty}\left(\left(k(t) v(t) w^{\sigma}(t) g(t)\right)^{(p-1) / p} H^{-\alpha(p-1) / p}(t) F^{p-1}(t)\right) \\
& \quad \times\left(\frac{\left(k(t) v(t) w^{\sigma}(t)\right)^{1 / p} r(t) f(t) H^{\alpha(p-1) / p}(t)}{g^{(p-1) / p}(t)\left(H^{\sigma}(t)\right)^{\alpha-1}}\right) \Delta t .
\end{aligned}
$$

Applying the dynamic Hölder inequality (2.8) with indices $p$ and $p /(p-1)$, we get

$$
\begin{aligned}
\int_{a}^{\infty} & k(t) v(t) w^{\sigma}(t) g(t) H^{-\alpha}(t) F^{p}(t) \Delta t \\
\leq & \frac{p+\beta}{\alpha-\theta-1}\left(\int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) g(t) H^{-\alpha}(t) F^{p}(t) \Delta t\right)^{(p-1) / p} \\
& \times\left(\int_{a}^{\infty} \frac{k(t) v(t) w^{\sigma}(t) r^{p}(t) f^{p}(t) H^{\alpha(p-1)}(t)}{g^{p-1}(t)\left(H^{\sigma}(t)\right)^{p(\alpha-1)}} \Delta t\right)^{1 / p},
\end{aligned}
$$

which implies

$$
\begin{aligned}
& \int_{a}^{\infty} k(t) v(t) w^{\sigma}(t) g(t) H^{-\alpha}(t) F^{p}(t) \Delta t \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \int_{a}^{\infty} \frac{k(t) v(t) w^{\sigma}(t) r^{p}(t) f^{p}(t) H^{\alpha(p-1)}(t)}{g^{p-1}(t)\left(H^{\sigma}(f t)\right)^{p(\alpha-1)}} \Delta t
\end{aligned}
$$

which is our desired result.

Remark 3.30 In Theorem 3.29, if we set $k(t)=v(t)=w(t)=1$ and $r(t)=g(t)$, then we may take $\theta=\beta=0$, and in this case inequality (3.27) reduces to a new form of inequality (1.18).

Corollary 3.31 If $\mathbb{T}=\mathbb{R}$ in Theorem 3.29, then, using relations (2.3), inequality (3.27) becomes

$$
\begin{align*}
& \int_{a}^{\infty} k(t) v(t) w(t) g(t) H^{-\alpha}(t) F^{p}(t) d t \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \int_{a}^{\infty} \frac{k(t) v(t) w(t) r^{p}(t) f^{p}(t) H^{p-\alpha}(t)}{g^{p-1}(t)} d t, \tag{3.31}
\end{align*}
$$

where

$$
H(t)=\int_{t}^{\infty} g(s) d s \quad \text { and } \quad F(t)=\int_{t}^{\infty} r(s) f(s) d s
$$

Remark 3.32 In Corollary 3.31, if we set $k(t)=v(t)=w(t)=1, r(t)=g(t)$ and $a=0$, then we may take $\theta=\beta=0$, and in this case inequality (3.31) reduces to

$$
\begin{equation*}
\int_{0}^{\infty} \frac{g(t)\left(\int_{t}^{\infty} g(s) f(s) d s\right)^{p}}{\left(\int_{t}^{\infty} g(s) d s\right)^{\alpha}} d t \leq\left(\frac{p}{\alpha-1}\right)^{p} \int_{0}^{\infty} g(t) f^{p}(t)\left(\int_{t}^{\infty} g(s) f(s) d s\right)^{p-\alpha} d t \tag{3.32}
\end{equation*}
$$

which is the continuous analogue of the discrete inequality (1.13).

Corollary 3.33 If $\mathbb{T}=h \mathbb{Z}$ in Theorem 3.29, then, using relations (2.5), inequality (3.27) becomes

$$
\begin{align*}
& \sum_{t=\frac{a}{h}}^{\infty} k(h t) v(h t) w(h t+h) g(h t) H^{-\alpha}(h t) F^{p}(h t) \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \sum_{t=\frac{a}{h}}^{\infty} \frac{k(h t) v(h t) w(h t+h) r^{p}(h t) f^{p}(h t) H^{\alpha(p-1)}(h t)}{g^{p-1}(t) H^{p(\alpha-1)}(h t+h)} \tag{3.33}
\end{align*}
$$

where

$$
H(t)=h \sum_{s=\frac{t}{h}}^{\infty} g(h s) \quad \text { and } \quad F(t)=h \sum_{s=\frac{t}{h}}^{\infty} r(h s) f(h s) .
$$

Corollary 3.34 For $\mathbb{T}=\mathbb{Z}$, we simply take $h=1$ in Corollary 3.33. In this case, inequality (3.27) becomes

$$
\begin{align*}
& \sum_{t=a}^{\infty} k(t) v(t) w(t+1) g(t) H^{-\alpha}(t) F^{p}(t) \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \sum_{t=a}^{\infty} \frac{k(t) v(t) w(t+1) r^{p}(t) f^{p}(t) H^{\alpha(p-1)}(t)}{g^{p-1}(t) H^{p(\alpha-1)}(t+1)}, \tag{3.34}
\end{align*}
$$

where

$$
H(t)=\sum_{s=t}^{\infty} g(s) \quad \text { and } \quad F(t)=\sum_{s=t}^{\infty} r(s) f(s)
$$

Remark 3.35 In Corollary 3.34, if we set $k(t)=v(t)=w(t)=1, r(t)=g(t)$ and $a=1$, then we may take $\theta=\beta=0$, and in this case inequality (3.34) reduces to a new form of inequality (1.13).

Corollary 3.36 If $\mathbb{T}=\overline{q^{\mathbb{Z}}}$ in Theorem 3.29, then, using relations (2.6), inequality (3.27) becomes

$$
\begin{align*}
& \sum_{t=\log _{q} a}^{\infty} k\left(q^{t}\right) v\left(q^{t}\right) w\left(q^{t+1}\right) g\left(q^{t}\right) H^{-\alpha}\left(q^{t}\right) F^{p}\left(q^{t}\right) \\
& \quad \leq\left(\frac{p+\beta}{\alpha-\theta-1}\right)^{p} \sum_{t=\log _{q} a}^{\infty} \frac{k\left(q^{t}\right) v\left(q^{t}\right) w\left(q^{t+1}\right) r^{p}\left(q^{t}\right) f^{p}\left(q^{t}\right) H^{\alpha(p-1)}\left(q^{t}\right)}{g^{p-1}\left(q^{t}\right) H^{p(\alpha-1)}\left(q^{t+1}\right)} \tag{3.35}
\end{align*}
$$

where

$$
H(t)=(q-1) \sum_{s=\log _{q} t}^{\infty} q^{s} g\left(q^{s}\right) \quad \text { and } \quad F(t)=(q-1) \sum_{s=\log _{q} t}^{\infty} q^{s} r\left(q^{s}\right) f\left(q^{s}\right)
$$

## 4 Conclusions

In this work, by making use of the time scales' version of Hölder inequality, integration by parts formula, and Keller's chain rule, we obtained some original dynamic Hardy-type inequalities. The proved inequalities generalize some dynamic inequalities known in the literature, see remarks and corollaries after each theorem of our main results. In order to illustrate the theorems for each type of inequality, we applied them to various time scales such as $\mathbb{R}, h \mathbb{Z}, \overline{q^{\mathbb{Z}}}$, and $\mathbb{Z}$ as a subcase of $h \mathbb{Z}$. Possible future work includes studying different generalizations and variants of the dynamic Hardy inequality using the results presented in this article.
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