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#### Abstract

In this paper the problems of the existence and stability of periodic solutions of neutral-type inertial neural networks with time-varying delays are discussed by applying Mawhin's continuation theorem and Lyapunov functional method. Finally, two numerical examples are given to illustrate our theoretical results.
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## 1 Introduction

In 1997, Wheeler and Schieve [1] introduced inductance into neural networks and gained a second-order system which is called an inertial neural network (INN). Noticing that lots of previous works mainly pay close attention to neural networks with only the first derivative of the states, so it is significantly important to introduce an inertial term. In INNs, inertial terms are described by the first-order derivative terms which have important meaning in engineering technology, biology, physics and information systems, for more details, see, e.g., [1-3]. Since the inertial terms exist in a neural network, it is very difficult to investigate the dynamic properties of the network system. In the past few decades, many researchers have used different methods and techniques to study INNs in depth and obtained many results. In [4], the authors investigated the global dissipativity for INNs with time-varying delays and parameter uncertainties by using generalized Halanay inequality, matrix measure, and matrix-norm inequality. Wang and Jiang [5] considered a class of impulsive INNs with time-varying delays. The global exponential stability in Lagrange sense for INNs with delays has been discussed in [6, 7]. Draye, Winters, and Cheron [8] studied a class of self-selected modular recurrent neural networks with postural and inertial subnetworks.

In general, periodic solutions of network systems have many important applications in the real world. Thus, in the past few decades, periodic solutions of network systems have been widely studied and gained many important results. For example, in [9], existence and global exponential stability of periodic solutions for discrete-time BAM neural networks have been considered. Furthermore, using suitable Lyapunov function and coincidence
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degree theory, Zhou et al. [10] studied a class of BAM neural networks with periodic coefficients and continuously distributed delays. For more results on periodic solutions of network systems, see, e.g., [11-15]. Lu and Chen [16] studied the global stability of nonnegative equilibria for a Cohen-Grossberg neural network system. Ding, Liu, and Nieto [17] obtained existence of positive almost periodic solutions to a class of hematopoiesis models. In very recent years, Hien and Hai-An [18] considered the problems of positive solutions and exponential stability of positive equilibrium of INNs with multiple timevarying delays as follows:

$$
\begin{equation*}
\frac{d^{2} x_{i}(t)}{d t^{2}}=-a_{i} \frac{d x_{i}(t)}{d t}-b_{i} x_{i}(t)+\sum_{j=1}^{n} c_{i j} f_{j}\left(x_{j}(t)\right)+\sum_{j=1}^{n} d_{i j} f_{j}\left(x_{j}\left(t-\tau_{j}(t)\right)\right)+I_{i}(t) \tag{1.1}
\end{equation*}
$$

where $t \geq 0, i=1, \ldots, n$. For the meaning of parameters in (1.1), see [18]. Using the comparison principle and homeomorphisms, the authors obtained some dynamic properties of a positive solution of system (1.1).
A neutral-type NN is a nonlinear system which shows neutral properties by involving derivatives with delays. Neutral-type INNs is not only an extension of nonneutral-type INNs, but also provides more useful models in many fields, including biology, mechanics, economics, electronics, and so on. Only a few investigations on dynamical properties of neutral-type INNs have been reported so far. In a very recent article, Yogambigai et al. [19] considered a neutral-type INN with discrete and distributed time delays as follows:

$$
\begin{align*}
\frac{d^{2} x_{i}(t)}{d t^{2}}= & -a_{i} \frac{d x_{i}(t)}{d t}-b_{i} x_{i}(t)+\sum_{j=1}^{n} c_{i j} f_{j}\left(x_{j}(t)\right)+\sum_{j=1}^{n} d_{i j} f_{j}\left(x_{j}(t-h)\right) \\
& +\sum_{j=1}^{n} e_{i j} \int_{t-\tau}^{t} f_{j}\left(x_{j}(s)\right) d s+\sum_{j=1}^{n} h_{i j} \frac{d^{2} x_{i}(t-h)}{d t^{2}}+I_{i}(t) \tag{1.2}
\end{align*}
$$

Global Lagrange stability for system (1.2) was obtained by using LMI method. System (1.2) shows the neutral character by the term $\sum_{j=1}^{n} h_{i j} \frac{d^{2} x_{i}(t-h)}{d t^{2}}$. In fact, according to the Hale's theory [20] for neutral functional differential equations, neutral terms are $D$-operator forms, which are different from the neutral terms in (1.2). In the present paper, we will study a class neutral-type INNs with $D$-operator forms.
In this paper, by using Mawhin's continuation theorem, we obtain existence of periodic solutions for neutral-type inertial neural networks. Mawhin's continuation theorem is a powerful tool for studying periodic solution problems, which is different from other methods, such as fixed-point theorem, variational method, Yoshizawa-type theorem, Masseratype theorem, etc. Furthermore, by using Lyapunov functional method, we obtain stability of periodic solutions for neutral-type inertial neural networks; this method is different from other methods, such as linear matrix inequality (LMI) method, Halanay inequality, matrix measure, and matrix-norm inequality, etc. It is noteworthy that we propose a general approach by the properties of neutral-type operator, Mawhin's continuation theorem and Lyapunov functional method which can be used for studying neutral-type inertial neural networks. The major challenges in this paper are as follows: (1) How to deal with neutral operator in neutral-type INNs and how to use the properties of neutral operator? (2) Since neutral-type INNs contain neutral operator and delays, constructing proper Lypunov function becomes very difficult.

In this paper, we study the periodic solutions problem for a neutral-type INNs with variable delays. Note that the considered system contains both the neutral terms and variable delays that are all dependent on the properties of $D$-operator (neutral operator). The purpose of this paper is to obtain existence and global asymptotic stability results of periodic solutions via topological degree theory and constructing suitable Lyapunov-Krasovskii functional. Two simulation examples are used to demonstrate the usefulness of our theoretical results. The highlights of this paper are threefold:
(1) In this paper, we study a new class of neutral-type INNs with neutral feature described by $D$-operator which is different from the existing models, see, e.g., [19, 21-25].
(2) For constructing suitable Lyapunov-Krasovskii functional, the neutral operator is first taken into consideration in the neutral-type INNs with variable delays and a nonneutral system can be regarded as a special case.
(3) Different from the previous results, we introduce a new unified framework to deal with the construction of Lyapunov-Krasovskii functional for the neutral-type INNs by using properties of the neutral operator and mathematical analysis tools, which may be of special interest. It is noted that our main results are also valid for the case of a nonneutral system.

The following sections are organized as follows: In Sect. 2, we give preliminaries and problem formulation. In Sect. 3, sufficient conditions are established for existence results of system (2.1). The globally asymptotic stability results of the present paper are given in Sect. 4. In Sect. 5, two numerical examples are given to show the feasibility of our results. Finally, some conclusions and discussions are given about this paper.

## 2 Preliminaries and problem formulation

Denote

$$
S=\{1,2, \ldots, n\}, \quad C_{T}=\{x: x \in C(\mathbb{R}, \mathbb{R}), x(t+T) \equiv x(t)\}, \quad C_{T}^{1}=\left\{x: x^{\prime} \in C_{T}\right\}
$$

Motivated by the above work, we consider a class of neutral-type INNs with time-varying delays as follows:

$$
\begin{align*}
\frac{d^{2}\left[A_{i} x_{i}(t)\right]}{d t^{2}}= & -a_{i}(t) \frac{d\left[A_{i} x_{i}(t)\right]}{d t}-b_{i}(t) x_{i}(t)+\sum_{j=1}^{n} c_{i j}(t) f_{j}\left(x_{j}(t)\right) \\
& +\sum_{j=1}^{n} d_{i j}(t) f_{j}\left(x_{j}\left(t-\tau_{j}(t)\right)\right)+I_{i}(t), \tag{2.1}
\end{align*}
$$

where $t \geq 0, i \in S, A_{i}$ is a difference operator defined by

$$
\left(A_{i} x_{i}\right)(t)=x_{i}(t)-c_{i} x_{i}(t-\gamma),
$$

$\gamma>0$ and $\left|c_{i}\right| \neq 1$ are constants, $x_{i}(t)$ denotes the state of the $i$ th neuron at time $t, a_{i}(t)>0$ is the damping coefficient, $b_{i}(t)>0$ denotes the strength of different neuron at time $t, c_{i j}(t)$ and $d_{i j}(t)$ are the neuron connection weights at time $t, f_{j}(\cdot)$ is the activation function which is a continuous, $\tau_{j}(t)$ is a delay function with $0 \leq \tau_{j} \leq \hat{\tau}, \hat{\tau}$ is a constant, $I_{i}(t)$ is an external
input of the $i$ th neuron at time $t$. Initial conditions of system (2.1) are given by

$$
\begin{cases}x_{i}(s)=\phi_{i}(s), & s \in(-\mu, 0], i \in S \\ \left.x_{i}^{\prime}(s)\right)=\psi_{i}(s), & s \in(-\mu, 0], i \in S\end{cases}
$$

where $\mu=\max \{\gamma, \hat{\tau}\}$.

Remark 2.1 According to Hale's theory [20], a solution $x_{i}(t)(i \in S)$ of system (2.1) is a function $x_{i} \in C(\mathbb{R}, \mathbb{R})$ such that $A_{i} x_{i} \in C(\mathbb{R}, \mathbb{R})$. From Lemma 2.3, we have $\left(A_{i} x_{i}\right)^{\prime \prime}=A_{i} x_{i}^{\prime \prime}$. So the solution $x_{i}(t)(i \in S)$ of system (2.1) must be in $C^{2}(\mathbb{R}, \mathbb{R})$.

Let

$$
\begin{equation*}
y_{i}(t)=\frac{d\left[A_{i} x_{i}(t)\right]}{d t}+\xi_{i}\left(A_{i} x_{i}\right)(t), \quad i \in S, \tag{2.2}
\end{equation*}
$$

where $\xi_{i}>0$ is a constant. Then system (2.1) is changed into the following form:

$$
\left\{\begin{align*}
&\left(A_{i} x_{i}\right)^{\prime}(t)=-\xi_{i}\left(A_{i} x_{i}\right)(t)+y_{i}(t),  \tag{2.3}\\
& y_{i}^{\prime}(t)=-\left(a_{i}(t)-\xi_{i}\right) y_{i}(t)+\left[\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right]\left(A_{i} x_{i}\right)(t)-b_{i}(t) A_{i}\left[A_{i}^{-1} x_{i}(t)\right] \\
&+\sum_{j=1}^{n} c_{i j}(t) f_{j}\left(A_{j}\left[A_{j}^{-1} x_{j}(t)\right]\right)+\sum_{j=1}^{n} d_{i j}(t) f_{j}\left(A_{j}\left[A_{j}^{-1} x_{j}\left(t-\tau_{j}(t)\right)\right]\right)+I_{i}(t)
\end{align*}\right.
$$

Remark 2.2 The existence of $A_{i}^{-1}$ is based on Lemma 2.3.

Remark 2.3 There are many periodic phenomena in nature and society. One of the important trends in the investigations of inertial neural networks is related to the periodic solutions of these systems. Hence, studying periodic solution problems of system (2.1) has important theoretical and practical value.

Remark 2.4 System (2.1) is a neutral-type INN which shows neutral features due to $\left(A_{i} x_{i}\right)(t)=x_{i}(t)-c_{i} x_{i}(t-\gamma)$. When $c_{i}=0$, system (2.1) is a nonneutral-type INN which has been studied by many authors. Hence, system (2.1) is more general than the existing INNs.

Lemma 2.1 ([26]) Assume that $\mathcal{X}$ and $\mathcal{Y}$ are two Banach spaces, and $L: D(L) \subset \mathcal{X} \rightarrow \mathcal{Y}$ is a Fredholm operator with index zero. Furthermore, suppose that $\Omega \subset \mathcal{X}$ is an open bounded set and $N: \bar{\Omega} \rightarrow \mathcal{Y}$ is $L$-compact on $\bar{\Omega}$. If all the following conditions hold:
(1) $L x \neq \lambda N x, \forall x \in \partial \Omega \cap D(L), \forall \lambda \in(0,1)$,
(2) $N x \notin \operatorname{Im} L, \forall x \in \partial \Omega \cap \operatorname{Ker} L$,
(3) $\operatorname{deg}\{J Q N, \Omega \cap \operatorname{Ker} L, 0\} \neq 0$,
where $J: \operatorname{Im} Q \rightarrow \operatorname{Ker} L$ is an isomorphism. Then equation $L x=N x$ has a solution on $\bar{\Omega} \cap$ $D(L)$.

Lemma 2.2 ([27]) Let $g \in C_{T}, \tau \in C_{T}^{1}$ with $\tau^{\prime}(t)<1 \forall t \in[0, T]$. Then $g(\mu(t)) \in C_{T}$, where $\mu(t)$ is the inverse function of $t-\tau(t)$.

Lemma 2.3 ([28]) Let $A: C_{T} \rightarrow C_{T},(A x)(t)=x(t)-c x(t-\tau)$, where $\tau>0$ and $c$ are constants, $C_{T}$ is the space of $T$-periodic continuous functions. If $|c| \neq 1$, then operator $A$ has continuous inverse $A^{-1}$ on $C_{T}$, satisfying

$$
\left[A^{-1} f\right](t)= \begin{cases}\sum_{j \geq 0} c^{j} f(t-j \tau), & \text { if }|c|<1, \forall f \in C_{T} \\ -\sum_{j \geq 1} c^{-j} f(t+j \tau), & \text { if }|c|>1, \forall f \in C_{T}\end{cases}
$$

and

$$
\left|\left(A^{-1} x\right)(t)\right| \leq \frac{\|x\|}{|1-|c||}, \quad \forall x \in C_{T}
$$

Lemma 2.4 (Bellman inequality) Assume that $f(t)$ is a nonnegative continuous function on $[0, T]$. If there are constants $\delta, k \geq 0$ such that

$$
f(t) \leq \delta+k \int_{0}^{t} f(s) d s, \quad t \in[0, T]
$$

then

$$
f(t) \leq \delta e^{k t} .
$$

Throughout the paper, the following assumptions hold:
$\left(H_{1}\right) a_{i}(t), b_{i}(t), c_{i j}(t)$, and $d_{i j}(t)$ are continuous T-periodic functions.
$\left(H_{2}\right)$ There exists a constant $l_{j} \geq 0$ such that

$$
\left|f_{j}(x)\right| \leq l_{j}, j \in S, \forall x \in \mathbb{R} .
$$

$\left(H_{3}\right)$ There exists a constant $\hat{l}_{j} \geq 0$ such that

$$
\left|f_{j}(x)\right| \leq \hat{l}_{j}|x| j \in S, \forall x \in \mathbb{R} .
$$

$\left(H_{4}\right)$ There exists a constant $\tilde{l}_{j} \geq 0$ such that

$$
\left|f_{j}(x)-f_{j}(y)\right| \leq \tilde{l}_{j}|x-y|, j \in S, \forall x, y \in \mathbb{R}
$$

Remark 2.5 For obtaining existence of periodic solutions for neutral-type inertial neural networks, assumption $\left(\mathrm{H}_{1}\right)$ is a important sufficient condition. Assumption $\left(\mathrm{H}_{2}\right)$ is an important condition for estimating the prior bounds of the solution by using Mawhin's continuation theorem. Assumption $\left(\mathrm{H}_{4}\right)$ is the famous Lipschitz condition for $f_{j}(x), j=$ $1,2, \ldots, n$. Assumption $\left(\mathrm{H}_{3}\right)$ is a linear growth condition for $f_{j}(x), j=1,2, \ldots, n$. If $f_{j}(0)=0$, then $\left(\mathrm{H}_{4}\right)$ implies $\left(\mathrm{H}_{3}\right)$.

## 3 Existence and uniqueness of a periodic solution

Let $x(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right)^{\top}, y(t)=\left(y_{1}(t), \ldots, y_{n}(t)\right)^{\top}$. Set

$$
\mathcal{X}=\mathcal{Y}=\left\{w(t)=(x(t), y(t))^{\top} \in C\left(\mathbb{R}, \mathbb{R}^{2 n}\right), w(t+T)=w(t)\right\}
$$

with the norm $\|w\|=\max \left\{|x|_{\infty},|y|_{\infty}\right\}$, where

$$
|f|_{\infty}=\max _{i \in S,}\left|f_{i}\right|_{0}, \quad\left|f_{i}\right|_{0}=\max _{t \in \mathbb{R}}\left|f_{i}(t)\right| \quad \forall f \in \mathbb{R}^{n} .
$$

It is easy to see that $\mathcal{X}$ and $\mathcal{Y}$ are two Banach spaces. Let

$$
\begin{align*}
& L: D(L) \subset \mathcal{X} \rightarrow \mathcal{X}, \quad(L w)(t)=w^{\prime}(t)=\left(x^{\prime}(t), y^{\prime}(t)\right)^{\top}, \quad t \in \mathbb{R} \\
& (L w)_{i}(t)=\left(A_{i} x_{i}\right)^{\prime}(t), \quad i \in S, t \in \mathbb{R} \tag{3.1}
\end{align*}
$$

and

$$
\begin{equation*}
(L w)_{n+i}(t)=y_{i}^{\prime}(t), \quad i \in S, t \in \mathbb{R} . \tag{3.2}
\end{equation*}
$$

Let $N: \mathcal{X} \rightarrow \mathcal{X}$ with

$$
\begin{equation*}
(N w)_{i}(t)=-\xi_{i}\left(A_{i} x_{i}\right)(t)+y_{i}(t), \quad i \in S, t \in \mathbb{R} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{align*}
(N w)_{n+i}(t)= & -\left(a_{i}(t)-\xi_{i}\right) y_{i}(t)+\left[\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right]\left(A_{i} x_{i}\right)(t)-b_{i}(t) A_{i}\left[A_{i}^{-1} x_{i}(t)\right] \\
& +\sum_{j=1}^{n} c_{i j}(t) f_{j}\left(A_{j}\left[A_{j}^{-1} x_{j}(t)\right]\right)+\sum_{j=1}^{n} d_{i j}(t) f_{j}\left(A_{j}\left[A_{j}^{-1} x_{j}\left(t-\tau_{j}(t)\right)\right]\right) \\
& +I_{i}(t), \quad i \in S, t \in \mathbb{R} \tag{3.4}
\end{align*}
$$

Obviously, $\operatorname{Ker} L=\mathbb{R}^{2 n}, \operatorname{Im} L=\left\{w: w \in \mathcal{X}, \int_{0}^{T} w(s) d s=\mathbf{0}\right\}$ is closed in $\mathcal{Y}, \operatorname{dim} \operatorname{Ker} L=$ condim $\operatorname{Im} L=2 n$. So $L$ is a Fredholm operator with index zero. Let

$$
P: \mathcal{X} \rightarrow \operatorname{Ker} L, \quad Q: \mathcal{Y} \rightarrow \mathcal{Y} / \operatorname{Im} L
$$

be defined by

$$
P x=\frac{1}{T} \int_{0}^{T} w(s) d s, \quad Q y=\frac{1}{T} \int_{0}^{T} y(s) d s
$$

and let

$$
L_{p}=\left.L\right|_{\mathcal{X} \cap \operatorname{Ker} P}: \mathcal{X} \cap \operatorname{Ker} P \rightarrow \operatorname{Im} L .
$$

Then $L_{p}$ has its right inverse $L_{P}^{-1}$.
Theorem 3.1 Suppose that Assumptions $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. Then system (2.1) has at least one T-periodic solution, provided that the following conditions hold:

$$
\begin{align*}
& 1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)>0, \quad i \in S  \tag{3.5}\\
& 1-\frac{\left|1-|c|_{i}\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+\left|b_{i}\right|_{0}}{\left|1-|c|_{i}\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)} \frac{T}{1-T \xi_{i}}>0, \quad i \in S \tag{3.6}
\end{align*}
$$

$$
\begin{equation*}
\left|\xi_{i}\left(1-c_{i}\right) m\right| \neq|M| \quad \text { or } \quad\left|\xi_{i}\left(1-c_{i}\right) M\right| \neq|m|, \quad i \in S \tag{3.7}
\end{equation*}
$$

where $\xi_{i}>0$ is defined by (2.3), and $m$ and $M$ are defined by (3.14) and (3.15), respectively.
Proof Consider the following operator equation:

$$
L w=\lambda N w, \quad w \in D(L), \lambda \in(0,1),
$$

where $L$ and $N$ are defined by (3.1)-(3.4). Let $\Omega_{1}=\{w: w \in D(L), L w=\lambda N w, \lambda \in(0,1)\}$. Then $\forall x \in \Omega_{1}$, it follows that

$$
\begin{align*}
\left(A_{i} x_{i}\right)^{\prime}(t) & =\lambda\left[-\xi_{i}\left(A_{i} x_{i}\right)(t)+y_{i}(t)\right], \quad i \in S, t \in \mathbb{R}  \tag{3.8}\\
y_{i}^{\prime}(t)= & \lambda\left[-\left(a_{i}(t)-\xi_{i}\right) y_{i}(t)+\left[\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right]\left(A_{i} x_{i}\right)(t)-b_{i}(t) A_{i}\left[A_{i}^{-1} x_{i}(t)\right]\right. \\
& +\sum_{j=1}^{n} c_{i j}(t) f_{j}\left(A_{j}\left[A_{j}^{-1} x_{j}(t)\right]\right) \\
& \left.+\sum_{j=1}^{n} d_{i j}(t) f_{j}\left(A_{j}\left[A_{j}^{-1} x_{j}\left(t-\tau_{j}(t)\right)\right]\right)+I_{i}(t)\right], \quad i \in S, t \in \mathbb{R} \tag{3.9}
\end{align*}
$$

By (3.8), we have

$$
\begin{aligned}
\left|\left(A_{i} x_{i}\right)(t)\right| & \leq\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}+\int_{0}^{T}\left|\left(A_{i} x_{i}\right)^{\prime}(t)\right| d t \\
& \leq\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}+\xi_{i} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t+\int_{0}^{T}\left|y_{i}(t)\right| d t
\end{aligned}
$$

By the above inequality, we have

$$
\left|A_{i} x_{i}\right|_{0}=\max _{t \in[0, T]}\left|A_{i} x_{i}(t)\right| \leq\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}+\xi_{i} T\left|\left(A_{i} x_{i}\right)\right|_{0}+T\left|y_{i}\right|_{0}
$$

Using condition (3.5) and the above inequality, we then get

$$
\begin{equation*}
\left|A_{i} x_{i}\right|_{0} \leq \frac{\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}}{1-T \xi_{i}}+\frac{T\left|y_{i}\right|_{0}}{1-T \xi_{i}} \tag{3.10}
\end{equation*}
$$

From Assumption $\left(\mathrm{H}_{2}\right)$, (3.10), and Lemma 2.3, we get

$$
\begin{aligned}
\left|y_{i}(t)\right| \leq & |\tilde{\psi}|_{\infty}+\int_{0}^{T}\left|y_{i}^{\prime}(t)\right| d t \\
\leq & |\tilde{\psi}|_{\infty}+\int_{0}^{T}\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\left|y_{i}(t)\right| d t \\
& +\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t+\left|b_{i}\right|_{0} \int_{0}^{T}\left|x_{i}(t)\right| d t \\
& +\sum_{j=1}^{n}\left(\left|c_{i j}\right|_{0}+\left|d_{i j}\right|_{0}\right) l_{j} T+T\left|I_{i}\right|_{0}
\end{aligned}
$$

$$
\begin{aligned}
\leq & |\tilde{\psi}|_{\infty}+T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\left|y_{i}\right|_{0} \\
& +\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t+\frac{\left|b_{i}\right|_{0}}{\left|1-|c|_{i}\right|} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t \\
& +\sum_{j=1}^{n}\left(\left|c_{i j}\right|_{0}+\left|d_{i j}\right|_{0}\right) l_{j} T+T\left|I_{i}\right|_{0} \\
= & |\tilde{\psi}|_{\infty}+\sum_{j=1}^{n}\left(\left|c_{i j}\right|_{0}+\left|d_{i j}\right|_{0}\right) l_{j} T+T\left|I_{i}\right|_{0}+T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\left|y_{i}\right|_{0} \\
& +\frac{\left|1-|c|_{i}\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+\left|b_{i}\right|_{0}}{\left|1-|c|_{i}\right|} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t
\end{aligned}
$$

where $|\tilde{\psi}|_{\infty}=\max _{i \in S}\left\{\left|A_{i} \psi(0)+\xi_{i} \phi(0)\right|\right\}$. Due to condition (3.5),

$$
\begin{aligned}
\left|y_{i}\right|_{0} \leq & \frac{|\tilde{\psi}|_{\infty}+\sum_{j=1}^{n}\left(\left|c_{i j}\right|_{0}+\left|d_{i j}\right|_{0}\right) l_{j} T+T\left|I_{i}\right|_{0}}{1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)} \\
& +\frac{\left|1-|c|_{i}\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+\left|b_{i}\right|_{0}}{\left|1-|c|_{i}\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t .
\end{aligned}
$$

In view of (3.10), we have

$$
\begin{aligned}
\left|y_{i}\right|_{0} \leq & \frac{|\tilde{\psi}|_{\infty}+\sum_{j=1}^{n}\left(\left|c_{i j}\right|_{0}+\left|d_{i j}\right|_{0}\right) l_{j} T+T\left|I_{i}\right|_{0}}{1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)} \\
& +\frac{\left|1-|c|_{i}\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+\left|b_{i}\right|_{0}}{\left|1-|c|_{i}\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)} \frac{\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}}{1-T \xi_{i}} \\
& +\frac{\left|1-|c|_{i}\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+\left|b_{i}\right|_{0}}{\left|1-|c|_{i}\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)} \frac{T\left|y_{i}\right|_{0}}{1-T \xi_{i}}
\end{aligned}
$$

From condition (3.6), there exists a positive constant $K_{i}$ such that

$$
\begin{equation*}
\left|y_{i}\right|_{0} \leq K_{i}, \quad i \in S, \forall t \in[0, T] . \tag{3.11}
\end{equation*}
$$

Using (3.10) and (3.11), we obtain

$$
\left|A_{i} x_{i}\right|_{0} \leq \frac{\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}}{1-T \xi_{i}}+\frac{T K_{i}}{1-T \xi_{i}}
$$

In view of Lemma 2.3,

$$
\begin{align*}
\left|x_{i}\right|_{0} & \leq \frac{\left|A_{i} x_{i}\right|_{0}}{\left|1-\left|c_{i}\right|\right|} \\
& \leq \frac{\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}}{\left|1-\left|c_{i}\right|\right|\left(1-T \xi_{i}\right)}+\frac{T K_{i}}{\left|1-\left|c_{i}\right|\right|\left(1-T \xi_{i}\right)} \\
& :=P_{i} . \tag{3.12}
\end{align*}
$$

From (3.11) and (3.12), we have

$$
\|w\|=\max \left\{\max _{i \in S} K_{i}, \max _{i \in S} P_{i}\right\}:=M
$$

Let $\Omega_{2}=\{w \in \mathcal{X}:\|w\|<M+1\}$. Then $\forall w \in \Omega_{2}$, condition (1) of Lemma 2.1 holds. We prove that

$$
\begin{equation*}
Q N w \neq \mathbf{0} \quad \forall w \in \partial \Omega_{2} \cap \operatorname{Ker} L . \tag{3.13}
\end{equation*}
$$

In fact, $\forall w \in \partial \Omega_{2} \cap \operatorname{Ker} L$, then $w \in \mathbb{R}^{2 n}$ is a constant vector, and there exists at least one $i \in S$ such that

$$
\begin{equation*}
\left|y_{i}\right|=M+1 \quad \text { and } \quad\left|x_{i}\right|=m<M+1 . \tag{3.14}
\end{equation*}
$$

If $y_{i}=M+1, x_{i}=m$, integrate (3.3) over [ $0, T$ ], then $\xi_{i}\left(1-c_{i}\right) m=M$, which is a contradiction to (3.7). If $y_{i}=-(M+1), x_{i}= \pm m$, we can obtain a similar contradiction to (3.7). On the other hand, if there exists at least one $i \in S$ such that

$$
\begin{equation*}
\left|x_{i}\right|=M+1 \quad \text { and } \quad\left|y_{i}\right|=m<M+1, \tag{3.15}
\end{equation*}
$$

then we can obtain similar results. Hence, (3.13) and condition (2) of Lemma 2.1 hold. Let

$$
H_{i}\left(w_{i}, \mu\right)=\mu w_{i}+(1-\mu) Q N w_{i}, \quad \mu \in[0,1], i=1,2, \ldots, 2 n .
$$

Using (3.13), we have

$$
H_{i}\left(w_{i}, \mu\right) \neq 0 \neq 0 \quad \text { for all } w \in \partial \Omega_{2} \cap \operatorname{Ker} L, i=1,2, \ldots, 2 n
$$

Based on the property of topological degree and taking $J$ to be the identity mapping $I$ : $\operatorname{Im} Q \rightarrow \operatorname{Ker} L$, then

$$
\begin{aligned}
\operatorname{deg}\left\{J Q N, \Omega_{2} \cap \operatorname{Ker} L, 0\right\} & =\operatorname{deg}\left\{H(\cdot, 0), \Omega_{2} \cap \operatorname{Ker} L, 0\right\} \\
& =\operatorname{deg}\left\{H(\cdot, 1), \Omega_{2} \cap \operatorname{Ker} L, 0\right\} \\
& =1 \neq 0 .
\end{aligned}
$$

So, condition (3) of Lemma 2.1 holds. Therefore, by using Lemma 2.1, we see that the equation $L x=N x$ has at least one $T$-periodic solution $w$ in $\bar{\Omega}_{2}$. Namely, system (2.1) has at least one positive $T$-periodic solution.

Theorem 3.2 Suppose that $\tau_{j}^{\prime}(t)<1(j \in S, t \in \mathbb{R})$, and Assumptions $\left(H_{1}\right)$ and $\left(H_{3}\right)$ hold. Then system (2.1) has at least one T-periodic solution, provided that the following conditions hold:

$$
\begin{align*}
& 1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)>0, \quad i \in S,  \tag{3.16}\\
& 1-\frac{T^{2}\left|1-\left|c_{i}\right|\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+T^{2}\left|b_{i}\right|_{0}+\left|\Gamma_{i j}\right|_{0}}{\left|1-\left|c_{i}\right|\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)\left(1-T \xi_{i}\right)}>0, \quad i, j \in S,  \tag{3.17}\\
& \left|\xi_{i}\left(1-c_{i}\right) m\right| \neq|M| \quad \text { or } \quad\left|\xi_{i}\left(1-c_{i}\right) M\right| \neq|m|, \quad i \in S, \tag{3.18}
\end{align*}
$$

where $\xi_{i}>0$ is defined by (2.3), and $M$ is defined by (3.27), $m \leq M+1$ is a positive constant, $\Gamma_{i j}(t)=c_{i j}(t)+\frac{d_{i j}\left(\mu_{j}(t)\right)}{1-\tau^{\prime}\left(\mu_{j}(t)\right)}, \mu_{j}(t)$ is a inverse function of $t-\tau_{j}(t)$.

Proof We only show that the solutions to system (3.8) and (3.9) are bounded, other proofs are similar to that of Theorem 3.1. By (3.10) and Lemma 2.3, we get

$$
\begin{align*}
\left|y_{i}(t)\right| \leq & |\tilde{\psi}|_{\infty}+\int_{0}^{T}\left|y_{i}^{\prime}(t)\right| d t \\
\leq & |\tilde{\psi}|_{\infty}+\int_{0}^{T}\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\left|y_{i}(t)\right| d t \\
& +\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t+\left|b_{i}\right|_{0} \int_{0}^{T}\left|x_{i}(t)\right| d t \\
& +\sum_{j=1}^{n} \int_{0}^{T}\left|c_{i j}(s) f_{j}\left(x_{j}(s)\right)\right| d s+\sum_{j=1}^{n} \int_{0}^{T}\left|d_{i j}(s) f_{j}\left(x_{j}\left(s-\tau_{j}(s)\right)\right)\right| d s+T\left|I_{i}\right| 0_{0} \tag{3.19}
\end{align*}
$$

Consider the term $\int_{0}^{T} \sum_{j=1}^{n} d_{i j}(s) f_{j}\left(x_{j}\left(s-\tau_{j}(s)\right)\right) d s$ in (3.19). Using Lemma 2.2, we have

$$
\begin{equation*}
\int_{0}^{T} \sum_{j=1}^{n}\left|d_{i j}(s) f_{j}\left(x_{j}\left(s-\tau_{j}(s)\right)\right)\right| d s=\int_{0}^{T} \sum_{j=1}^{n} \frac{\left|d_{i j}\left(\mu_{j}(s)\right)\right|}{1-\tau^{\prime}\left(\mu_{j}(s)\right)}\left|f_{j}\left(x_{j}(s)\right)\right| d s, \quad i \in S \tag{3.20}
\end{equation*}
$$

where $\mu_{j}(t)$ is a inverse function of $t-\tau_{j}(t)$. From Assumption $\left(\mathrm{H}_{3}\right)$, (3.19), and (3.20), we have

$$
\begin{aligned}
\left|y_{i}(t)\right| \leq & |\tilde{\psi}|_{\infty}+\int_{0}^{T}\left|y_{i}^{\prime}(t)\right| d t \\
\leq & |\tilde{\psi}|_{\infty}+T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\left|y_{i}\right|_{0} \\
& +\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t+\frac{\left|b_{i}\right|_{0}}{\left|1-|c|_{i}\right|} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t \\
& +\int_{0}^{T} \sum_{j=1}^{n}\left|\Gamma_{i j}(s) f_{j}\left(x_{j}(s)\right)\right| d s+T\left|I_{i}\right|_{0} \\
\leq & |\tilde{\psi}|_{\infty}+T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\left|y_{i}\right|_{0} \\
& +\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t+\frac{\left|b_{i}\right|_{0}}{\left|1-|c|_{i}\right|} \int_{0}^{T}\left|\left(A_{i} x_{i}\right)(t)\right| d t \\
& +\left.T \hat{l}_{j}\left|\sum_{j=1}^{n}\right| \Gamma_{i j}\right|_{0}|x|_{\infty}+T\left|I_{i}\right|_{0} .
\end{aligned}
$$

Due to condition (3.16), then

$$
\begin{align*}
\left|y_{i}\right|_{0} \leq & \frac{|\tilde{\psi}|_{\infty}+T\left|I_{i}\right|_{0}}{1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)} \\
& +\frac{\left|1-|c|_{i}\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+\left|b_{i}\right|_{0}}{\left|1-|c|_{i}\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)} T\left|A_{i} x_{i}\right|_{0} \\
& +\frac{\sum_{j=1}^{n}\left|\Gamma_{i j}\right|_{0}}{1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)}|x|_{\infty} \tag{3.21}
\end{align*}
$$

By (3.10) and (3.21), then

$$
\begin{align*}
\left|y_{i}\right|_{0} \leq & \frac{|\tilde{\psi}|_{\infty}+T\left|I_{i}\right|_{0}}{1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)} \\
& +\frac{\left|1-\left|c_{i}\right|\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+\left|b_{i}\right|_{0}}{\left|1-\left|c_{i}\right|\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)} \frac{T\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}}{1-T \xi_{i}} \\
& +\frac{\left|1-\left|c_{i}\right|\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+\left|b_{i}\right|_{0}}{\left|1-\left|c_{i}\right|\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)} \frac{T^{2}\left|y_{i}\right|_{0}}{1-T \xi_{i}} \\
& +\frac{\sum_{j=1}^{n}\left|\Gamma_{i j}\right|_{0}}{1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)}|x|_{\infty} . \tag{3.22}
\end{align*}
$$

From Lemma 2.3 and (3.10), we get

$$
\begin{equation*}
|x|_{\infty} \leq \frac{\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}}{\left|1-\left|c_{i}\right|\right|\left(1-T \xi_{i}\right)}+\frac{T|y|_{\infty}}{\left|1-\left|c_{i}\right|\right|\left(1-T \xi_{i}\right)} . \tag{3.23}
\end{equation*}
$$

By (3.22) and (3.23), we have

$$
\begin{align*}
|y|_{\infty} \leq & \frac{|\tilde{\psi}|_{\infty}+T\left|I_{i}\right|_{0}}{1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)} \\
& +\frac{\left|1-\left|c_{i}\right|\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+\left|b_{i}\right|_{0}}{\left|1-\left|c_{i}\right|\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)} \frac{T\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}}{1-T \xi_{i}} \\
& +\frac{\left|1-\left|c_{i}\right|\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+\left|b_{i}\right|_{0}}{\left|1-\left|c_{i}\right|\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)} \frac{T^{2}|y|_{\infty}}{1-T \xi_{i}} \\
& +\frac{\sum_{j=1}^{n}\left|\Gamma_{i j}\right|_{0}}{1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)} \frac{\left(1+\left|c_{i}\right|\right)|\phi|_{\infty}}{\left|1-\left|c_{i}\right|\right|\left(1-T \xi_{i}\right)} \\
& +\frac{\sum_{j=1}^{n}\left|\Gamma_{i j}\right|_{0}}{1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)} \frac{T|y|_{\infty}}{\left|1-\left|c_{i}\right|\right|\left(1-T \xi_{i}\right)} . \tag{3.24}
\end{align*}
$$

From condition (3.17) and (3.24), there exists a constant $M_{1}>0$ such that

$$
\begin{equation*}
|y|_{\infty} \leq M_{1} . \tag{3.25}
\end{equation*}
$$

In view of (3.23) and (3.25), there exists a constant $M_{2}>0$ such that

$$
\begin{equation*}
|x|_{\infty} \leq M_{2} \tag{3.26}
\end{equation*}
$$

It follows from (3.25) and (3.26), there there exists a constant $M>0$ such that

$$
\begin{equation*}
\|\omega\|=\max \left\{|x|_{\infty},|y|_{\infty}\right\} \leq M \tag{3.27}
\end{equation*}
$$

The following proof is similar to the corresponding arguments in the proof of Theorem 3.1, so we omit it.

Due to Assumption $\left(\mathrm{H}_{4}\right)$, the term $f_{j}\left(x_{j}\right), j \in S$ in system (2.1) satisfies Lipschitz condition on $\mathbb{R}$. Thus, by basic results for functional differential equations, we have the following theorems for the unique existence of a periodic solution to system (2.1).

Theorem 3.3 Suppose all the conditions of Theorem 3.1 and Assumption $\left(H_{4}\right)$ hold. Then system (2.1) has a unique T-periodic solution.

Proof Assume that $w(t)=(x(t), y(t))^{\top}$ and $\kappa(t)=(u(t), \nu(t))^{\top}$ are two periodic solutions of system (2.3) which satisfy the initial conditions

$$
\begin{cases}x_{i}(s)=\phi_{i}(s), & s \in(-\mu, 0], i \in S \\ \left.x_{i}^{\prime}(s)\right)=\psi_{i}(s), & s \in(-\mu, 0], i \in S\end{cases}
$$

Then, we have

$$
\begin{equation*}
\left|A_{i} x_{i}(t)-A_{i} u_{i}(t)\right| \leq \int_{0}^{t}\left(\xi_{i}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right|+\left|y_{i}(s)-v_{i}(s)\right|\right) d s \tag{3.28}
\end{equation*}
$$

By (3.28), we get

$$
\begin{equation*}
\sum_{i=1}^{n}\left|A_{i} x_{i}(t)-A_{i} u_{i}(t)\right| \leq \int_{0}^{t} \sum_{i=1}^{n} \xi_{i}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s+T \sum_{i=1}^{n}\left|y_{i}(t)-v_{i}(t)\right|_{0} \tag{3.29}
\end{equation*}
$$

By assumptions of Theorem 3.3, we have

$$
\begin{align*}
\mid y_{i}(t) & -v_{i}(t) \mid \\
\leq & \int_{0}^{t}\left|a_{i}(t)-\xi_{i}\right|_{0}\left|y_{i}(s)-v_{i}(s)\right| d s \\
& +\left|\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right|_{0} \int_{0}^{t}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s+\left|b_{i}\right|_{0} \int_{0}^{t}\left|x_{i}(s)-u_{i}(s)\right| d s \\
& +\int_{0}^{t} \sum_{j=1}^{n}\left(\left|c_{i j}\right|_{0}+\left|d_{i j}\right| 0\right) \tilde{l}_{j}\left|x_{j}(s)-u_{j}(s)\right| d s \\
\leq & \int_{0}^{t}\left|a_{i}(t)-\xi_{i}\right|_{0}\left|y_{i}(s)-v_{i}(s)\right| d s+\left|\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right|_{0} \int_{0}^{t}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s \\
& +\frac{\left|b_{i}\right|_{0}}{\left|1-\left|c_{i}\right|\right|} \int_{0}^{t}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s \\
& +\int_{0}^{t} \sum_{j=1}^{n} \vartheta_{1}\left|A_{j} x_{j}(s)-A_{j} u_{j}(s)\right| d s \tag{3.30}
\end{align*}
$$

where $\vartheta_{1}=\max _{i, j \in S} \frac{\left(\left|c_{i j}\right| 0+\left|d_{i j}\right| 0 \tilde{j}_{j}\right.}{\left|1-\left|c_{i}\right|\right|}$. By (3.30), we get

$$
\begin{align*}
\vartheta_{2} \sum_{i=1}^{n}\left|y_{i}(t)-v_{i}(t)\right|_{0} \leq & \sum_{i=1}^{n}\left|\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right|_{0} \int_{0}^{t}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s \\
& +\sum_{i=1}^{n} \frac{\left|b_{i}\right|_{0}}{\left|1-\left|c_{i}\right|\right|} \int_{0}^{t}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s \\
& +n \vartheta_{1} \int_{0}^{t} \sum_{i=1}^{n}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s \tag{3.31}
\end{align*}
$$

where $\vartheta_{2}=\min _{i \in S}\left(1-T\left|a_{i}(t)-\xi_{i}\right|_{0}\right)>0$. By (3.29) and (3.31), we have

$$
\begin{align*}
\sum_{i=1}^{n}\left|A_{i} x_{i}(t)-A_{i} u_{i}(t)\right| \leq & \int_{0}^{t} \sum_{i=1}^{n} \xi_{i}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s \\
& \times \frac{T}{\vartheta_{2}} \sum_{i=1}^{n}\left|\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right|_{0} \int_{0}^{t}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s \\
& +\frac{T}{\vartheta_{2}} \sum_{i=1}^{n} \frac{\left|b_{i}\right|_{0}}{\left|1-\left|c_{i}\right|\right|} \int_{0}^{t}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s \\
& +\frac{T n}{\vartheta_{2}} \vartheta_{1} \int_{0}^{t} \sum_{i=1}^{n}\left|A_{i} x_{i}(s)-A_{i} u_{i}(s)\right| d s \tag{3.32}
\end{align*}
$$

By Lemma 2.4 (Bellman inequality) and (3.32), we have

$$
\sum_{i=1}^{n}\left|A_{i} x_{i}(t)-A_{i} u_{i}(t)\right|=0
$$

i.e.,

$$
\begin{equation*}
x_{i}(t)=u_{i}(t), \quad i \in S \tag{3.33}
\end{equation*}
$$

By (3.31) and (3.33), we have

$$
y_{i}(t)=v_{i}(t), \quad i \in S
$$

Hence, the periodic solution of system (2.3) is unique, i.e., the periodic solution of system (2.1) is unique.

Theorem 3.4 Suppose all the conditions of Theorem 3.2 and Assumption $\left(H_{4}\right)$ hold. Then system (2.1) has a unique T-periodic solution.

Proof The proof of Theorem 3.4 is similar to that of Theorem 3.3, so we omit it.

## 4 Asymptotic behavior of a periodic solution

Since system (2.3) is equivalent to system (2.1) under the transformation (2.2), we will consider the asymptotic stability problems of system (2.3).

Definition 4.1 If $w^{*}(t)=\left(x_{1}^{*}(t), \ldots, x_{n}^{*}(t), y_{1}^{*}(t), \ldots, y_{n}^{*}(t)\right)^{\top}$ is a periodic solution of system (2.3) and $w(t)=\left(x_{1}(t), \ldots, x_{n}(t), y_{1}(t), \ldots, y_{n}(t)\right)^{\top}$ is any solution of system (2.3) satisfying

$$
\lim _{t \rightarrow+\infty} \sum_{i=1}^{n}\left[\left|x_{i}(t)-x_{i}^{*}(t)\right|+\left|y_{i}(t)-y_{i}^{*}(t)\right|\right]=0
$$

Then $w^{*}(t)$ is globally asymptotically stable.

Theorem 4.1 Under the conditions of Theorem 3.3, assume further that
there exist $\iota_{i}>0, \kappa_{i}>0$ such that

$$
\begin{equation*}
\iota_{i}=\lim _{t \rightarrow+\infty} \inf \left[2 \xi_{i}-1-\left(a_{i}(t)-\xi_{i}\right)^{2} \xi_{i}^{2}-\frac{b_{i}(t)}{\left|1-\left|c_{i}\right|\right|^{2}}\right], \quad i \in S \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa_{i}=\lim _{t \rightarrow+\infty} \inf \left[2\left(a_{i}(t)-\xi_{i}\right)-2-b_{i}(t)-4 \sum_{j=1}^{n}\left(\left|c_{i j}(t)\right|+\left|d_{i j}(t)\right|\right) l_{j}\right], \quad i \in S \tag{4.2}
\end{equation*}
$$

where $2\left(a_{i}(t)-\xi_{i}\right)-2-b_{i}(t)>0$ for $t \in \mathbb{R}, i \in S$. Then system (2.3) has a unique T-periodic solution $w^{*}(t)=\left(x_{1}^{*}(t), \ldots, x_{n}^{*}(t), y_{1}^{*}(t), \ldots, y_{n}^{*}(t)\right)^{\top}$ which is globally asymptotically stable.

Proof By Theorem 3.3, system (2.3) has a unique $T$-periodic solution $w^{*}(t)$. Suppose $w(t)$ is any solution of system (2.3). Let

$$
\begin{equation*}
V_{i}(t)=\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}+\left(y_{i}(t)-y_{i}^{*}\right)^{2}, \quad i \in S, t \geq 0 \tag{4.3}
\end{equation*}
$$

Taking the derivative of (4.3) along the solution of (2.3) gives

$$
\begin{aligned}
V_{i}^{\prime}(t)= & 2\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)\left[A_{i} x_{i}^{\prime}(t)-A_{i} x_{i}^{*^{\prime}}(t)\right]+2\left(y_{i}(t)-y_{i}^{*}\right)\left(y_{i}^{\prime}(t)-y_{i}^{*^{\prime}}(t)\right) \\
= & 2\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)\left[-\xi_{i}\left(A_{i} x_{i}\right)(t)+y_{i}(t)-\left(-\xi_{i}\left(A_{i} x_{i}^{*}\right)(t)+y_{i}^{*}(t)\right)\right] \\
& +2\left(y_{i}(t)-y_{i}^{*}\right)\left[-\left(a_{i}(t)-\xi_{i}\right) y_{i}(t)+\left[\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right]\left(A_{i} x_{i}\right)(t)-b_{i}(t) x_{i}(t)\right. \\
& +\sum_{j=1}^{n} c_{i j}(t) f_{j}\left(x_{j}(t)\right)+\sum_{j=1}^{n} d_{i j}(t) f_{j}\left(x_{j}\left(t-\tau_{j}(t)\right)\right)+I_{i}(t) \\
& -\left(-\left(a_{i}(t)-\xi_{i}\right) y_{i}^{*}(t)+\left[\left(a_{i}(t)-\xi_{i}\right) \xi_{i}^{*}\right]\left(A_{i} x_{i}^{*}\right)(t)-b_{i}(t) x_{i}^{*}(t)\right. \\
& \left.\left.+\sum_{j=1}^{n} c_{i j}(t) f_{j}\left(x_{j}^{*}(t)\right)+\sum_{j=1}^{n} d_{i j}(t) f_{j}\left(x_{j}^{*}\left(t-\tau_{j}(t)\right)\right)+I_{i}(t)\right)\right] \\
= & -2 \xi_{i}\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}+2\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)\left(y_{i}(t)-y_{i}^{*}\right) \\
& -2\left(a_{i}(t)-\xi_{i}\right)\left(y_{i}(t)-y_{i}^{*}\right)^{2} \\
& +2\left[\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right]\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)\left(y_{i}(t)-y_{i}^{*}\right) \\
& -2 b_{i}(t)\left(x_{i}(t)-x_{i}^{*}\right)\left(y_{i}(t)-y_{i}^{*}\right) \\
& +2\left(y_{i}(t)-y_{i}^{*}\right) \sum_{j=1}^{n} c_{i j}(t)\left[f_{j}\left(x_{j}(t)\right)-f_{j}\left(x_{j}^{*}(t)\right)\right] \\
\leq & -2 \xi_{i}\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}+\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}+\left(y_{i}(t)-y_{i}^{*}\right)^{2}
\end{aligned}
$$

$$
\begin{align*}
& -2\left(a_{i}(t)-\xi_{i}\right)\left(y_{i}(t)-y_{i}^{*}\right)^{2} \\
& +\left[\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right]^{2}\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}+\left(y_{i}(t)-y_{i}^{*}\right)^{2} \\
& +b_{i}(t)\left(x_{i}(t)-x_{i}^{*}\right)^{2}+b_{i}(t)\left(y_{i}(t)-y_{i}^{*}\right)^{2} \\
& +4 \sum_{j=1}^{n}\left(\left|c_{i j}(t)\right|+\left|d_{i j}(t)\right|\right) l_{j}\left|y_{i}(t)-y_{i}^{*}\right| \\
\leq & -2 \xi_{i}\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}+\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}+\left(y_{i}(t)-y_{i}^{*}\right)^{2} \\
& -2\left(a_{i}(t)-\xi_{i}\right)\left(y_{i}(t)-y_{i}^{*}\right)^{2} \\
& +\left[\left(a_{i}(t)-\xi_{i}\right) \xi_{i}\right]^{2}\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}+\left(y_{i}(t)-y_{i}^{*}\right)^{2} \\
& +\frac{b_{i}(t)}{\left|1-\left|c_{i}\right|\right|^{2}}\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}+b_{i}(t)\left(y_{i}(t)-y_{i}^{*}\right)^{2} \\
& +4 \sum_{j=1}^{n}\left(\left|c_{i j}(t)\right|+\left|d_{i j}(t)\right|\right) l_{j}\left|y_{i}(t)-y_{i}^{*}\right| \\
= & -\hat{a}_{i}\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}-\hat{b}_{i}\left(y_{i}(t)-y_{i}^{*}\right)^{2}+\hat{c}_{i}\left|y_{i}(t)-y_{i}^{*}\right|, \tag{4.4}
\end{align*}
$$

where

$$
\begin{aligned}
& \hat{a}_{i}=2 \xi_{i}-1-\left(a_{i}(t)-\xi_{i}\right)^{2} \xi_{i}^{2}-\frac{b_{i}(t)}{\left|1-\left|c_{i}\right|\right|^{2}}, \quad \hat{b}_{i}=2\left(a_{i}(t)-\xi_{i}\right)-2-b_{i}(t)>0 \\
& \hat{c}_{i}=4 \sum_{j=1}^{n}\left(\left|c_{i j}(t)\right|+\left|d_{i j}(t)\right|\right) l_{j}
\end{aligned}
$$

If $\left|y_{i}(t)-y_{i}^{*}\right| \geq 1$, from (4.1), (4.2), and (4.4), we have

$$
\begin{equation*}
V_{i}^{\prime}(t) \leq-\hat{a}_{i}\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}-\left(\hat{b}_{i}-\hat{c}_{i}\right)\left(y_{i}(t)-y_{i}^{*}\right)^{2}<0, \quad i \in S . \tag{4.5}
\end{equation*}
$$

If $\left|y_{i}(t)-y_{i}^{*}\right|<1$, from (4.1), (4.2), and (4.4), we have

$$
\begin{equation*}
V_{i}^{\prime}(t) \leq-\hat{a}_{i}\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}-\left(\hat{b}_{i}-\hat{c}_{i}\right)\left|y_{i}(t)-y_{i}^{*}\right|<0, \quad i \in S . \tag{4.6}
\end{equation*}
$$

Using conditions (4.1) and (4.2), for any $\varepsilon>0, \iota_{i}-\varepsilon>0$, and $\kappa_{i}-\varepsilon>0$, there exists a positive constant $\mathbb{M}$ (large enough) such that

$$
\begin{equation*}
2 \xi_{i}-1-\left(a_{i}(t)-\xi_{i}\right) \xi_{i}-\frac{b_{i}(t)}{\left|1-\left|c_{i}\right|^{2}\right.} \geq \iota_{i}-\varepsilon \quad \text { for } t>\mathbb{M}, i \in S \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
2\left(a_{i}(t)-\xi_{i}\right)-2-b_{i}(t) \geq \kappa_{i}-\varepsilon \quad \text { for } t>\mathbb{M}, i \in S \tag{4.8}
\end{equation*}
$$

If (4.5) holds, it follows by (4.7) and (4.8) that

$$
\begin{equation*}
V_{i}^{\prime}(t) \leq-\left(\iota_{i}-\varepsilon\right)\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}-\left(\kappa_{i}-\epsilon\right)\left(y_{i}(t)-y_{i}^{*}\right)^{2} \quad \text { for } t>\mathbb{M}, i \in S \tag{4.9}
\end{equation*}
$$

Take the Lyapunov functional for system (2.3) in the following form:

$$
V(t)=\sum_{i=1}^{n} V_{i}(t), \quad t \in \mathbb{R}
$$

Computing the derivative of it along the solution of system (2.3), and using (4.9), it follows that

$$
\begin{equation*}
V^{\prime}(t) \leq-\sum_{i=1}^{n}\left[\left(\iota_{i}-\varepsilon\right)\left(x_{i}(t)-x_{i}^{*}\right)^{2}+\left(\kappa_{i}-\varepsilon\right)\left(y_{i}(t)-y_{i}^{*}\right)^{2}\right]<0 \quad \text { for } t>\mathbb{T}, i \in[n] \tag{4.10}
\end{equation*}
$$

Integrate both sides of (4.10) from $\mathbb{M}$ to $+\infty$, then

$$
V(t)+\int_{\mathbb{M}}^{+\infty} \sum_{i=1}^{n}\left[\left(\iota_{i}-\varepsilon\right)\left(A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right)^{2}+\left(\kappa_{i}-\varepsilon\right)\left(y_{i}(t)-y_{i}^{*}\right)^{2}\right] \leq V(0)
$$

By Barbalat's lemma [29], it follows that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \sum_{i=1}^{n}\left[\left|A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right|+\left|y_{i}(t)-y_{i}^{*}\right|\right]=0 \tag{4.11}
\end{equation*}
$$

By Lemma 2.3, we get

$$
\left|x_{i}(t)-x_{i}^{*}\right|=\left|A_{i}^{-1} A_{i}\left(x_{i}(t)-x_{i}^{*}\right)\right| \leq \frac{1}{\left|1-\left|c_{i}\right|\right|}\left|A_{i} x_{i}(t)-A_{i} x_{i}^{*}\right|
$$

which together with (4.11) yields that

$$
\lim _{t \rightarrow+\infty} \sum_{i=1}^{n}\left[\left|x_{i}(t)-x_{i}^{*}\right|+\left|y_{i}(t)-y_{i}^{*}\right|\right]=0
$$

If (4.6) holds, we have the same results. The proof of Theorem 4.1 is now finished.

## 5 Numerical examples

This section presents two examples that demonstrate the validity of our theoretical results.

Example 5.1

$$
\begin{align*}
\frac{d^{2}\left[A_{1} x_{1}(t)\right]}{d t^{2}}= & -a_{1}(t) \frac{d\left[A_{1} x_{1}(t)\right]}{d t}-b_{1}(t) x_{1}(t)+\sum_{j=1}^{3} c_{1 j}(t) f_{j}\left(x_{j}(t)\right) \\
& +\sum_{j=1}^{3} d_{1 j}(t) f_{j}\left(x_{j}\left(t-\tau_{j}(t)\right)\right)+I_{1}(t), \\
\frac{d^{2}\left[A_{2} x_{2}(t)\right]}{d t^{2}}= & -a_{2}(t) \frac{d\left[A_{2} x_{2}(t)\right]}{d t}-b_{2}(t) x_{2}(t)+\sum_{j=1}^{3} c_{1 j}(t) f_{j}\left(x_{j}(t)\right) \\
& +\sum_{j=1}^{3} d_{2 j}(t) f_{j}\left(x_{j}\left(t-\tau_{j}(t)\right)\right)+I_{2}(t), \tag{5.1}
\end{align*}
$$

$$
\begin{aligned}
\frac{d^{2}\left[A_{3} x_{3}(t)\right]}{d t^{2}}= & -a_{3}(t) \frac{d\left[A_{3} x_{3}(t)\right]}{d t}-b_{3}(t) x_{3}(t)+\sum_{j=1}^{3} c_{3 j}(t) f_{j}\left(x_{j}(t)\right) \\
& +\sum_{j=1}^{3} d_{3 j}(t) f_{j}\left(x_{j}\left(t-\tau_{j}(t)\right)\right)+I_{3}(t)
\end{aligned}
$$

where

$$
\begin{aligned}
& T=\frac{\pi}{5}, \quad c_{1}=c_{2}=c_{3}=0.5, \quad a_{1}(t)=a_{2}(t)=a_{3}(t)=0.2, \\
& b_{1}(t)=b_{2}(t)=b_{3}(t)=0.3, \quad c_{i j}(t)=d_{i j}(t)=0.1, \quad \tau_{j}(t)=\frac{1}{2 \pi} \cos 10 t, \\
& f_{j}(u)=\frac{\sin ^{2} u}{u^{2}+1}, \quad I_{1}(t)=I_{2}(t)=I_{3}(t)=\sin 10 t .
\end{aligned}
$$

Obviously, $l_{j}=1,\left|\Gamma_{i j}\right|_{0}=0.211(i, j=1,2,3)$ and Assumption $\left(\mathrm{H}_{2}\right)$ holds. For the above parameters, letting $\xi_{i}=0.1(i=1,2,3)$, we check that conditions (3.5) and (3.6) hold:

$$
\begin{aligned}
& 1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)=0.8116>0, \quad i=1,2,3, \\
& 1-\frac{T^{2}\left|1-\left|c_{i}\right|\right|\left(\left|a_{i}\right|_{0}+\xi_{i}\right) \xi_{i}+T^{2}\left|b_{i}\right|_{0}+\left|\Gamma_{i j}\right|_{0}}{\left|1-\left|c_{i}\right|\right|\left(1-T\left(\left|a_{i}\right|_{0}+\xi_{i}\right)\right)\left(1-T \xi_{i}\right)}=0.372>0, \quad i=1,2,3 .
\end{aligned}
$$

Thus, all the assumptions of Theorem 3.2 hold and system (5.1) has at least one $T$-periodic solution. The corresponding numerical simulations are presented in Figs. 1-4 with random initial conditions. Figure 1 shows that system (5.1) possesses at least one $T$-periodic solution. Figures $2-4$ show that different subsystems of system (5.1) have periodic solutions.

Example 5.2

$$
\begin{aligned}
\frac{d^{2}\left[A_{1} x_{1}(t)\right]}{d t^{2}}= & -a_{1}(t) \frac{d\left[A_{1} x_{1}(t)\right]}{d t}-b_{1}(t) x_{1}(t)+\sum_{j=1}^{3} c_{1 j}(t) f_{j}\left(x_{j}(t)\right) \\
& +\sum_{j=1}^{3} d_{1 j}(t) f_{j}\left(x_{j}\left(t-\tau_{j}(t)\right)\right)+I_{1}(t)
\end{aligned}
$$

Figure 1 State trajectories of system (5.1) for $(x(t), t)$


Figure 2 The space diagram of the subsystem $\left(x_{1}(t)\right.$, $\left.x_{2}(t), t\right)$ for system (5.1)


Figure 3 The space diagram of the subsystem $\left(x_{1}(t)\right.$, $\left.x_{3}(t), t\right)$ for system (5.1)


Figure 4 The space diagram of the subsystem ( $x_{2}(t)$, $\left.x_{3}(t), t\right)$ for system (5.1)


$$
\begin{align*}
\frac{d^{2}\left[A_{2} x_{2}(t)\right]}{d t^{2}}= & -a_{2}(t) \frac{d\left[A_{2} x_{2}(t)\right]}{d t}-b_{2}(t) x_{2}(t)+\sum_{j=1}^{3} c_{1 j}(t) f_{j}\left(x_{j}(t)\right) \\
& +\sum_{j=1}^{3} d_{2 j}(t) f_{j}\left(x_{j}\left(t-\tau_{j}(t)\right)\right)+I_{2}(t)  \tag{5.2}\\
\frac{d^{2}\left[A_{3} x_{3}(t)\right]}{d t^{2}}= & -a_{3}(t) \frac{d\left[A_{3} x_{3}(t)\right]}{d t}-b_{3}(t) x_{3}(t)+\sum_{j=1}^{3} c_{3 j}(t) f_{j}\left(x_{j}(t)\right) \\
& +\sum_{j=1}^{3} d_{3 j}(t) f_{j}\left(x_{j}\left(t-\tau_{j}(t)\right)\right)+I_{3}(t)
\end{align*}
$$

where

$$
T=\frac{\pi}{10}, \quad c_{1}=c_{2}=c_{3}=0.9, \quad a_{1}(t)=a_{2}(t)=a_{3}(t)=3
$$

Figure 5 The periodic solution $x(t)$ of (5.2) is globally asymptotic stable


$$
\begin{aligned}
& b_{1}(t)=b_{2}(t)=b_{3}(t)=0.002, \quad c_{i j}(t)=d_{i j}(t)=0.1, \quad \tau_{j}(t)=\frac{1}{2 \pi} \cos 20 t, \\
& f_{j}(u)=\frac{\cos ^{2} u}{u^{2}+1}, \quad I_{i}(t)=\sin t .
\end{aligned}
$$

Obviously $l_{j}=1$. Letting $\xi_{i}=1.8(i=1,2,3)$, we check that conditions (4.1) and (4.2) hold:

$$
\begin{aligned}
& \iota_{i}=\lim _{t \rightarrow+\infty} \inf \left[2 \xi_{i}-1-\left(a_{i}(t)-\xi_{i}\right)^{2} \xi_{i}^{2}-\frac{b_{i}(t)}{\left|1-\left|c_{i}\right|\right|^{2}}\right]=1.28>0, \quad i=1,2,3, \\
& \kappa_{i}=\lim _{t \rightarrow+\infty} \inf \left[2\left(a_{i}(t)-\xi_{i}\right)-2-b_{i}(t)-4 \sum_{j=1}^{n}\left(\left|c_{i j}(t)\right|+\left|d_{i j}(t)\right|\right) l_{j}\right]=1.18>0, \\
& i=1,2,3 \text {. }
\end{aligned}
$$

Thus, all the assumptions of Theorem 4.1 hold and the periodic solution of (5.2) is globally asymptotically stable. The corresponding numerical simulations are presented in Fig. 5 with random initial conditions. We find that all state orbits of system (5.2) converge to a periodic solution.

Remark 5.1 To the best of our knowledge, the periodic solution problems of neutral-type INNs with delays are considered in the present paper for the first time. Using coincidence degree theory and constructing a proper Lyapunov functional, we got some brand new results on the existence, uniqueness, and asymptotic stability of periodic solutions of neutral-type INNs. We can confirm the novelty of the proposed methods: for example, the methods in [18, 30-33] cannot be generalized to the problems studied in this article. It is important to point out that global exponential stability results of an equilibrium in Lagrange sense for neutral-type INNs were obtained by Theorem 3.1 in [19], and in this paper we only obtain some sufficient conditions for global asymptotic stability of a periodic solution of neutral-type INNs, we have not solved the problem of global exponential stability. The main reason is that constructing a proper Lyapunov functional is very difficult in a periodic function space. We hope to study the global exponential stability of the periodic solution of system (2.1) in a future research.

Remark 5.2 Using Matlab for ODE, we give Figs. 1-5 which show the properties of systems (5.1) and (5.2). Figure 1 shows that system (5.1) has a periodic solution. Figures 2-4
show phase diagrams for system (5.1) in three different states $\left(x_{1}, x_{2}, t\right),\left(x_{1}, x_{3}, t\right),\left(x_{2}, x_{3}, t\right)$. Figure 5 shows that system (5.2) has a periodic solution which is stable.

## 6 Conclusions and discussions

In this paper we studied the problems of periodic solutions for neutral-type inertial neural networks with multiple variable delays. First, by applying Mawhin's continuous theorem to the system, we got a set of sufficient conditions for the existence and uniqueness of periodic solutions. Then, on the basis of existence results, we obtained global asymptotic stability of periodic solutions. The efficacy of the obtained results has been demonstrated by two numerical examples. It is important to note that the practical implementation of INNs is typically encountered with certain type of uncertainties such as interval parameters. Extending the results of this paper to neutral-type INNs with interval uncertainties proves to be an interesting problem. In addition, it is also interesting and challenging to extend the approach presented in this paper to neural network-based problems with mixed delays such as state estimation and approximation, fault isolation and diagnosis, or filter/observer design. These issues require further investigations in the future works.
Since exponential stability implies asymptotic stability, the exponential stability problem of neutral-type inertial neural networks is more important than the asymptotic stability problem of neutral-type inertial neural networks. In this paper, we only obtained some asymptotic stability results for neutral-type inertial neural networks, and we hope that some exponential stability results for neutral-type inertial neural networks will be obtained in the future.
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