
Xu et al. Advances in Difference Equations         (2021) 2021:58 
https://doi.org/10.1186/s13662-020-03184-w

R E S E A R C H Open Access

Exponential stability for delayed
complex-valued neural networks with
reaction-diffusion terms
Xiaohui Xu1,2 , Jibin Yang2*, Quan Xu3, Yanhai Xu2 and Shulei Sun2

*Correspondence:
yangjibin08@163.com
2Key Laboratory of Automobile
Measurement and Control & Safty,
School of Automobile &
Transportation, Xihua University,
Chengdu, 610039, China
Full list of author information is
available at the end of the article

Abstract
In this study, we investigate reaction-diffusion complex-valued neural networks with
mixed delays. The mixed delays include both time-varying and infinite distributed
delays. Criteria are derived to ensure the existence, uniqueness, and exponential
stability of the equilibrium state of the addressed system on the basis of the M-matrix
properties and homeomorphism mapping theories as well as the vector Lyapunov
function method. The results demonstrate the positive effect of reaction-diffusion on
the stability, which further improves the existing conditions. Finally, the analysis of
several examples is compared to the present results to verify the correctness and
reduced conservatism of the primary results.
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1 Introduction
Because there are many potential applications of CVNNs [1–4], there has been increas-
ing interest in research and development related to complex-valued neural networks
(CVNNs), in which neuron states and connection matrices are defined in the complex
number domain. For instance, one typical application of CVNNs is image processing us-
ing the two dimensional value of the image signal, which is regarded as a complex number.
Considering that applications of CVNNs are based on dynamic behaviors including bifur-
cations, stability, and chaos, research related to the dynamic behaviors of various CVNNs
has become increasingly popular [5–29].

It is well known that time delays must exist in neural networks (NNs) during hard-
ware processing. Therefore, it is important to include these delays in models of NNs.
Constant delays were considered in models of CVNNs in [6, 7, 11–14, 23, 27, 28]. Be-
cause the time delays continuously change in practical systems, the scholars in [9, 10, 15–
18, 22, 24, 25, 29] established various types of CVNNs with time-varying delays and pro-
posed some sufficient conditions for judging the dynamical behaviors of the system states.
Furthermore, infinite distributed delays were also introduced into the models of CVNNs
in [5, 19–21] because NNs generally have a spatial extent because of the presence of a
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multitude of parallel pathways with a variety of axon sizes and lengths, and the way to
incorporate this is to introduce infinite distributed delays.

In biological NNs, the existence of diffusion is generally unavoidable due to the inho-
mogeneity of the cell concentration. The diffusion effect can cause the system to produce
some new spatial phenomena including chaos, spiral waves, and Turing instability. Thus,
investigating the dynamical behaviors of NNs with reaction-diffusion terms is very impor-
tant. Therefore, many scholars have conducted significant amounts of research that have
produced many significant results [28–44]. In [31, 33, 39], several classes of time-varying
delays NNs were put forward, and the corresponding theorems for judging the stability
of the equilibrium states of these systems were proposed by applying the Lyapunov func-
tion method and LMI technique. Using a similar method as that proposed by [31, 33, 39],
stability analysis of the equilibrium state was performed for Cohen–Grossberg NNs with
reaction-diffusion terms as well as mixed delays including time-varying and infinite dis-
tributed delays [32, 35]. In contrast, using a methodology different from that adopted in
[31–33, 35, 39] that combined the Lyapunov function method with M-matrix theory, in
[30, 40, 42] the authors presented some important stability results that could be used to
judge reaction-diffusion neural networks (RDNNs) with mixed delays as well as Markova
jumping parameters [30] or random disturbances [40, 42].

It is noteworthy that the results proposed in [30–42] and the references therein only
work for real-valued neural networks (RVNNs). However, not many researchers have stud-
ied the dynamical behaviors of CVNNs with reaction-diffusion terms. To our knowledge,
there are only two published papers [28, 29] that are concerned with the dynamical be-
havior of reaction-diffusion CVNNs (RDCVNNs). In [28], a class of delayed RDCVNNs
under Dirichlet boundary conditions was considered. The dynamical behaviors affecting
the stability as well as the Hopf bifurcation of the equilibrium state were studied based
on normal form theory and the center manifold theorem of partial differential equations.
In [29], the authors investigated two types of coupled memristive CVNNs with diffusion
terms, and derived several novel criteria for ensuring passivity of these two networks by
exploiting some inequality techniques, a Lyapunov functional approach, and the construc-
tion of suitable controller. Fixed and time-varying delays were considered in [28] and [29],
respectively. However, mixed delays including time-varying and infinite distributed delays
have not been considered in RDCVNN models, and it is necessary to study this further.

Among the methods used to analyze the dynamics of NNs, the one most commonly
adopted by scholars is the scalar Lyapunov function method combined with LMI tech-
niques [6, 12, 14, 16, 17, 19, 21, 23–25, 31–33, 35, 39]. Due to the appearance of free
variables within the proposed criteria, the conservatism of the criteria reduces theoret-
ically. Nevertheless, as pointed out in [45], the perfect composition in real applications
between the supposition-based parameters of the NNs and incoming free variables de-
pends on experience and incessant attempts to a great degree. Without using LMI tech-
niques, the scalar Lyapunov function method was applied to established some criteria
for judging the stability of the corresponding RVNNs in [34, 36, 37, 40, 41] and CVNNs
in [8–11, 13, 18]. Similar problems concerning the stability conditions obtained by the
scalar Lyapunov function method combined with LMI techniques existed because of the
relax variables that were introduced. Another method called the vector Lyapunov func-
tion method was chosen to study a class of CVNNs in [5]. The stability conditions [5] had
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a compact matrix form that did not include any free variables, and they could be easily
calculated to verify the stability of the systems.

A summary of the above references indicates that, to date, there have been no pub-
lished papers that describe applying the vector Lyapunov function approach to the stabil-
ity analysis of a type of delayed RDCVNNs with both time-varying and infinite distributed
delays. Inspired by this analysis, the purpose of this study is to investigate the existence,
uniqueness, and global exponential stability for RDCVNNs with mixed delays. The major
contributions of this study are: (1) models of RDCVNNs with mixed delays are consid-
ered, which include related existing models; (2) a new lemma is proposed to process the
reaction-diffusion terms of NNs, which demonstrates a stronger positive influence of the
reaction-diffusion terms on stability than that of the lemmas in [32, 36, 37, 40]; (3) by
adopting the vector Lyapunov function method combined with the M-matrix properties
and the homeomorphism mapping theory, some sufficient conditions without any relax
variables are established for ensuring the existence, uniqueness, and global exponential
stability of the equilibrium state of the proposed system; (4) the established stability con-
ditions exhibit compacted matrix forms, which do not depend on an individual attempt;
and (5) finally, several numerical examples are provided to demonstrate the feasibility and
lower-level conservatism of the established results as compared with the previously exist-
ing ones.

This paper includes five sections. Section 2 provides a description of the model and
preliminaries, Sect. 3 gives several theorems and corollaries, and Sect. 4 provides several
examples. Finally, the conclusions of this study and some directions for future study are
proposed in Sect. 5.

2 Preliminaries
For convenience, some common notations are used throughout this paper. Let C denote a
complex number set. Let ũ = ũR + ũI i be a complex number, where i denotes an imaginary
unit, i.e. i2 = –1. Let � = {1, 2, . . . , n} denote a finite set. For a complex number vector
ũ ∈ C

n, let |ũ| = (|ũ1|, |ũ2|, . . . , |ũn|)T be the module of the vector ũ, where (·)T denotes the
transpose of the vector. Assuming that � ∈ R

m is a bounded compact set with a smooth
boundary ∂� and mes(�) > 0 in space R

m. Let ũk(t, z) be the state variable of the kth
neuron in space z and at time t, where z ∈ �, t > 0, k ∈ �. The symbol L2(C× �) denotes
the complex number space of Lebesgue measurable functions of C×�, and ‖ũk(t, z)‖L2 =
(
∫
�

|ũk(t, z)|2 dz)1/2 < ∞, k ∈ �.
Consider a type of RDCVNNs that can be described as follows:

⎧
⎪⎪⎨

⎪⎪⎩

∂ũk (t,z)
∂t = πk

∑m
h=1

∂
∂zh

( ∂ũk (t,z)
∂zh

) – dkũk(t, z) +
∑n

j=1[akjg̃j(ũj(t, z))

+ bkjg̃j(ũj(t – τkj(t)), z) + qkj
∫ t

–∞ σkj(t – s)g̃j(ũj(s, z)) ds] + Jk

ũk(t, z)|z∈∂� = 0,

(1)

where t ≥ 0, k ∈ �, n ≥ 2 denotes the number of neurons. ũk(t, z) with z ∈ � represents
the state variable of kth neuron at time t. πk > 0 denotes the transmission-diffusion co-
efficient. Let zh represent the space variable, where h = 1, 2, . . . , m. dk > 0 denotes the
charging time constant or passive decay rate of the kth neuron. A = (akj)n×n, B = (bkj)n×n,
and Q = (qkj)n×n are the connection weight matrices and they are defined in C

n×n. g̃(ũ) =
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(g̃1(ũ1), g̃2(ũ2), . . . , g̃n(ũn))T represents the activation function of the neurons. Jk denotes
the constant external input on the kth neuron.

Let J = (J1, J2, . . . , Jn)T , π = diag(πk)n×n, and D = diag(dk)n×n.
Let the initial conditions of (1) be ũk(s, z) = ϕ̃k(s, z) for all k ∈ � and z ∈ �, where

ϕ̃ = [ϕ̃1, ϕ̃2, . . . , ϕ̃n]T ∈ CF0 [(–∞, 0] × R
m,Cn], in which F0 = Fs on(–∞, 0] × R

m and
CF0 [(–∞, 0]×Rm,Cn] are a family of all continuous complex-valued functions with a norm
‖ϕ̃k(s, z)‖L2 = (

∫
�

|ϕ̃k(s, z)|2 dz)1/2, k ∈ �.
Let ũk(t, z) = ũR

k (t, z) + iũI
k(t, z), and let the activation function g̃j(ũj(t, z)) be expressed by

separating it into its real and imaginary parts as follows:

g̃j
(
ũj(t, z)

)
= g̃R

j
(
ũR

j (t, z), ũI
j (t, z)

)
+ ig̃I

j
(
ũR

j (t, z), ũI
j (t, z)

)
, (2)

where g̃R
j (ũR

j (t, z), ũI
j (t, z)) : R2 →R, g̃I

j (ũR
j (t, z), ũI

j (t, z)) : R2 →R, k, j ∈ �.
Furthermore, we rewrite (1) by separating it into real and imaginary parts:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ũR
k (t,z)
∂t = πk

∑m
h=1

∂
∂zh

( ∂ũR
k (t,z)
∂zh

) – dkũR
k (t, z)

+
∑n

j=1[aR
kjg̃

R
j (ũR

j (t, z), ũI
j (t, z)) – aI

kjg̃
I
j (ũR

j (t, z), ũI
j (t, z))]

+
∑n

j=1[bR
kjg̃

R
j (ũR

j (t – τkj(t), z), ũI
j (t – τkj(t), z))

– bI
kjg̃

I
j (ũR

j (t – τkj(t), z), ũI
j (t – τkj(t), z))]

+
∑n

j=1[qR
kj
∫ t

–∞ σkj(t – s)g̃R
j (ũR

j (s, z), ũI
j (s, z)) ds

– qI
kj
∫ t

–∞ σkj(t – s)g̃I
j (ũR

j (s, z), ũI
j (s, z)) ds] + JR

k

ũR
k (t, z)|z∈∂� = 0,

(3)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ũI
k (t,z)
∂t = πk

∑m
h=1

∂
∂zh

( ∂ũI
k (t,z)
∂zh

) – dkũI
k(t, z)

+
∑n

j=1[aR
kjg̃

I
j (ũR

j (t, z), ũI
j (t, z)) + aI

kjg̃
R
j (ũR

j (t, z), ũI
j (t, z))]

+
∑n

j=1[bR
kjg̃

I
j (ũR

j (t – τkj(t), z), ũI
j (t – τkj(t), z))

+ bI
kjg̃

R
j (ũR

j (t – τkj(t), z), ũI
j (t – τkj(t), z))]

+
∑n

j=1[qR
kj
∫ t

–∞ σkj(t – s)g̃I
j (ũR

j (s, z), ũI
j (s, z)) ds

+ qI
kj
∫ t

–∞ σkj(t – s)g̃R
j (ũR

j (s, z), ũI
j (s, z)) ds] + JI

k

ũI
k(t, z)|z∈∂� = 0,

(4)

where k ∈ �, AR = (aR
kj)n×n, BR = (bR

kj)n×n, QR = (qR
kj)n×n, and JR = (JR

1 , JR
2 , . . . , JR

n )T are, re-
spectively, the real parts of A, B, Q, and J. AI = (aI

kj)n×n, BI = (bI
kj)n×n, QI = (qI

kj)n×n, and
JI = (JI

1, JI
2, . . . , JI

n)T are, respectively, the imaginary parts of A, B, Q, and J.
Let ũ# = (ũ#

1, ũ#
2, . . . , ũ#

n)T be the equilibrium state of (1), where ũ#
k = ũ#R

k + iũ#I
k , k ∈ �.

Assumption 1 Supposing that τkj(t) ≥ 0 (k, j ∈ �) is the time-varying delays of (1) from
the kth neuron to the jth neuron. Let τ = maxk,j∈� supt≥0{τkj(t)} > 0.

Remark 1 In [9, 15–19, 21, 24, 25], time-varying delays were considered in the addressed
NNs. Let τkj(t) be a differential with a bounded derivative because the scalar Lyapunov
function method is adopted in [9, 15–19, 21, 24, 25] to analyze the stability of the systems,
which are constructed inevitably with time-varying delay terms. We introduced τkj(t) into
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the CVNNs in [5, 20] and applied the vector Lyapunov function method to study the ex-
ponential stability of the equilibrium point of the systems. The candidate vector Lyapunov
function with no delay terms included has a very simple form, which makes the existence
of τ̇kj(t) with boundedness (i.e. 0 ≤ τ̇kj(t) < σ < 1, k, j ∈ �) is no longer necessary. There-
fore, Assumption 1 is more general than the ones in [9, 15–19, 21, 24, 25].

Let z = (z1, z2, . . . , zm)T ∈ �.

Assumption 2 It is assumed that |zh| ≤ ωh, where z ∈ � and h = 1, 2, . . . , m.

Assumption 3 Assuming that σkj : [0,∞) → [0,∞) is the delay kernels from the kth neu-
ron to the jth neuron, which is a piecewise continuous function that satisfies the following
equation:

∫ ∞

0
eβsσkj(s) ds = ρkj(β), k, j ∈ �, (5)

where ρkj(β) with ρkj(0) = 1 is a continuous function on [0, δ].

Assumption 4 Suppose that g̃j(·) with the form of (2) satisfies the following conditions:
(a) The partial derivatives g̃j(·) with respect to ũR

j and ũI
j : ∂ g̃R

j /∂ũR
j , ∂ g̃R

j /∂ũI
j , ∂ g̃I

j /∂ũR
j , and

∂ g̃I
j /∂ũI

j exist and are continuous.
(b) The partial derivatives ∂ g̃R

j /∂ũR
j , ∂ g̃R

j /∂ũI
j , ∂ g̃I

j /∂ũR
j , and ∂ g̃I

j /∂ũI
j are bounded, i.e.

there exist positive constants lRR
j , lRI

j , lIR
j , and lII

j such that |∂ g̃R
j /∂ũR

j | ≤ lRR
j , |∂ g̃R

j /∂ũI
j | ≤ lRI

j ,
|∂ g̃I

j /∂ũR
j | ≤ lIR

j , and |∂ g̃I
j /∂ũI

j | ≤ lII
j . Then, according to the mean value theorem of multi-

variable functions, for any ũR
j , ûR

j , ũI
j , ûI

j ∈R, and j ∈ �, we have

∣
∣g̃R

j
(
ũR

j , ũI
j
)

– g̃R
j
(
ûR

j , ûI
j
)∣∣≤ lRR

j
∣
∣ũR

j – ûR
j
∣
∣ + lRI

j
∣
∣ũI

j – ûI
j
∣
∣, (6)

∣
∣g̃I

j
(
ũR

j , ũI
j
)

– g̃I
j
(
ûR

j , ûI
j
)∣
∣≤ lIR

j
∣
∣ũR

j – ûR
j
∣
∣ + lII

j
∣
∣ũI

j – ûI
j
∣
∣. (7)

Let LRR = diag(lRR
1 , lRR

2 , . . . , lRR
n ), LRI = diag(lRI

1 , lRI
2 , . . . , lRI

n ), LIR = diag(lIR
1 , lIR

2 , . . . , lIR
n ), and

LII = diag(lII
1 , lII

2 , . . . , lII
n ).

Definition 1 The equilibrium state ũ# of (1) is globally exponentially stable if there exist
constants  > 0 and λ > 0 such that, for all z ∈ �, J ∈C

n, and t ≥ 0, the following inequality
holds:

∥
∥ũ – ũ#

∥
∥

L2 ≤ sup
s∈(–∞,0]

∥
∥ϕ̃(s, z) – ũ#

∥
∥

L2e–λt .

Definition 2 Let X and Y be topological space. If the mapping f : X → Y satisfies the
following conditions, then f is called homeomorphism:

(i) f is injective from X to Y;
(ii) f is surjective from X to Y;

(iii) the inverse mapping f –1 is existed and continuous.

Lemma 1 ([5]) Assuming that B = (bkj)n×n ∈R
n×n is a matrix with bkj ≤ 0 (k �= j, k, j ∈ �),

the following statements are equivalent:
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(a) The matrix B is an M-matrix.
(b) The real parts of all eigenvalues of B are positive.
(c) There exists a positive vector ς ∈R

n such that Bς > 0.

Lemma 2 ([5]) Assuming that H(ũ) is a continuous function, which is defined onR
n, if H(ũ)

is injective on R
n and satisfies lim‖ũ‖→∞ ‖H(ũ)‖ → ∞, then H(ũ) is a homeomorphism of

R
n into itself.

Lemma 3 ([30]) Let � ∈ R
m be a compact set with a smooth boundary ∂�. For all z ∈ �,

let |zh| ≤ ωh ≤ ω̂ (h = 1, 2, . . . , m) and let u(z) ∈ R be a real-valued function belonging to
C1(�) which vanish on the boundary ∂� of �. Then

∫
�

|u(z)|2 dz ≤ ω̂2

m
∫
�

∇uT(z)∇u(z) dz,
here ∇(u(z)) = ( ∂u(z)

∂z1
, ∂u(z)

∂z2
, . . . , ∂u(z)

∂zm
)T.

Proof If there exists some h′ ∈ {1, 2, . . . , m} such that
∫ ωh′

–ωh′ |u(z)|2 dzh′ = 0, the result is ob-
vious.

Next, we consider that
∫ ωh

–ωh
|u(z)|2 dzh �= 0 for any h ∈ {1, 2, . . . , m}.

For any z ∈ � and each fixed h ∈ {1, 2, . . . , m}, we have

u(z) =
∫ zh

–ωh

∂u(z)
∂zh

dzh, u(z) = –
∫ ωh

zh

∂u(z)
∂zh

dzh.

It can be concluded that 2|u(z)| ≤ ∫ ωh
–ωh

| ∂u(z)
∂zh

|dzh, h ∈ {1, 2, . . . , m}.
Using Schwarz’s inequality, we obtain 4|u(z)|2 ≤ 2ωh

∫ ωh
–ωh

| ∂u(z)
∂zh

|2 dzh.
Integrating both sides of the above inequality with respect to z over the domain � gives

the following equation:

∫

�

4
∣
∣u(z)

∣
∣2 dz ≤

∫

�

2ωh

(∫ ωh

–ωh

∣
∣
∣
∣
∂u(z)
∂zh

∣
∣
∣
∣

2

dzh

)

dz = 4ω2
h

∫

�

∣
∣
∣
∣
∂u(z)
∂zh

∣
∣
∣
∣

2

dz,

i.e.
∫
�

|u(z)|2 dz ≤ ω2
h
∫
�

| ∂u(z)
∂zh

|2 dz, h ∈ {1, 2, . . . , m}.
The following inequalities hold:

∫

�

∣
∣u(z)

∣
∣2 dz ≤ ω̂2

m

∫

�

∇uT(z)∇u(z) dz.

Therefore, the proof is completed. �
In [32, 36, 37, 40], the lemmas have been provided to deal with the reaction-diffusion

term of NNs. To make a convenient comparison with Lemma 3, we adopt the same nota-
tion definitions for the lemmas described in [32, 36, 37, 40]. �

Lemma 4 ([32, 36, 37, 40]) Let � ∈ R
m be a compact set with a smooth boundary ∂�.

For all z ∈ �, let |zh| ≤ ωh ≤ ω̂ (h = 1, 2, . . . , m), and let u(z) ∈ R be a real-valued func-
tion belonging to C1(�) which vanish on the boundary ∂� of �. Then

∫
�

|u(z)|2 dz ≤
ω̂2 ∫

�
∇uT(z)∇u(z) dz.

Remark 2 Note that when p = 2, Lemma 2.2 [36] and Lemma 2 [40] are the same as Lemma
2.2 [32] and Lemma 2.1 [37]. By comparison, we find that the difference between Lemma
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3 and Lemma 4 is a coefficient m that is the dimension of the space �. From the condi-
tions obtained to ensure the stability of the addressed systems in [32, 36, 37, 40], we can
see that the reaction-diffusion terms have a positive effect on the stability of the NNs.
∫
�

|u(z)|2 dz ≤ ω̂2

m
∫
�

∇uT(z)∇u(z) dz in Lemma 3 has a strong positive influence on stabil-
ity compared to Lemma 4.

3 Main results
For simplification, let

�

� = {1, 2, . . . , n, n + 1, n + 2, . . . , 2n},
ũR =

(
ũR

1 , ũR
2 , . . . , ũR

n
)T, ũI =

(
ũI

1, ũI
2, . . . , ũI

n
)T,

α̃ =
((

ũR)T,
(
ũI)T)T, J̃ =

((
J̃R)T,

(
J̃I)T)T,

G̃R(α̃) =
((

g̃R(ũR, ũI))T,
(
g̃R(ũR, ũI))T)T, G̃I(α̃) =

((
g̃I(ũR, ũI))T,

(
g̃I(ũR, ũI))T)T.

Define a map associated with (3) and (4) as follows:

H(α̃) = π̃∇(∇α̃)I′ – D̃α̃ + P1G̃R(α̃) + P2G̃I(α̃) + J̃, (8)

where I′ ∈R
m is an unit vector, and

π̃ =

[
π 0
0 π

]

, D̃ =

[
D 0
0 D

]

, P1 =

[
AR + BR + QR 0

0 AI + BI + QI

]

,

P2 =

[
–AI – BI – QI 0

0 AR + BR + QR

]

.

According to Definition 2, we know that, if H(α̃) is a homeomorphism on R
2n, (1) has a

unique equilibrium state ũ#. Next, a theorem will be given to assure that H(α̃) is a home-
omorphism on R2n.

Theorem 1 Suppose that Assumptions 1–4 are satisfied. Then (1) has a unique equilib-
rium state for all J ∈ C

n and z ∈ � if T̃ – P̃L̃ is an M-matrix, where T̃ = diag(T̃k)2n×2n =
[ T 0

0 T

]
, T = diag(Tk)n×n with

Tk = 2
mπk

ω̂2 + 2dk –
n∑

j=1

[(
lRR
j + lRI

j
)(∣∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣)

+
(
lIR
j + lII

j
)(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)], k ∈ �,

and

P̃ =

[
|AR| + |BR| + |QR| |AI | + |BI | + |QI |
|AI | + |BI | + |QI | |AR| + |BR| + |QR|

]

, L̃ =

[
LRR LRI

LIR LII

]

.

Proof (i) First, the map H(α̃) is proven to be injective.
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It is assumed that there exist α̃, α̃′ ∈ R
2n with α̃ �= α̃′ such that H(α̃) = H(α̃′), i.e.

π̃∇(∇α̃)I′ – D̃α̃ + P1G̃R(α̃) + P2G̃I(α̃) = π̃∇(∇α̃′)I′ – D̃α̃′ + P1G̃R(α̃′) + P2G̃I(α̃′),

which means

D̃
(
α̃ – α̃′) = π̃

[∇(∇α̃) – ∇(∇α̃′)]I′ + P1
[
G̃R(α̃) – G̃R(α̃′)] + P2

[
G̃I(α̃) – G̃I(α̃′)],

or

dk
(
ũR

k – ũ′R
k
)

= πk

m∑

h=1

∂

∂zh

(
∂ũR

k
∂zh

–
∂ũ′R

k
∂zh

)

+
n∑

j=1

(
aR

kj + bR
kj + qR

kj
)[

g̃R
j
(
ũR

j , ũI
j
)

– g̃R
j
(
ũ′R

j , ũ′I
j
)]

+
n∑

j=1

(
aI

kj + bI
kj + qI

kj
)[

g̃I
j
(
ũR

j , ũI
j
)

– g̃I
j
(
ũ′R

j , ũ′I
j
)]

, (9)

dk
(
ũI

k – ũ′I
k
)

= πk

m∑

h=1

∂

∂zh

(
∂ũI

k
∂zh

–
∂ũ′I

k
∂zh

)

+
n∑

j=1

(
aR

kj + bR
kj + qR

kj
)[

g̃I
j
(
ũR

j , ũI
j
)

– g̃I
j
(
ũ′R

j , ũ′I
j
)]

+
n∑

j=1

(
aI

kj + bI
kj + qI

kj
)[

g̃R
j
(
ũR

j , ũI
j
)

– g̃R
j
(
ũ′R

j , ũ′I
j
)]

. (10)

Multiplying by ũR
k – ũ′R

k on both sides of (9), then integrating on both sides on the domain
� and considering Assumptions 1–4 and Lemma 3, we obtain

∫

�

dk
(
ũR

k – ũ′R
k
)2 dz

= πk

∫

�

m∑

h=1

(
ũR

k – ũ′R
k
) ∂

∂zh

(
∂ũR

k
∂zh

–
∂ũ′R

k
∂zh

)

dz

+
∫

�

(
ũR

k – ũ′R
k
) n∑

j=1

(
aR

kj + bR
kj + qR

kj
)[

g̃R
j
(
ũR

j , ũI
j
)

– g̃R
j
(
ũ′R

j , ũ′I
j
)]

dz

+
∫

�

(
ũR

k – ũ′R
k
) n∑

j=1

[
aI

kj + bI
kj + qI

kj
][

g̃I
j
(
ũR

j , ũI
j
)

– g̃I
j
(
ũ′R

j , ũ′I
j
)]

dz

≤ –
mπk

ω̂2

∫

�

(
ũR

k – ũ′R
k
)2 dz

+
∫

�

∣
∣ũR

k – ũ′R
k
∣
∣

n∑

j=1

[∣∣aR
kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣][lRR

j
∣
∣ũR

j – ũ′R
j
∣
∣ + lRI

j
∣
∣ũI

j – ũ′I
j
∣
∣]dz

+
∫

�

∣
∣ũR

k – ũ′R
k
∣
∣

n∑

j=1

[∣
∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣
][

lIR
j
∣
∣ũR

j – ũ′R
j
∣
∣ + lII

j
∣
∣ũI

j – ũ′I
j
∣
∣
]

dz

≤
{

–
mπk

ω̂2 + 0.5
n∑

j=1

[(∣
∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣
)(

lRR
j + lRI

j
)
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+
(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)(lIR

j + lII
j
)]
}

×
∫

�

(
ũR

k – ũ′R
k
)2 dz + 0.5

n∑

j=1

[(∣
∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣
)
lRR
j +

(∣
∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣
)
lIR
j
]

×
∫

�

(
ũR

j – ũ′R
j
)2 dz

+ 0.5
n∑

j=1

[(∣∣aR
kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣)lRI

j +
(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)lII

j
]
∫

�

(
ũI

j – ũ′I
j
)2 dz. (11)

Multiplying by ũI
k – ũ′I

k on both sides of (10), then integrating on both sides on the domain
�, and considering Assumptions 1–4 and Lemma 3, we obtain

dk

∫

�

(
ũI

k – ũ′I
k
)2 dz

= πk

∫

�

m∑

h=1

(
ũI

k – ũ′I
k
) ∂

∂zh

(
∂ũI

k
∂zh

–
∂ũ′I

k
∂zh

)

dz

+
∫

�

(
ũI

k – ũ′I
k
) n∑

j=1

(
aR

kj + bR
kj + qR

kj
)[

g̃I
j
(
ũR

j , ũI
j
)

– g̃I
j
(
ũ′R

j , ũ′I
j
)]

dz

+
∫

�

(
ũI

k – ũ′I
k
) n∑

j=1

(
aI

kj + bI
kj + qI

kj
)[

g̃R
j
(
ũR

j , ũI
j
)

– g̃R
j
(
ũ′R

j , ũ′I
j
)]

dz

≤ –
∫

�

mπk

ω̂2

(
ũI

k – ũ′I
k
)2 dz

×
∫

�

∣
∣ũI

k – ũ′I
k
∣
∣

n∑

j=1

(∣
∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣
)(

lIR
j
∣
∣ũR

j
∣
∣ + lII

j
∣
∣ũI

j
∣
∣
)

dz

+
∫

�

∣
∣ũI

k – ũ′I
k
∣
∣

n∑

j=1

(∣∣aI
kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)(lRR

j
∣
∣ũR

j
∣
∣ + lRI

j
∣
∣ũI

j
∣
∣)dz

≤
{

–
mπk

ω̂2 + 0.5
n∑

j=1

[(∣∣aR
kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣)(lIR

j + lII
j
)

+
(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)(lRR

j + lRI
j
)]
}

×
∫

�

(
ũI

k – ũ′I
k
)2 dz + 0.5

n∑

j=1

[(∣
∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣
)
lRR
j

+
(∣
∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣
)
lIR
j
]
∫

�

(
ũR

j – ũ′R
j
)2 dz

+ 0.5
n∑

j=1

[(∣
∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣
)
lII
j +

(∣
∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣
)
lRI
j
]
∫

�

(
ũI

j – ũ′I
j
)2 dz. (12)

The inequalities (11) and (12) are rewritten as follows:

T
∥
∥ũR – ũ′R∥∥2

L2
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≤ [LRR(∣∣AR∣∣ +
∣
∣BR∣∣ +

∣
∣QR∣∣) + LIR(∣∣AI∣∣ +

∣
∣BI∣∣ +

∣
∣QI∣∣)]

∥
∥ũR – ũ′R∥∥2

L2

+
[
LRI(∣∣AR∣∣ +

∣
∣BR∣∣ +

∣
∣QR∣∣

)
+ LII(∣∣AI∣∣ +

∣
∣BI∣∣ +

∣
∣QI∣∣

)]∥
∥ũI – ũ′I∥∥2

L2 , (13)

T
∥
∥ũI – ũ′I∥∥2

L2

≤ [LIR(∣∣AR∣∣ +
∣
∣BR∣∣ +

∣
∣QR∣∣

)
+ LRR(∣∣AI∣∣ +

∣
∣BI∣∣ +

∣
∣QI∣∣

)]∥
∥ũR – ũ′R∥∥2

L2

+
[
LII(∣∣AR∣∣ +

∣
∣BR∣∣ +

∣
∣QR∣∣

)
+ LRI(∣∣AI∣∣ +

∣
∣BI∣∣ +

∣
∣QI∣∣

)]∥
∥ũI – ũ′I∥∥2

L2 . (14)

The inequalities (13) and (14) can be rewritten as (T̃– P̃L̃)‖α̃ – α̃′‖2
L2 ≤ 0. Because T̃– P̃L̃

is a nonsingular M-matrix, it follows from Lemma 1 that the inverse matrix (T̃ – P̃L̃)–1

exists and det(T̃–P̃L̃) > 0 holds. Multiplying by (T̃–P̃L̃)–1 on both left sides of (T̃–P̃L̃)‖α̃–
α̃′‖2

L2 ≤ 0, we obtain E‖α̃ – α̃′‖2
L2 = ‖α̃ – α̃′‖2

L2 ≤ 0, where E is unit matrix with the same
dimension with T̃ – P̃L̃. Therefore, we can conclude that ‖α̃ – α̃′‖2

L2 = 0, i.e. α̃ = α̃′ , which
is a contradiction with the assumption α̃ �= α̃′.

To sum up, if α,α′ ∈ R
2n with α̃ �= α̃′ , then H(α̃) �= H(α̃′), which means that the map H(α̃)

is injective on R
2n.

(ii) In this part, we will prove that lim‖α̃‖L2 →∞ ‖H(α̃)‖L2 → ∞.
Because T̃ – P̃L̃ is an M-matrix, according to Lemma 1, there exists a positive vector

� = (ς1,ς2, . . . ,ς2n) such that (T̃ – P̃L̃)� > 0. Obviously, there is a number δ > 0 such that
(T̃ – P̃L̃)� > δI, where I ∈R

2n is an unit vector.
According to (7), we define H̃(α̃) = H(α̃) – H(0), that is

H̃(α̃) = π̃∇(∇α̃)I′ – D̃α̃ + P1
[
G̃R(α̃) – G̃R(0)

]
+ P2

[
G̃I(α̃) – G̃I(0)

]
. (15)

It is obvious that, if lim‖α̃‖2
L2 →∞ ‖H̃(α̃)‖2

L2 → ∞, then lim‖α̃‖2
L2 →∞ ‖H(α̃)‖2

L2 → ∞.

Multiplying by α̃T on both sides of (15), we obtain

α̃TH̃(α̃) = α̃Tπ̃∇(∇α̃)I′ – α̃TD̃α̃ + α̃TP1
[
G̃R(α̃) – G̃R(0)

]
+ α̃TP2

[
G̃I(α̃) – G̃I(0)

]
. (16)

Integrating on domain � on both sides of (16), we obtain

∫

�

α̃TH̃(α̃) dz

=
∫

�

α̃Tπ̃∇(∇α̃)I′ dz –
∫

�

D̃α̃Tα̃ dz +
∫

�

P1α̃
T[G̃R(α̃) – G̃R(0)

]
dz

+
∫

�

P2α̃
T[G̃I(α̃) – G̃I(0)

]
dz.

By virtue of inequalities (13) and (14), we get

∫

�

α̃TH̃(α̃) dz

≤ –
∥
∥α̃T∥∥

L2

[
T 0
0 T

]

‖α̃‖L2

+
∥
∥α̃T∥∥

L2

[
|AR| + |BR| + |QR| |AI | + |BI | + |QI |
|AI | + |BI | + |QI | |AR| + |BR| + |QR|

][
LRR LRI

LIR LII

]

‖α̃‖L2
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= –
∥
∥α̃T∥∥

L2 (T̃ – P̃L̃)‖α̃‖L2 ,

i.e.

∫

�

2n∑

k′=1

α̃k′H̃k′ (α̃) dz ≤
∫

�

2n∑

k′=1

{

–T̃k′ |α̃k′ |2 +
2n∑

j′=1

p̃k′j′ l̃k′j′ |α̃j′ |2
}

dz. (17)

Multiplying by ςk′ on both sides of (17), we obtain

∫

�

2n∑

k′=1

ςk′ α̃k′H̃k′ (α̃) dz ≤
∫

�

2n∑

k′=1

ςk′

{

–T̃k′ |α̃k′ |2 +
2n∑

j′=1

p̃k′j′ l̃k′j′ |α̃j′ |2
}

dz.

Furthermore, the above inequality can be rewritten as δ‖α̃‖2
L2 ≤ max

k′∈�
�
{ςk′ }‖α̃‖L2 ×

‖H̃(α̃)‖L2 . Namely, δ‖α̃‖L2 ≤ max
k′∈�

�
{ςk′ }‖H̃(α̃)‖L2 . Obviously, we can obtain

lim‖α̃‖L2 →∞ ‖H̃(α̃)‖L2 → ∞, which is lim‖α̃‖L2 →∞ ‖H(α̃)‖L2 → ∞.
Combining (i) and (ii) we can conclude from Lemma 2 that the map H(α̃) is a home-

omorphism on R
2n. Therefore, (1) has a unique equilibrium state. The proof is com-

pleted. �

Next, a theorem will be proposed to guarantee the global exponential stability of the
equilibrium state of (1).

For convenience, we translate the coordinates of (3) and (4). Let uk = ũk – ũ#
k = uR

k + iuI
k ,

k ∈ �. After this translation, we have

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂uR
k (t,z)
∂t = πk

∑m
h=1

∂
∂zh

[ ∂uR
k (t,z)
∂zh

] – dkuR
k (t, z)

+
∑n

j=1[aR
kjg

R
j (uR

j (t, z), uI
j (t, z)) – aI

kjg
I
j (uR

j (t, z), uI
j (t, z))]

+
∑n

j=1[bR
kjg

R
j (uR

j (t – τkj(t), z), uI
j (t – τkj(t), z))

– bI
kjg

I
j (uR

j (t – τkj(t), z), uI
j (t – τkj(t), z))]

+
∑n

j=1[qR
kj
∫ t

–∞ σkj(t – s)gR
j (uR

j (s, z), uI
j (s, z)) ds

– qI
kj
∫ t

–∞ σkj(t – s)gI
j (uR

j (s, z), uI
j (s, z)) ds]

uR
k (t, z)|z∈∂� = 0,

(18)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂uI
k (t,z)
∂t = πk

∑m
h=1

∂
∂zh

[ ∂uI
k (t,z)
∂zh

] – dkuI
k(t, z)

+
∑n

j=1[aR
kjg

I
j (uR

j (t, z), uI
j (t, z)) + aI

kjg
R
j (uR

j (t, z), uI
j (t, z))]

+
∑n

j=1[bR
kjg

I
j (uR

j (t – τkj(t), z), uI
j (t – τkj(t), z))

+ bI
kjg

R
j (uR

j (t – τkj(t), z), uI
j (t – τkj(t), z))]

+
∑n

j=1[qR
kj
∫ t

–∞ σkj(t – s)gI
j (uR

j (s, z), uI
j (s, z)) ds

+ qI
kj
∫ t

–∞ σkj(t – s)gR
j (uR

j (s, z), uI
j (s, z)) ds]

uI
k(t, z)|z∈∂� = 0,

(19)

where gR
j (uR

j , uI
j ) = g̃R

j (ũR
j , ũI

j ) – g̃R
j (ũ#R

j , ũ#I
j ), gI

j (uR
j , uI

j ) = g̃I
j (ũR

j , ũI
j ) – g̃I

j (ũ#R
j , ũ#I

j ),

α =
((

uR)T ,
(
uI)T)T , GR(α) =

((
gR(uR, uI))T,

(
gR(uR, uI))T)T,
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GI(α) =
((

gI(uR, uI))T,
(
gI(uR, uI))T)T.

The initial conditions of (18) and (19) are ϕk(s, z) = ϕ̃k(s, z) – ũ#
k , k ∈ �.

Clearly, the exponential stability of zero solutions of the system being composed of (18)
and (19) is equivalent to the exponential stability of the equilibrium state of (1). Next, we
propose a theorem to ensure the global exponential stability of the equilibrium state of
(18) and (19).

Theorem 2 The equilibrium state ũ# of (1) is globally exponentially stable for all J ∈ C
n

and z ∈ � if all conditions of the Theorem 1 hold.

Proof If the conditions of Theorem 2 hold, then (1) has a unique equilibrium state accord-
ing to Theorem 1. That is to say, the RDCVNNs composed of (18) and (19) has a unique
zero solution.

The matrix T̃ – P̃L̃ is an M-matrix, so from Lemma 1, there exists a positive vector � =
(ς1,ς2, . . . ,ς2n) such that the inequalities (20) and (21) hold, where, when k′ ∈ �, ςk′ = βk

and k = k′; and when k′ ∈�

� –�, ςk′ = γk and k = k′ – n,

{(

–2
mπk

ω̂2 – 2dk

)

+
n∑

j=1

[(
lRR
j + lRI

j
)(∣∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣)

+
(
lIR
j + lII

j
)(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)]
}

βk

+
n∑

j=1

βj
[(∣
∣aR

kj
∣
∣lRR

j +
∣
∣aI

kj
∣
∣lIR

j
)

+
(∣
∣bR

kj
∣
∣lRR

j +
∣
∣bI

kj
∣
∣lIR

j
)

+
(∣
∣qR

kj
∣
∣lRR

j +
∣
∣qI

kj
∣
∣lIR

j
)]

+
n∑

j=1

γj
[(∣∣aR

kj
∣
∣lRI

k +
∣
∣aI

kj
∣
∣lII

j
)

+
(∣∣bR

kj
∣
∣lRI

j +
∣
∣bI

kj
∣
∣lII

j
)

+
(∣∣qR

kj
∣
∣lRI

j +
∣
∣qI

kj
∣
∣lII

j
)]

< 0, (20)

{

–2
mπk

ω̂2 – 2dk +
n∑

j=1

[(
lIR
j + lII

j
)(∣∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣)

+
(
lRR
j + lRI

j
)(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)]
}

γk

+
n∑

j=1

βj
[(∣∣aR

kj
∣
∣lIR

j +
∣
∣aI

kj
∣
∣lRR

j
)

+
(∣∣bR

kj
∣
∣lIR

j +
∣
∣bI

kj
∣
∣lRR

j
)

+
(∣∣qR

kj
∣
∣lIR

j +
∣
∣qI

kj
∣
∣lRR

j
)]

+
n∑

j=1

γj
[(∣∣aR

kj
∣
∣lII

k +
∣
∣aI

kj
∣
∣lRI

j
)

+
(∣∣bR

kj
∣
∣lII

j +
∣
∣bI

kj
∣
∣lRI

j
)

+
(∣∣qR

kj
∣
∣lII

j +
∣
∣qI

kj
∣
∣lRI

j
)]

< 0. (21)

We construct functions by means of (20) and (21) as follows:

FR
k (ε)

=

{

ε – 2
mπk

ω̂2 – 2dk +
n∑

j=1

[(
lRR
j + lRI

j
)(∣
∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣
)
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+
(
lIR
j + lII

j
)(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)]
}

βk

+
n∑

j=1

[(∣
∣aR

kj
∣
∣lRR

j +
∣
∣aI

kj
∣
∣lIR

j
)

+
(∣
∣bR

kj
∣
∣lRR

j +
∣
∣bI

kj
∣
∣lIR

j
)
eετ +

(∣
∣qR

kj
∣
∣lRR

j +
∣
∣qI

kj
∣
∣lIR

j
)
μkj(ε)

]
βj

+
n∑

j=1

[(∣∣aR
kj
∣
∣lRI

k +
∣
∣aI

kj
∣
∣lII

j
)

+
(∣∣bR

kj
∣
∣lRI

j +
∣
∣bI

kj
∣
∣lII

j
)
eετ

+
(∣∣qR

kj
∣
∣lRI

j +
∣
∣qI

kj
∣
∣lII

j
)
μkj(ε)

]
γj, (22)

FI
k(ε)

=

{

ε – 2
mπk

ω̂2 – 2dk +
n∑

j=1

[(
lIR
j + lII

j
)(∣∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣)

+
(
lRR
j + lRI

j
)(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)]
}

γk

+
n∑

j=1

[(∣
∣aR

kj
∣
∣lIR

j +
∣
∣aI

kj
∣
∣lRR

j
)

+
(∣
∣bR

kj
∣
∣lIR

j +
∣
∣bI

kj
∣
∣lRR

j
)
eετ +

(∣
∣qR

kj
∣
∣lIR

j +
∣
∣qI

kj
∣
∣lRR

j
)
μkj(ε)

]
βj

+
n∑

j=1

[(∣∣aR
kj
∣
∣lII

k +
∣
∣aI

kj
∣
∣lRI

j
)

+
(∣∣bR

kj
∣
∣lII

j +
∣
∣bI

kj
∣
∣lRI

j
)
eετ

+
(∣∣qR

kj
∣
∣lII

j +
∣
∣qI

kj
∣
∣lRI

j
)
μkj(ε)

]
γj. (23)

Because FR
k (ε) and FI

k(ε) are continuous with respect to ε, FR
k (0) < 0 and FI

k(0) < 0 hold
according to (20) and (21). Therefore, there exists a constant λ > 0 such that FR

k (λ) < 0 and
FI

k(λ) < 0 hold.
The candidate vector Lyapunov functions are chosen as follows:

Vk′
(
t,αk′ (t, z)

)
=

1
2

eλt∥∥αk′ (t, z)
∥
∥2

L2 =
1
2

eλt
∫

�

∣
∣αk′ (t, z)

∣
∣2 dz, k′ ∈�

�,

i.e.

Vk′
(
t,αk′ (t, z)

)

=

⎧
⎨

⎩

1
2 eλt‖αk(t, z)‖2

L2 = 1
2 eλt ∫

�
(uR

k (t, z))2 dz, k′ ∈ �, k = k′

1
2 eλt‖αk′ (t, z)‖2

L2 = 1
2 eλt ∫

�
(uI

k(t, z))2 dz, k′ ∈�

� –�, k = k′ – n.
(24)

In order to simplify the expression, let Vk′ (t, z) denote Vk′ (t,αk′ (t, z)) if there is no con-
fusion, here k′ ∈�

�.
(1) When k′ ∈ �, calculating the upper right derivative D+ Vk′ (t,αk′ (t)) along (18), we

obtain

D+ Vk′ (t, z)

= 0.5λeλt
∫

�

(
uR

k (t, z)
)2 dz + eλtπk

m∑

h=1

∫

�

uR
k (t, z)

∂

∂zh

[
∂uR

k (t, z)
∂zh

]

dz
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+ eλt
m∑

h=1

∫

�

uR
k (t, z)

{

–dkuR
k (t, z) +

n∑

j=1

[
aR

kjg
R
j
(
uR

j (t, z), uI
j (t, z)

)

– aI
kjg

I
j
(
uR

j (t, z), uI
j (t, z)

)]

+
n∑

j=1

[
bR

kjg
R
j
(
uR

j
(
t – τkj(t), z

)
, uI

j
(
t – τkj(t), z

))

– bI
kjg

I
j
(
uR

j
(
t – τkj(t), z

)
, uI

j
(
t – τkj(t), z

))]

+
n∑

j=1

[

qR
kj

∫ t

–∞
σkj(t – s)gR

j
(
uR

j (s, z), uI
j (s, z)

)
ds

– qI
kj

∫ t

–∞
σkj(t – s)gI

j
(
uR

j (s, z), uI
j (s, z)

)
ds
]}

dz.

According to integration by parts, and considering Lemma 3 and Assumptions 1–4, we
have

D+ Vk′ (t, z)

= 0.5λeλt
∫

�

(
uR

k (t, z)
)2 dz – eλtπk

m∑

h=1

∫

�

∂uR
k (t, z)
∂zh

dz

+ eλt
∫

�

uR
k (t, z)

{

–dkuR
k (t, z) +

n∑

j=1

[
aR

kjg
R
j
(
uR

j (t, z), uI
j (t, z)

)

– aI
kjg

I
j
(
uR

j (t, z), uI
j (t, z)

)]

+
n∑

j=1

[
bR

kjg
R
j
(
uR

j
(
t – τkj(t), z

)
, uI

j
(
t – τkj(t), z

))

– bI
kjg

I
j
(
uR

j
(
t – τkj(t), z

)
, uI

j
(
t – τkj(t), z

))]

+
n∑

j=1

[

qR
kj

∫ t

–∞
σkj(t – s)gR

j
(
uR

j (s, z), uI
j (s, z)

)
ds

– qI
kj

∫ t

–∞
σkj(t – s)gI

j
(
uR

j (s, z), uI
j (s, z)

)
ds
]}

dz

≤ 0.5λeλt
∫

�

(
uR

k (t, z)
)2 dz – eλt

∫

�

(
mπk

ω̂2 + dk

)
(
uR

k (t, z)
)2 dz

+ eλt
∫

�

{
∣
∣uR

k (t, z)
∣
∣

n∑

j=1

[∣∣aR
kj
∣
∣[lRR

j
∣
∣uR

j (t, z)
∣
∣ + lRI

j
∣
∣uI

j (t, z)
∣
∣]

+
∣
∣aI

kj
∣
∣[lIR

j
∣
∣uR

j (t, z)
∣
∣ + lII

j
∣
∣uI

j (t, z)
∣
∣]]

+
n∑

j=1

[∣
∣bR

kj
∣
∣ · [lRR

j
∣
∣uR

j
(
t – τkj(t), z

)∣
∣ + lRI

j
∣
∣uI

j
(
t – τkj(t), z

)
)
∣
∣
]

+
∣
∣bI

kj
∣
∣[lIR

j
∣
∣uR

j
(
t – τkj(t), z

)∣∣ + lII
j
∣
∣uI

j
(
t – τkj(t), z

)
)
∣
∣]]
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+
n∑

j=1

[
∣
∣qR

kj
∣
∣
∫ t

–∞
σkj(t – s)

[
lRR
j
∣
∣uR

j (s, z)
∣
∣ + lRI

j
∣
∣uI

j (s, z)
∣
∣]ds

+
∣
∣qI

kj
∣
∣
∫ t

–∞
σkj(t – s)

[
lIR
j
∣
∣uR

j (s, z)
∣
∣ + lII

j
∣
∣uI

j (s, z)
∣
∣]ds

]}

dz.

By using the Holder inequality, we get

D+ Vk′
(
t,αk′ (t, z)

)

≤ 0.5λeλt
∫

�

(
uR

k (t, z)
)2 dz – eλt

∫

�

(
mπk

ω̂2 + dk

)
(
uR

k (t, z)
)2 dz

+ eλt
∫

�

{0.5
n∑

j=1

{∣
∣aR

kj
∣
∣
{

lRR
j
[(

uR
k (t, z)

)2 +
(
uR

j (t, z)
)2]

+ lRI
j
[(

uR
k (t, z)

)2 +
(
uI

j (t, z)
)2]} +

∣
∣aI

kj
∣
∣{lIR

j
[(

uR
k (t, z)

)2 +
(
uR

j (t, z)
)2]

+ lII
j
[(

uR
k (t, z)

)2 +
(
uI

j (t, z)
)2]}}

+ 0.5
n∑

j=1

{∣
∣bR

kj
∣
∣ · {lRR

j
[(

uR
k (t, z)

)2 +
(
uR

j
(
t – τkj(t), z

))2]

+ lRI
j
[(

uR
k (t, z)

)2 +
(
uI

j
(
t – τkj(t), z

))2]}

+
∣
∣bI

kj
∣
∣{lIR

j
[(

uR
k (t, z)

)2 +
(
uR

j
(
t – τkj(t), z

))2]

+ lII
j
[(

uR
k (t, z)

)2 +
(
uI

j
(
t – τkj(t), z

))2]}}

+ 0.5
n∑

j=1

{∣
∣qR

kj
∣
∣
∫ t

–∞
σkj(t – s)

{
lRR
j
[(

uR
k (t, z)

)2 +
(
uR

j (s, z)
)2]

+ lRI
j
[(

uR
k (t, z)

)2 +
(
uI

j (s, z)
)2]}ds

+
{
∣
∣qI

kj
∣
∣
∫ t

–∞
σkj(t – s)

{
lIR
j
[(

uR
k (t, z)

)2 +
(
uR

j (s, z)
)2]

+ lII
j
[(

uR
k (t, z)

)2 +
(
uI

j (s, z)
)2]}ds

}}

dz

≤ 0.5eλt

{{

λ – 2
mπk

ω̂2 – 2dk +
n∑

j=1

(
lRR
j + lRI

j
)(∣∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣)

+
(
lIR
j + lII

j
)(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)
}

×
∫

�

(
uR

k (t, z)
)2 dz +

n∑

j=1

[
(∣
∣aR

kj
∣
∣lRR

j +
∣
∣aI

kj
∣
∣lIR

j
)
∫

�

(
uR

j (t, z)
)2 dz

+
(∣∣aR

kj
∣
∣lRI

j +
∣
∣aI

kj
∣
∣lII

j
)
∫

�

(
uI

j (t, z)
)2 dz

]

+
n∑

j=1

[
(∣
∣bR

kj
∣
∣lRR

j +
∣
∣bI

kj
∣
∣lIR

j
)
∫

�

(
uR

j
(
t – τkj(t), z

))2 dz
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+
(∣
∣bR

kj
∣
∣lRI

j +
∣
∣bI

kj
∣
∣lII

j
)
∫

�

(
uI

j
(
t – τkj(t), z

))2 dz
]

+
n∑

j=1

{∫ t

–∞
σkj(t – s)

[
(∣∣qR

kj
∣
∣lRR

j +
∣
∣qI

kj
∣
∣lIR

j
)
∫

�

(
uR

j (s, z)
)2 dz +

(∣∣qR
kj
∣
∣lRI

j +
∣
∣qI

kj
∣
∣lII

j
)

×
∫

�

(
uI

j (s, z)
)2 dz

]

ds
}}

≤
{

λ – 2
mπk

ω̂2 – 2dk +
n∑

j=1

[(
lRR
j + lRI

j
)(∣
∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣
)

+
(
lIR
j + lII

j
)(∣
∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣
)]
}

Vk(t, z)

+
n∑

j=1

[(∣∣aR
kj
∣
∣lRR

j +
∣
∣aI

kj
∣
∣lIR

j
)
Vj(t, z) +

(∣∣aR
kj
∣
∣lRI

j +
∣
∣aI

kj
∣
∣lII

j
)
Vj+n(t, z)

]

+ eλτ

n∑

j=1

[(∣
∣bR

kj
∣
∣lRR

j +
∣
∣bI

kj
∣
∣lIR

j
)
Vj
(
t – τkj(t), z

)

+
(∣
∣bR

kj
∣
∣lRI

j +
∣
∣bI

kj
∣
∣lII

j
)
Vj+n

(
t – τkj(t), z

)]

+
n∑

j=1

∫ t

–∞
σkj(t – s)eλ(t–s)[(∣∣qR

kj
∣
∣lRR

j +
∣
∣qI

kj
∣
∣lIR

j
)
Vj(s, z)

+
(∣
∣qR

kj
∣
∣lRI

j +
∣
∣qI

kj
∣
∣lII

j
)
Vj+n(s, z)

]
ds. (25)

The curve is defined by ϒ = {η(χ ) : ηk′ = ςk′χ ,χ > 0, k′ ∈�

�}, and the sets are defined by
�(η) = {w : 0 ≤ w ≤ η,η ∈ ς}. Obviously, ϒ(η(χ )) ⊃ ϒ(η(χ ′)) when χ > χ ′.

In what follows, it will be proven that there exist constants  > 0 and λ > 0 such
that ‖uR(t, z)‖L2 ≤ ‖ϕ(z)‖L2 e–0.5λt , where ‖ϕ(z)‖L2 = sups∈(–∞,0] ‖ϕ(s, z)‖L2 , t ≥ 0. Let
ῡ = maxk∈�{βk ,γk}, υ = mink∈�{βk ,γk}, and χ0 = θ‖ϕ(z)‖2

L2
/υ , where θ > 1 is a positive

constant. Then

{
V : V(s, z) = 0.5eλs∥∥α(s, z)

∥
∥2

L2 , –∞ < s ≤ 0
}⊂ ϒ

(
η0(χ0)

)
,

so when –∞ < s ≤ 0, we have

Vj(s, z) = 0.5eλs∥∥uR
j (s, z)

∥
∥2

L2
< βjχ0, Vj+n(s, z) = 0.5eλs∥∥uI

j (s, z)
∥
∥2

L2
< γjχ0, j ∈ �.

We can conclude that Vj(t, z) < βjχ0, Vj+n(t, z) < γjχ0, j ∈ �.
If it does not hold, there are some k̂ ∈ � and t1 > 0 such that Vk̂(t1, z) = βk̂χ0,

D+(Vk̂(t1, z)) ≥ 0, Vj(t1, z) ≤ βjχ0, Vj+n(t1, z) ≤ γjχ0, j �= k̂, j ∈ �. Substituting these into
(25) and considering that FR

k (λ) < 0, we have

D+ Vk̂
(
t1,αk̂(t1, z)

)

≤
{

λ – 2
mπk̂
ω̂2 – 2dk̂ +

n∑

j=1

[(
lRR
j + lRI

j
)(∣
∣aR

k̂j

∣
∣ +
∣
∣bR

k̂j

∣
∣ +
∣
∣qR

k̂j

∣
∣
)
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+
(
lIR
j + lII

j
)(∣∣aI

k̂j

∣
∣ +
∣
∣bI

k̂j

∣
∣ +
∣
∣qI

k̂j

∣
∣)]
}

Vk̂(t1, z)

+
n∑

j=1

[(∣
∣aR

k̂j

∣
∣lRR

j +
∣
∣aI

k̂j

∣
∣lIR

j
)
Vj(t1, z) +

(∣
∣aR

k̂j

∣
∣lRI

j +
∣
∣aI

k̂j

∣
∣lII

j
)
Vj+n(t1, z)

]

+ eλτ

n∑

j=1

[(∣∣bR
k̂j

∣
∣lRR

j +
∣
∣bI

k̂j

∣
∣lIR

j
)
Vj
(
t1 – τk̂j(t), z

)

+
(∣∣bR

k̂j

∣
∣lRI

j +
∣
∣bI

k̂j

∣
∣lII

j
)
Vj+n

(
t1 – τk̂j(t1), z

)]

+
n∑

j=1

{∫ t1

–∞
σk̂j(t1 – s)eλ(t1–s)[(∣∣qR

k̂j

∣
∣lRR

j +
∣
∣qI

k̂j

∣
∣lIR

j
)
Vj(s, z)

+
(∣
∣qR

k̂j

∣
∣lRI

j +
∣
∣qI

k̂j

∣
∣lII

j
)
Vj+n(s, z)

]
ds
}

≤
{

λ – 2
mπk̂
ω̂2 – 2dk̂ +

n∑

j=1

[(
lRR
j + lRI

j
)(∣
∣aR

k̂j

∣
∣ +
∣
∣bR

k̂j

∣
∣ +
∣
∣qR

k̂j

∣
∣
)

+
(
lIR
j + lII

j
)(∣
∣aI

k̂j

∣
∣ +
∣
∣bI

k̂j

∣
∣ +
∣
∣qI

k̂j

∣
∣
)]
}

βk̂χ0

+
n∑

j=1

[(∣
∣aR

k̂j

∣
∣lRR

j +
∣
∣aI

k̂j

∣
∣lIR

j
)
βjχ0 +

(∣
∣aR

k̂j

∣
∣lRI

k̂
+
∣
∣aI

k̂j

∣
∣lII

j
)
γjχ0

]

+ eλτ

n∑

j=1

[(∣∣bR
k̂j

∣
∣lRR

j +
∣
∣bI

k̂j

∣
∣lIR

j
)
βjχ0

+
(∣∣bR

k̂j

∣
∣lRI

j +
∣
∣bI

k̂j

∣
∣lII

j
)
γjχ0

]

+
n∑

j=1

{
μk̂j(λ)

[(∣∣qR
k̂j

∣
∣lRR

j +
∣
∣qI

k̂j

∣
∣lIR

j
)
βjχ0 +

(∣∣qR
k̂j

∣
∣lRI

j +
∣
∣qI

k̂j

∣
∣lII

j
)
γjχ0

]}

=

{

λ – 2
mπk̂
ω̂2 – 2dk̂ +

n∑

j=1

[(
lRR
j + lRI

j
)(∣∣aR

k̂j

∣
∣ +
∣
∣bR

k̂j

∣
∣ +
∣
∣qR

k̂j

∣
∣)

+
(
lIR
j + lII

j
)(∣∣aI

k̂j

∣
∣ +
∣
∣bI

k̂j

∣
∣ +
∣
∣qI

k̂j

∣
∣)]
}

βk̂χ0

+
n∑

j=1

[(∣
∣aR

k̂j

∣
∣lRR

j +
∣
∣aI

k̂j

∣
∣lIR

j
)

+
(∣
∣bR

k̂j

∣
∣lRR

j +
∣
∣bI

k̂j

∣
∣lIR

j
)
eλτ

+
(∣
∣qR

k̂j

∣
∣lRR

j +
∣
∣qI

k̂j

∣
∣lIR

j
)
μk̂j(λ)

]
βjχ0

+
n∑

j=1

[(∣
∣aR

k̂j

∣
∣lRI

k̂
+
∣
∣aI

k̂j

∣
∣lII

j
)

+
(∣
∣bR

k̂j

∣
∣lRI

j +
∣
∣bI

k̂j

∣
∣lII

j
)
eλτ

+
(∣
∣qR

k̂j

∣
∣lRI

j +
∣
∣qI

k̂j

∣
∣lII

j
)
μk̂j(λ)

]
γjχ0

< 0. (26)
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As is apparent, there is a contradiction between (26) and D+(Vk̂(t1, z)) ≥ 0. Therefore, for
all t ≥ 0 and z ∈ �, we get Vk(t, z) < βkχ0 and Vk+n(t, z) < γkχ0, which means that Vk′ (t, z) <
ςk′χ0 and k′ ∈�

�.
(2) When k′ ∈�

� –�, by calculating D+ Vk′ (t, z) along (19), and considering Assumptions
1–4 and Lemma 3, we have

D+ Vk′ (t, z)

= 0.5λeλt
∫

�

(
uI

k(t, z)
)2 dz + eλtπk

m∑

h=1

∫

�

uI
k(t, z)

∂

∂zh

[
∂uI

k(t, z)
∂zh

]

dz

+ eλt
m∑

h=1

∫

�

uI
k(t, z)

{

–dkuI
k(t, z)

n∑

j=1

[
aR

kjg
I
j
(
uR

j (t, z), uI
j (t, z)

)

+ aI
kjg

R
j
(
uR

j (t, z), uI
j (t, z)

)]

+
n∑

j=1

[
bR

kjg
I
j
(
uR

j
(
t – τkj(t), z

)
, uI

j
(
t – τkj(t), z

))

+ bI
kjg

R
j
(
uR

j
(
t – τkj(t), z

)
, uI

j
(
t – τkj(t), z

))]

+
n∑

j=1

[

qR
kj

∫ t

–∞
σkj(t – s)gI

j
(
uR

j (s, z), uI
j (s, z)

)
ds

+ qI
kj

∫ t

–∞
σkj(t – s)gR

j
(
uR

j (s, z), uI
j (s, z)

)
ds
]}

dz

≤
{

λ – 2
mπk

ω̂2 – 2dk +
n∑

j=1

[(
lIR
j + lII

j
)(∣∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣)

+
(
lRR
j + lRI

j
)(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)]
}

Vk+n(t, z)

+
n∑

j=1

[(∣∣aR
kj
∣
∣lIR

j +
∣
∣aI

kj
∣
∣lRR

j
)
Vj(t, z) +

(∣∣aR
kj
∣
∣lII

j +
∣
∣aI

kj
∣
∣lRI

j
)
Vj+n(t, z)

]

+ eλτ

n∑

j=1

[(∣∣bR
kj
∣
∣lIR

j +
∣
∣bI

kj
∣
∣lRR

j
)
Vj
(
t – τkj(t), z

)

+
(∣
∣bR

kj
∣
∣lII

j +
∣
∣bI

kj
∣
∣lRI

j
)
Vj+n

(
t – τkj(t), z

)]

+
n∑

j=1

{∫ t

–∞
σkj(t – s)eλ(t–s)[(∣∣qR

kj
∣
∣lIR

j +
∣
∣qI

kj
∣
∣lRR

j
)
Vj(s, z)

+
(∣
∣qR

kj
∣
∣lII

j +
∣
∣qI

kj
∣
∣lRI

j
)
Vj+n(s, z)

]
ds
}

. (27)

By a similar analysis to part (1) above, we demonstrate that, for all t ≥ 0, k ∈ �, k′ ∈�

� –�,
and the inequalities Vk(t, z) < βkχ0 and Vk′ (t, z) < γkχ0 hold.

It can be summarized from (1) and (2) that Vk′ (t) < ςk′χ0, k′ ∈�

�, which means that
0.5‖uR

k (t, z)‖2
L2

eλt < βkχ0, 0.5‖uI
k(t, z)‖2

L2
eλt < γkχ0, and k ∈ �.
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Furthermore,

∥
∥uR

k (t, z)
∥
∥2

L2
< 2θβke–λt∥∥ϕ(s, z)

∥
∥2

L2
/υ,

∥
∥uI

k(t, z)
∥
∥2

L2
< 2θγke–λt∥∥ϕ(s, z)

∥
∥2

L2
/υ , k ∈ �.

Let  =
√

2θῡ/υ , then we have

∥
∥uR

k (t, z)
∥
∥

L2
< 
∥
∥ϕ(s, z)

∥
∥

L2
e–0.5λt ,

∥
∥uI

k(t, z)
∥
∥

L2
< 
∥
∥ϕ(s, z)

∥
∥

L2
e–0.5λt , k ∈ �.

According to Definition 1, the zero state of the RDCVNNs composed of (18) and (19) is
globally exponentially stable and equals the global exponential stability of the equilibrium
state of the RDCVNNs composed of (3) and (4). The proof is completed. �

Remark 3 The scalar Lyapunov function method [8–11, 13, 18], the LMI method [6, 12,
14, 16, 17, 19, 21, 23–25], and the fixed point theorem with inequality scaling skills [7]
were adopted to judge the dynamical behaviors of various CVNNs. Due to the appear-
ance of the free variables included in the criteria, the obtained criteria theoretically seem
to exhibit low conservatism. As pointed out by [45], in actual applications, finding the per-
fect combination of supposed parameters and incoming free variables depends to a large
degree on performing incessant attempts. The judging matrix T̃ – P̃L̃ in Theorem 2 is just
composed of assumption conditions including diffusion coefficients, self-feedback coeffi-
cients, connection matrices, and some assumed parameters for the activation functions,
which is simple to apply in practice.

Remark 4 If the reaction-diffusion terms are removed from model (1), the system con-
sidered in this paper is the same as that in model (1) in [5]. If only time-varying delays
(let Q = 0) or infinite distributed delays (let B = 0) are considered in model (1), we can
directly obtain the corresponding theorems to judge the existence, uniqueness, and global
exponential stability of the equilibrium state of the system, respectively. In order to save
space, we omitted this.

Based on the various applications of CVNNs, the complex-valued activation functions
are usually classified into two categories. One of the two categories is made up of cases
where the activation functions cannot be explicitly separated into their real and imaginary
parts. The other category includes cases that are able to be expressed by separating their
real and imaginary parts. Among the major results available presently, the first type is
supposed to satisfy the Lipschitz condition (see Assumption 1 in [12, 15, 24]), and the
related model is regarded as an integrity to analyze its dynamical behaviors based on the
direct method, and the second type is supposed to satisfy Assumptions 4–5 in this paper.
Next, we provide two additional common assumption conditions for activation functions,
which have appeared in previous works.

Assumption 5 (see Assumption 3 in [12]) Let the activation function g̃j(ũj(t, z)) be divided
into a real part and imaginary part as g̃j(ũj(t, z)) = g̃R

j (ũR
j (t, z))+ig̃I

j (ũI
j (t, z)), j ∈ �. Assuming

that there exist constants lR–
j , lR+

j , lI–
j , and lI+

j such that, for any ũR
j (t, z) �= υ̃R

j (t, z), we have

lR–
j ≤ g̃R

j (ũR
j (t, z)) – g̃R

j (υ̃R
j (t, z))

ũR
j (t, z) – υ̃R

j (t, z)
≤ lR+

j , lI–
j ≤ g̃I

j (ũI
j (t, z)) – g̃I

j (υ̃I
j (t, z))

ũI
j (t, z) – υ̃I

j (t, z)
≤ lI+

j .
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Let lR
j = max{|lR–

j |, |lR–
j |}, lI

j = max{|lI–
j |, |lI–

j |}, and j ∈ �, and denote LR = diag(lR
j )n×n and

LI = diag(lI
j )n×n.

Theorem 3 Suppose that Assumptions 1–3 and Assumption 5 are satisfied. Then (1) has
a unique equilibrium state for all J ∈ C

n and z ∈ � if the matrix T̃ – P̃L̃ is an M-matrix,
where T̃ = diag(T̃k)2n×2n =

[ T 0
0 T

]
and T = diag(Tk)n×n with

Tk = 2
mπk

ω̂2 + 2dk –
n∑

j=1

[
lR
j
(∣∣aR

kj
∣
∣ +
∣
∣bR

kj
∣
∣ +
∣
∣qR

kj
∣
∣) + lI

j
(∣∣aI

kj
∣
∣ +
∣
∣bI

kj
∣
∣ +
∣
∣qI

kj
∣
∣)], k ∈ �;

and

P̃ =

[
|AR| + |BR| + |QR| |AI | + |BI | + |QI |
|AI | + |BI | + |QI | |AR| + |BR| + |QR|

]

, L̃ =

[
LR 0
0 LI

]

.

The process of proving Theorem 3 is highly similar to that of Theorems 1–2, so we have
omitted it.

Remark 5 Although Assumption 5 removes the boundedness and continuity hypothesis
for the partial derivatives of the activation functions with two variables (see Assumption
4 and related assumptions in [5, 14, 26, 28]), the separation forms with respect to the
activation functions that satisfy Assumption 5 are weak-coupled compared to the sepa-
ration forms (2) described in this paper. That is to say, the two assumption conditions
mentioned concerning activation functions have their own advantages and disadvantages,
which means that it is necessary to discuss these two types of activation functions.

In (1), if ũk(t, z) ∈ R × � (k ∈ �) and the matrices A, B and Q are defined in Rn×n,
the RDCVNNs are changed into RDRVNNs. In this case, the corresponding criterion will
be given to guarantee the existence, uniqueness, and global exponential stability of the
equilibrium state of the system.

Corollary 1 Suppose that Assumptions 1–4 are satisfied. Then (1) has a unique equilib-
rium state for all J ∈ Rn and z ∈ � if the matrix T – (|A| + |B| + |Q|)L is an M-matrix,
where L = LRR, T = diag(Tk)n×n with Tk = 2 mπk

ω̂2 + 2dk –
∑n

j=1 lj[(|akj| + |bkj| + |qkj|)], k ∈ �.

4 Numerical examples
4.1 Example 1
Considering the RDCVNNs described as follows:

⎧
⎪⎪⎨

⎪⎪⎩

∂uk (t,z)
∂t = πk

∑2
h=1

∂
∂zh

( ∂uk (t,z)
∂zh

) – dkuk(t, z) +
∑2

j=1[akjgj(uj(t, z))

+ bkjgj(uj(t – τkj(t)), z) + qkj
∫ t

–∞ σkj(t – s)gj(uj(s, z)) ds]

uk(t, z)|z∈∂� = 0,

(28)

with the initial conditions uR
1 (t, 0) = uR

2 (t, 0) = uI
1(t, 0) = uI

2(t, 0) = uR
1 (t, 8) = uR

2 (t, 8) =
uI

1(t, 8) = uI
2(t, 8) = 0, t ≥ 0, and uR

1 (0, z) = 1.5 sin z, uI
1(0, z) = tanh z, uR

2 (0, z) = cos z + 1,
uI

2(0, z) = cos 2z – 0.5, where zh ∈ (0, 8), h = 1,2.
It is supposed that τ1j = 0.35 + 0.2 sin t, τ2j = 0.5 + 0.3 cos t, θkj(t – s) = exp(–(t – s)), k, j =

1, 2, t ≥ 0, s ∈ (–∞, 0].
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Let

D =

[
8 0
0 10

]

, A =

[
1 – 0.5i 1 + i
–1 – i 2 + 0.5i

]

, B =

[
1 + i 2 – i

–1.5 + i 0.5 – 2i

]

,

Q =

[
–2 + i –1 – 2i
–1 + i 1 – i

]

, π =

[
2 0
0 1

]

and

g1(u1) =
1 – exp(–uR

1 )
1 + exp(–uR

1 )
+ i

1
1 + exp(–uI

1(t, z))
,

g2(u2) =
1 – exp(–uI

2)
1 + exp(–uI

2)
+ i

1
1 + exp(–uR

2 )
.

By calculation, we have

LRR =

[
0.5 0
0 0

]

, LRI =

[
0 0
0 0.5

]

, LIR =

[
0 0
0 0.25

]

, LII =

[
0.25 0

0 0

]

.

Furthermore, it can be calculated that

T̃ – P̃L̃ =

⎡

⎢
⎢
⎢
⎣

10.5 0 0 0
0 14.9 0 0
0 0 10.5 0
0 0 0 14.9

⎤

⎥
⎥
⎥
⎦

–

⎡

⎢
⎢
⎢
⎣

4 4 2.5 4
3.5 3.5 3 3.5
2.5 4 4 4
3 3.5 3.5 3.5

⎤

⎥
⎥
⎥
⎦

×

⎡

⎢
⎢
⎢
⎣

0.5 0 0 0
0 0 0 0.5
0 0 0.25 0
0 0.25 0 0

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

8.50 –1.00 –0.63 –2.00
–1.75 14.03 –0.75 –1.75
–1.25 –1 9.50 –2.00
–1.50 –0.88 –0.88 13.15

⎤

⎥
⎥
⎥
⎦

.

Because the eigenvalue vector of the matrix T̃– P̃L̃ is [6.69, 10.00, 13.58, 14.90], it follows
from Lemma 1 that the matrix T̃ – P̃L̃ is an M-matrix. Moreover, according to Theorems
1–2, it can be concluded that the equilibrium state of (28) is existent, unique, and expo-
nentially stable.

The numerical simulations of (28) are shown in Figs. 1–5. Figure 1 and Fig. 3 show the
state surfaces of the real parts in (28). Figure 2 and Fig. 4 show the state surfaces of the
imaginary parts in (28). Figure 5 shows the state curves of uR

1 (t, z), uI
1(t, z), uR

2 (t, z), and
uI

2(t, z) of (28) with different space values, which are referred to in the simulation results.
From the simulation results shown in Figs. 1–5, it can be seen that the equilibrium state
of (28) is existent, unique, and stable.
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Figure 1 State curved surface of uR1(t, z) in (28) with initial condition uR1(0, z) = 1.5 sin z

Figure 2 State curved surface of uI1(t, z) in (28) with initial condition uI1(0, z) = tanh z

Figure 3 State curved surface of uR2(t, z) in (28) with initial condition uR2(0, z) = cos z + 1

Remark 6 Some criteria for judging the stability of RDRVNNs have been established
[35, 43, 44]. However, these criteria are independent of diffusion, which neglects the active
effects of the reaction-diffusion terms. The proposed criteria in [30–34, 36, 37, 39, 40, 42]
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Figure 4 State curved surface of uI2(t, z) in (28) with initial condition uI2(0, z) = cos2z – 0.5

Figure 5 State curves of uR1(t, z), u
I
1(t, z), u

R
2(t, z) and uI2(t, z) in (28) with different space values

for RDRVNNs are diffusion-dependent. The results obtained [28, 29] for analyzing the dy-
namical behaviors of RDCVNNs are also diffusion-dependent. In order to further demon-
strate the positive influence of reaction-diffusion terms on the stability, the following com-
putational comparisons with simulation curves are provided to verify this opinion.

Remark 7 Let π =
[ 200 0

0 200

]
and D =

[ 2 0
0 2

]
. Other conditions are the same as those in Exam-

ple 4.1. If the positive effect of diffusion on stability is ignored, the matrix T̃ is computed
as

T̃ – P̃L̃ =

⎡

⎢
⎢
⎢
⎣

–1.63 –1.00 –0.63 –2.00
–1.75 –1.13 –0.75 –1.75
–1.25 –1 –1.63 –2.00
–1.50 –0.88 –0.88 –1.13

⎤

⎥
⎥
⎥
⎦

.

Clearly, because the matrix T̃ – P̃L̃ is not an M-matrix, the exponential stability of the
equilibrium state of (28) cannot be determined. However, if the positive effect of reaction-
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Figure 6 State curves uR1(t, z), u
I
1(t, z), u

R
2(t, z) and uI2(t, z) of (28) with different space values

diffusion terms on the stability is taken into account, we get

T̃ – P̃L̃ =

⎡

⎢
⎢
⎢
⎣

6.88 –1.00 –0.63 –2.00
–1.75 7.38 –0.75 –1.75
–1.25 –1 6.88 –2.00
–1.50 –0.88 –0.88 7.38

⎤

⎥
⎥
⎥
⎦

with the eigenvalue vector [3.91, 6.98, 9.15, 8.48]. It is obvious that the equilibrium state
of (28) is exponentially stable according to Theorem 2. The true state curves of (28) with
different space values are shown in Fig. 6. From the simulated curves, we can claim that
the equilibrium states of (28) exist and are unique and stable, although these are unable to
be judged according to the conditions without including the positive effect of diffusion on
the stability. That is to say, our results exhibit less conservatism as well as a wider scope
for parameters.

4.2 Example 2
In order to make a comparison with Theorem 3.3 in [37] and Corollary 1 in [40], the fol-
lowing model is considered:

⎧
⎪⎪⎨

⎪⎪⎩

∂uk (t,z)
∂t =

∑3
h=1 πkh

∂
∂zh

( ∂uk (t,z)
∂zh

) – dkuk(t, z)

+
∑2

j=1[akjgj(uj(t, z)) + bkjgj(uj(t – τkj(t)), z)]

uk(t, z)|z∈∂� = 0.

(29)

For the sake of calculation and to save space, we only provide some of the parameters and
assumption conditions that are included in Theorem 3.3 [37], Corollary 1 [40], and Corol-
lary 1 in this paper. It is supposed that zh ∈ [0, 1], π1 = (0.1, 0.2, 0.3), π2 = (0.2, 0.2, 0.1),
gj(uj) = 0.1∗ (|uj + 1|– |uj – 1|), τ1j(t) = 1 – 0.5 exp(–t), τ2j(t) = 1 – 0.3 exp(–t), D = diag(1, 1),
and A = B =

[ 1 1
1 1

]
.
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(a) Let p = 2. Choosing ε = λ1 = λ2 = 0.5 and computing the conditions of Theorem 3.3
in [37] as follows:

2λ1ε – 2λ1c1 – 2λ1
∑3

k=1
a1k
l2k

+ λ1
∑2

j=1(|d1j| + |e1j|)Fj

+
∑2

j=1 λj(|dj1| + exp(2εσ )|ej1|
1–δ

)F1 = 0.587 > 0
2λ2ε – 2λ2c2 – 2λ2

∑3
k=1

a2k
l2k

+ λ2
∑2

j=1(|d2j| + |e2j|)Fj

+
∑2

j=1 λj(|dj2| + exp(2εσ )|ej2|
1–δ

)F2 = 0.687 > 0

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

. (30)

(b) Let ri(wi(t, x)) = wi(t, x) in (7) of [40], and let p = 2 and dij = 0 in (35) of [40]. Choosing
ς = m̃1 = m̃2 = 0.5 and computing the conditions (36) extended from (35) in Corollary 1
of [40], the exponential stability of (29) can be determined as follows:

2m̃1ς – 2m̃1a1 –
∑3

k=1
2m̃1a1k

l2k
+
∑2

j=1 m̃j(2|bj1|Fj + |c1j|Gj)

+
∑2

j=1 m̃j(
exp(2ςσ )|cj1|

1–σ
)Gj = 0.159 > 0

2m̃2ς – 2m̃2a1 –
∑3

k=1
2m̃2a2k

l2k
+
∑2

j=1 m̃j(2|bj2|Fj + |c2j|Gj)

+
∑2

j=1 m̃j(
exp(2ςσ )|cj2|

1–σ
)Gj = 0.259 > 0

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

. (31)

(c) Computing the conditions of Corollary 1 provided in this paper, we get T – (|A| +
|B|)L =

[ 2.6 –0.8
–0.8 2.6

]
. It is obvious that the matrix T – (|A| + |B|)L is an M-matrix.

Remark 8 From the above calculated results shown in (30) and (31), we find that the in-
equalities of Theorem 3.3 in [37] and Corollary 1 in [40] used to judge the exponential
stability of the equilibrium state of (29) aren’t satisfied, which means that Theorem 3.3 in
[37] and Corollary 1 in [40] are unable to obtain the exponential stability of (29). How-
ever, the exponential stability of the states of (29) has been judged using Corollary 1 in
this study. Based on Example 4.2, we claim that the result has a larger range for parame-
ters than Theorem 3.3 in [37] and Corollary 1 in [40]. Moreover, the exponential stability
conditions proposed in this paper are easier to verify than the conditions in [37, 40].

5 Conclusions and future research
A type of RDCVNNs with time-varying and infinite distributed delays was investigated in
this study. By means of the homeomorphism theory and vector Lyapunov function method
as well as M-matrix theory, some conditions were obtained to judge the existence, unique-
ness, and global exponential stability of the systems. The established conditions include
the positive influence of reaction-diffusion terms on the stability and reduce the conser-
vatism of the existing ones. Several examples are provided to illustrate the feasibility and
reduced conservatism of the established conditions compared to the present research.
Besides of real-valued neural networks and CVNNs, an increasing number of studies are
focusing on the quaternion-valued neural networks because of their advantages in aspect
of image processing, unmanned aerial vehicle driving and recognition, human behavior
recognition; see Refs. [45, 46] and the references therein. The method applied in this pa-
per and the work done in [45] demonstrate a potential route for further research, which
will concentrate on the robust stability for a type of delayed quaternion-valued NNs with
reaction-diffusion term.
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