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#### Abstract

In this paper, we introduce the non-convex interval-valued functions for fuzzy-interval-valued functions, which are called ( $h_{1}, h_{2}$ )-convex fuzzy-interval-valued functions, by means of fuzzy order relation. This fuzzy order relation is defined level-wise through Kulisch-Miranker order relation given on the interval space. By using the ( $h_{1}, h_{2}$ )-convexity concept, we present fuzzy-interval Hermite-Hadamard inequalities for fuzzy-interval-valued functions. Several exceptional cases are debated, which can be viewed as useful applications. Interesting examples that verify the applicability of the theory developed in this study are presented. The results of this paper can be considered as extensions of previously established results.
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## 1 Introduction

The following integral inequality is known in the literature as the Hermite-Hadamard inequality [16, 17]:

$$
\begin{equation*}
\mathcal{F}\left(\frac{u+\vartheta}{2}\right) \leq \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}(x) d x \leq \frac{\mathcal{F}(u)+\mathcal{F}(\vartheta)}{2} \tag{1}
\end{equation*}
$$

where $\mathcal{F}: K \rightarrow \mathbb{R}$ is a convex function on the interval $K=[u, \vartheta]$ with $u<\vartheta$. So the concept of convexity in an integral problem is an interesting area for research. Therefore, much attention has been given to studying and characterizing different directions of classical convexity. Recently, many extensions and generalizations Hermite-Hadamard inequality for generalized convex functions have been established. For more useful details, see [1, 3-$5,7,10,19-23,28]$ and the references therein.

On the other hand, the theory of interval analysis fell in to oblivion for a long time because of lack of applications in other sciences. The concept of interval analysis was proposed and investigated by Moore [26] and Kulish and Miranker [25]. For the first time it was used in numerical analysis to determine the error bounds of numerical solutions of a finite state machine. For fundamental details and applications, we refer the readers to

[^0]the papers [14, 27, 32, 33] and the references therein. Inspired by the above literature, in 2018, Zhao et al. introduced $h$-convex interval-valued functions and proved the Hermite-Hadamard-type inequality for $h$-convex interval-valued functions [34]. As a step forward, An et al. [2] presented the class of $\left(h_{1}, h_{2}\right)$-convex interval-valued functions and established the following interval-valued Hermite-Hadamard-type inequality for such functions:

Theorem 1 Let $\mathcal{F}:[u, \vartheta] \subset \mathbb{R} \rightarrow \mathcal{K}_{C}^{+}$be a $\left(h_{1}, h_{2}\right)$-convex interval-valued function given by $\mathcal{F}(x)=\left[\mathcal{F}_{*}(x), \mathcal{F}^{*}(x)\right]$ for all $x \in[u, \vartheta]$, with $h_{1}, h_{2}:[0,1] \rightarrow \mathbb{R}^{+}$and $h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \neq 0$, where $\mathcal{F}_{*}(x)$ and $\mathcal{F}^{*}(x)$ both are $\left(h_{1}, h_{2}\right)$-concave functions. If $\mathcal{F}$ is Riemann integrable (in short, IR-integrable), then

$$
\begin{align*}
\frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) & \supseteq \frac{1}{\vartheta-u}(I R) \int_{u}^{\vartheta} \mathcal{F}(x) d x  \tag{2}\\
& \supseteq[\mathcal{F}(u)+\mathcal{F}(\vartheta)] \int_{0}^{1} h_{1}(\tau) R_{2}(1-\tau) d \tau
\end{align*}
$$

We refer to the readers for further analysis of the literature on the applications and properties of generalized convex functions and Hermite-Hadamard integral inequalities to $[6,8,9,13,15,17,24,30,31]$ and the references therein.
There are some integrals to deal with fuzzy-interval-valued functions, where the integrands are fuzzy-interval-valued functions. For instance, Oseuna-Gomez et al. [29] and Costa et al. [11] constructed Jensen's integral inequality for fuzzy-interval-valued functions. By using the same approach, Costa and Roman-Flores also presented Minkowski and Beckenbach's inequalities, where the integrands are fuzzy-interval-valued functions. Motivated by [11, 12, 29] and [34], we generalize integral inequality (2) by constructing fuzzy-interval integral inequality for convex fuzzy-interval-valued functions, where the integrands are convex fuzzy-interval-valued functions.

This study is organized as follows: Sect. 2 presents preliminaries and results in the interval space, in the space of fuzzy-intervals, and for fuzzy integrals. Section 3 introduces the new classes of ( $h_{1}, h_{2}$ )-convex fuzzy-interval-valued functions and investigates their properties. Section 4 obtains fuzzy-interval Hermite-Hadamard inequalities via ( $h_{1}, h_{2}$ )convex fuzzy-interval-valued functions. In addition, some interesting examples are also given to verify our results. Section 4 gives conclusions and directions for future works.

## 2 Preliminaries

Let $\mathcal{K}_{C}$ be the collection of all closed and bounded intervals of $\mathbb{R}$, that is, $\mathcal{K}_{C}=\left\{\left[\omega_{*}, \omega^{*}\right]\right.$ : $\omega_{*}, \omega^{*} \in \mathbb{R}$ and $\left.\omega_{*} \leq \omega^{*}\right\}$. If $\omega_{*} \geq 0$, then $\left[\omega_{*}, \omega^{*}\right]$ is called a positive interval. The set of all positive intervals is denoted by $\mathcal{K}_{C}^{+}$and defined as $\mathcal{K}_{C}^{+}=\left\{\left[\omega_{*}, \omega^{*}\right]:\left[\omega_{*}, \omega^{*}\right] \in \mathcal{K}_{C}\right.$ and $\omega_{*} \geq$ $0\}$.

We now discuss some properties of intervals under the arithmetic operations of addition, multiplication, and scalar multiplication. If $\left[\mu_{*}, \mu^{*}\right],\left[\omega_{*}, \omega^{*}\right] \in \mathcal{K}_{C}$, and $\rho \in \mathbb{R}$, then these arithmetic operations are defined by

$$
\left[\mu_{*}, \mu^{*}\right]+\left[\omega_{*}, \omega^{*}\right]=\left[\mu_{*}+\omega_{*}, \mu^{*}+\omega^{*}\right]
$$

$$
\begin{aligned}
& {\left[\mu_{*}, \mu^{*}\right] \times\left[\omega_{*}, \omega^{*}\right]} \\
& \quad=\left[\min \left\{\mu_{*} \omega_{*}, \mu^{*} \omega_{*}, \mu_{*} \omega^{*}, \mu^{*} \omega^{*}\right\}, \max \left\{\mu_{*} \omega_{*}, \mu^{*} \omega_{*}, \mu_{*} \omega^{*}, \mu^{*} \omega^{*}\right\}\right], \\
& \rho \cdot\left[\mu_{*}, \mu^{*}\right]= \begin{cases}{\left[\rho \mu_{*}, \rho \mu^{*}\right]} & \text { if } \rho \geq 0, \\
{\left[\rho \mu^{*}, \rho \mu_{*}\right]} & \text { if } \rho<0 .\end{cases}
\end{aligned}
$$

For $\left[\mu_{*}, \mu^{*}\right],\left[\omega_{*}, \omega^{*}\right] \in \mathcal{K}_{C}$, the inclusion " $\subseteq$ " is defined by

$$
\left[\mu_{*}, \mu^{*}\right] \subseteq\left[\omega_{*}, \omega^{*}\right] \quad \text { if and only if } \quad \omega_{*} \leq \mu_{*}, \quad \mu^{*} \leq \omega^{*}
$$

Remark 1 The relation " $\leq_{I}$ " is defined on $\mathcal{K}_{C}$ by

$$
\left[\mu_{*}, \mu^{*}\right] \leq_{I}\left[\omega_{*}, \omega^{*}\right] \quad \text { if and only if } \quad \mu_{*} \leq \omega_{*}, \quad \mu^{*} \leq \omega^{*}
$$

for all $\left[\mu_{*}, \mu^{*}\right],\left[\omega_{*}, \omega^{*}\right] \in \mathcal{K}_{C}$, it is an order relation, see [25]. For given $\left[\mu_{*}, \mu^{*}\right],\left[\omega_{*}, \omega^{*}\right] \in$ $\mathcal{K}_{C}$, we say that $\left[\mu_{*}, \mu^{*}\right] \leq_{I}\left[\omega_{*}, \omega^{*}\right]$ if and only if $\mu_{*} \leq \omega_{*}, \mu^{*} \leq \omega^{*}$ or $\mu_{*} \leq \omega_{*}, \mu^{*}<\omega^{*}$.

The concept of Riemann integral for interval-valued functions first introduced by Moore [26] and is defined as follows:

Theorem 2 ([26]) If $\mathcal{F}:[c, d] \subset \mathbb{R} \rightarrow \mathcal{K}_{C}$ is an interval-valued function on such that $\left[\mathcal{F}_{*}, \mathcal{F}^{*}\right]$, then $\mathcal{F}$ is Riemann integrable on $[c, d]$ if and only if $\mathcal{F}_{*}$ and $\mathcal{F}^{*}$ both are Riemann integrable on $[c, d]$ and such that

$$
(I R) \int_{c}^{d} \mathcal{F}(x) d x=\left[(R) \int_{c}^{d} \mathcal{F}_{*}(u) d x,(R) \int_{c}^{d} \mathcal{F}^{*}(u) d x\right]
$$

The collections of all Riemann integrable real-valued functions and Riemann integrable interval-valued functions are denoted by $\mathcal{R}_{[c, d]}$ and $\mathcal{I} \mathcal{R}_{[c, d]}$, respectively.

Let $\mathbb{R}$ be the set of real numbers. A fuzzy subset set $\mathcal{A}$ of $\mathbb{R}$ is distinguished by a function $\varphi: \mathbb{R} \rightarrow[0,1]$ called the membership function. In this study this depiction is approved. Moreover, the collection of all fuzzy subsets of $\mathbb{R}$ is denoted by $\mathbb{F}(\mathbb{R})$.

A real fuzzy-interval $\varphi$ is a fuzzy set in $\mathbb{R}$ with the following properties:
(1) $\varphi$ is normal, i.e., there exists $x \in \mathbb{R}$ such that $\varphi(x)=1$;
(2) $\varphi$ is upper semicontinuous, i.e., for every $x \in \mathbb{R}$ and $\varepsilon>0$ there exists $\delta>0$ such that $\varphi(x)-\varphi(y)<\varepsilon$ for all $y \in \mathbb{R}$ with $|x-y|<\delta$.
(3) $\varphi$ is fuzzy convex, i.e., $\varphi((1-\tau) x+\tau y) \geq \min (\varphi(x), \varphi(y)), \forall x, y \in \mathbb{R}$ and $\tau \in[0,1]$;
(4) $\varphi$ is compactly supported, i.e., $\operatorname{cl}\{x \in \mathbb{R} \mid \varphi(x)>0\}$ is compact.

The collection of all real fuzzy-intervals is denoted by $\mathbb{F}_{C}(\mathbb{R})$.
Since $\mathbb{F}_{C}(\mathbb{R})$ denotes the set of all real fuzzy-intervals, $\varphi \in \mathbb{F}_{C}(\mathbb{R})$ is a real fuzzy-interval if and only if each $\gamma$-level $[\varphi]^{\gamma}$ is a nonempty compact convex set of $\mathbb{R}$. This is represented by

$$
[\varphi]^{\gamma}=\{x \in \mathbb{R} \mid \varphi(x) \geq \gamma\} .
$$

From these definitions, we have

$$
[\varphi]^{\gamma}=\left[\varphi_{*}(\gamma), \varphi^{*}(\gamma)\right]
$$

where

$$
\varphi_{*}(\gamma)=\inf \{x \in \mathbb{R} \mid \varphi(x) \geq \gamma\}, \quad \varphi^{*}(\gamma)=\sup \{x \in \mathbb{R} \mid \varphi(x) \geq \gamma\} .
$$

Thus a real fuzzy-interval $\varphi$ can be identified by parametrized triples

$$
\left\{\left(\varphi_{*}(\gamma), \varphi^{*}(\gamma), \gamma\right): \gamma \in[0,1]\right\} .
$$

This leads to the following characterization of a real fuzzy-interval in terms of the two end point functions, $\varphi_{*}(\gamma)$ and $\varphi^{*}(\gamma)$.

Theorem $3([6,15])$ Suppose that $\varphi_{*}(\gamma):[0,1] \rightarrow \mathbb{R}$ and $\varphi^{*}(\gamma):[0,1] \rightarrow \mathbb{R}$ satisfy the following conditions:
(1) $\varphi_{*}(\gamma)$ is a nondecreasing function;
(2) $\varphi^{*}(\gamma)$ is a nonincreasing function;
(3) $\varphi_{*}(1) \leq \varphi^{*}(1)$;
(4) $\varphi_{*}(\gamma)$ and $\varphi^{*}(\gamma)$ are bounded and left continuous on ( 0,1 , and right continuous at $\gamma=0$.

Moreover, if $\varphi: \mathbb{R} \rightarrow[0,1]$ is a real fuzzy-interval given by $\left[\varphi_{*}(\gamma), \varphi^{*}(\gamma)\right]$, then functions $\varphi_{*}(\gamma)$ and $\varphi^{*}(\gamma)$ satisfy conditions (1)-(4).

Proposition $1([12])$ Let $\varphi, \phi \in \mathbb{F}_{C}(\mathbb{R})$. Then the relation " $\preccurlyeq$ " given on $\mathbb{F}_{C}(\mathbb{R})$ by

$$
\varphi \preccurlyeq \phi \quad \text { if and only if }[\varphi]^{\gamma} \leq_{I}[\phi]^{\gamma} \quad \text { for all } \gamma \in[0,1]
$$

it is a partial order relation.

Now we discuss some properties of real fuzzy-intervals under addition, scalar multiplication, multiplication, and division. If $\varphi, \phi \in \mathbb{F}_{C}(\mathbb{R})$ and $\rho \in \mathbb{R}$, then these arithmetic operations are defined by

$$
\begin{align*}
& {[\varphi \tilde{+} \phi]^{\gamma}=[\varphi]^{\gamma}+[\phi]^{\gamma},}  \tag{3}\\
& {[\varphi \tilde{x} \phi]^{\gamma}=[\varphi]^{\gamma} \times[\phi]^{\gamma},}  \tag{4}\\
& {[\rho \cdot \varphi]^{\gamma}=\rho \cdot[\varphi]^{\gamma} .} \tag{5}
\end{align*}
$$

If $\psi \in \mathbb{F}_{C}(\mathbb{R})$ is such that $\varphi=\phi \tilde{+} \psi$, then we have the existence of Hukuhara difference of $\varphi$ and $\phi$, and we say that $\psi$ is the H-difference of $\varphi$ and $\phi$, which is denoted by $\varphi \tilde{\sim} \phi$. If the H -difference exists, then

$$
\begin{equation*}
(\psi)^{*}(\gamma)=(\varphi \tilde{\sim} \phi)^{*}(\gamma)=\varphi^{*}(\gamma)-\phi^{*}(\gamma), \quad(\psi)_{*}(\gamma)=(\varphi \tilde{\sim} \phi)_{*}(\gamma)=\varphi_{*}(\gamma)-\phi_{*}(\gamma) \tag{6}
\end{equation*}
$$

Remark 2 Obviously, $\mathbb{F}_{C}(\mathbb{R})$ is closed under addition and nonnegative scalar multiplication. And the above-defined properties on $\mathbb{F}_{C}(\mathbb{R})$ are equivalent to those derived from the usual extension principle. Furthermore, for each scalar number $\rho \in \mathbb{R}$,

$$
\begin{equation*}
[\rho \tilde{+} \varphi]^{\gamma}=\rho+[\varphi]^{\gamma} . \tag{7}
\end{equation*}
$$

Theorem $4([18,29])$ The space $\mathbb{F}_{C}(\mathbb{R})$ equipped with a supremum metric, i.e., for $\psi, \phi \in$ $\mathbb{F}_{C}(\mathbb{R})$

$$
\begin{equation*}
D(\psi, \phi)=\sup _{0 \leq \gamma \leq 1} H\left([\varphi]^{\gamma},[\phi]^{\gamma}\right), \tag{8}
\end{equation*}
$$

it is a complete metric space, where H denote the well-known Hausdorff metric on the space of intervals.

Definition 1 ([12]) A fuzzy-interval-valued map $\mathcal{F}: K \subset \mathbb{R} \rightarrow \mathbb{F}_{C}(\mathbb{R})$ is called a fuzzy-interval-valued function. For each $\gamma \in[0,1]$, the $\gamma$-levels define the family of intervalvalued functions $\mathcal{F}_{\gamma}: K \subset \mathbb{R} \rightarrow \mathcal{K}_{C}$ given by $\mathcal{F}_{\gamma}(x)=\left[\mathcal{F}_{*}(x, \gamma), \mathcal{F}^{*}(x, \gamma)\right]$ for all $x \in K$. Here, for each $\gamma \in[0,1]$, the end point real functions $\mathcal{F}_{*}(\cdot, \gamma), \mathcal{F}^{*}(\cdot, \gamma): K \rightarrow \mathbb{R}$ are called lower and upper functions of $\mathcal{F}$.

Remark 3 Let $\mathcal{F}: K \subset \mathbb{R} \rightarrow \mathbb{F}_{C}(\mathbb{R})$ be a fuzzy-interval-valued function. Then $\mathcal{F}(x)$ is said to be continuous at $x \in K$ if, for each $\gamma \in[0,1]$, both end point functions $\mathcal{F}_{*}(x, \gamma)$ and $\mathcal{F}^{*}(x, \gamma)$ are continuous at $x \in K$.

From the above literature review, the following results can be concluded; see [12, 18, 24, 26].

Definition 2 The map $\mathcal{F}:[c, d] \subset \mathbb{R} \rightarrow \mathbb{F}_{C}(\mathbb{R})$ is called a fuzzy-interval-valued function. The fuzzy integral of $\mathcal{F}$ over $[c, d]$, denoted by $(F R) \int_{c}^{d} \mathcal{F}(x) d x$, it is defined level-wise by

$$
\begin{equation*}
\left[(F R) \int_{c}^{d} \mathcal{F}(x) d x\right]^{\gamma}=(I R) \int_{c}^{d} \mathcal{F}_{\gamma}(x) d x=\left\{\int_{c}^{d} \mathcal{F}(x, \gamma) d x: \mathcal{F}(x, \gamma) \in \mathcal{R}_{[c, d]}\right\} \tag{9}
\end{equation*}
$$

for all $\gamma \in[0,1]$, where $\mathcal{R}_{[c, d]}$ is the collection of end point functions of interval-valued functions; $\mathcal{F}$ is $(F R)$-integrable over $[c, d]$ if $(F R) \int_{c}^{d} \mathcal{F}(x) d x \in \mathbb{F}_{C}(\mathbb{R})$. Note that if both end point functions are Lebesgue-integrable, then $\mathcal{F}$ is a fuzzy Annum integrable function; see [18, 24, 26].

Theorem 5 Let $\mathcal{F}:[c, d] \subset \mathbb{R} \rightarrow \mathbb{F}_{C}(\mathbb{R})$ be a fuzzy-interval-valued function, whose $\gamma$ levels define the family of interval-valued functions $\mathcal{F}_{\gamma}:[c, d] \subset \mathbb{R} \rightarrow \mathcal{K}_{C}$ given by $\mathcal{F}_{\gamma}(x)=$ $\left[\mathcal{F}_{*}(x, \gamma), \mathcal{F}^{*}(x, \gamma)\right]$ for all $x \in[c, d]$ and for all $\gamma \in[0,1]$. Then $\mathcal{F}$ is $(F R)$-integrable over $[c, d]$ if and only if $\mathcal{F}_{*}(x, \gamma)$ and $\mathcal{F}^{*}(x, \gamma)$ both are R-integrable over $[c, d]$. Moreover, if $\mathcal{F}$ is (FR)-integrable over $[c, d]$, then

$$
\begin{align*}
{\left[(F R) \int_{c}^{d} \mathcal{F}(x) d x\right]^{\gamma} } & =\left[(R) \int_{c}^{d} \mathcal{F}_{*}(x, \gamma) d x,(R) \int_{c}^{d} \mathcal{F}^{*}(x, \gamma) d x\right]  \tag{10}\\
& =(I R) \int_{c}^{d} \mathcal{F}_{\gamma}(x) d x,
\end{align*}
$$

for all $\gamma \in[0,1]$.

The families of all $(F R)$-integrable fuzzy-interval-valued functions and $R$-integrable functions over $[c, d]$ are denoted by $\mathcal{I} \mathcal{R}_{([c, d], \gamma)}$ and $\mathcal{R}_{([c, d], \gamma)}$, respectively, for all $\gamma \in[0,1]$.

## 3 ( $h_{1}, h_{2}$ )-Convex fuzzy-interval-valued functions

In this section, we put forward the definitions of ( $h_{1}, h_{2}$ )-convex fuzzy-interval-valued functions and investigate their basic properties.

Definition 3 Let $K$ be a convex set and $h_{1}, h_{2}:[0,1] \subseteq K \rightarrow \mathbb{R}^{+}$such that $h_{1}, h_{2} \neq 0$. Then a fuzzy-interval-valued function $\mathcal{F}: K \rightarrow \mathbb{F}_{C}(\mathbb{R})$ is said to be:

- $\left(h_{1}, h_{2}\right)$-convex on $K$ if

$$
\begin{equation*}
\mathcal{F}(\tau x+(1-\tau) y) \preccurlyeq h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}(x) \tilde{+} h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}(y), \tag{11}
\end{equation*}
$$

for all $x, y \in K, \tau \in[0,1]$ where $\mathcal{F}(x) \succcurlyeq \tilde{0}$;

- $\left(h_{1}, h_{2}\right)$-concave on $K$ if inequality (11) is reversed;
- affine $\left(h_{1}, h_{2}\right)$-convex on $K$ if

$$
\begin{equation*}
\mathcal{F}(\tau x+(1-\tau) y)=h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}(x) \tilde{+} h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}(y) \tag{12}
\end{equation*}
$$

for all $x, y \in K, \tau \in[0,1]$ where $\mathcal{F}(x) \succcurlyeq \tilde{0}$.

Remark 4 The ( $h_{1}, h_{2}$ )-convex fuzzy-interval-valued functions have some very nice properties similar to those of convex fuzzy-interval-valued functions:
(1) If $\mathcal{F}$ is an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function, then $\Upsilon \mathcal{F}$ is also $\left(h_{1}, h_{2}\right)$-convex for $\Upsilon \geq 0$.
(2) If $\mathcal{F}$ and $\mathcal{T}$ both are ( $h_{1}, h_{2}$ )-convex fuzzy-interval-valued functions, then $\max (\mathcal{F}(x), \mathcal{T}(x))$ is also an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function.

Now we discuss some special cases of $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued functions:
(i) If $h_{2}(\tau) \equiv 1$, then an ( $h_{1}, h_{2}$ )-convex fuzzy-interval-valued function becomes $h_{1}$-convex fuzzy-interval-valued function, that is,

$$
\mathcal{F}(\tau x+(1-\tau) y) \preccurlyeq h_{1}(\tau) \mathcal{F}(x) \tilde{+} h_{1}(1-\tau) \mathcal{F}(y), \quad \forall x, y \in K, \tau \in[0,1] .
$$

(ii) If $h_{1}(\tau)=\tau^{s}, h_{2}(\tau) \equiv 1$, then an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function becomes an $s$-convex fuzzy-interval-valued function, that is,

$$
\mathcal{F}(\tau x+(1-\tau) y) \preccurlyeq \tau^{s} \mathcal{F}(x) \tilde{+}(1-\tau)^{s} \mathcal{F}(y), \quad \forall x, y \in K, \tau \in[0,1] .
$$

(iii) If $h_{1}(\tau)=\tau, h_{2}(\tau) \equiv 1$, then an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function becomes a convex fuzzy-interval-valued function, that is,

$$
\mathcal{F}(\tau x+(1-\tau) y) \preccurlyeq \tau \mathcal{F}(x) \tilde{+}(1-\tau) \mathcal{F}(y), \quad \forall x, y \in K, \tau \in[0,1] .
$$

(iv) If $h_{1}(\tau)=h_{2}(\tau) \equiv 1$, then an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function becomes a $P$-convex fuzzy-interval-valued function, that is,

$$
\mathcal{F}(\tau x+(1-\tau) y) \preccurlyeq \mathcal{F}(x) \tilde{+} \mathcal{F}(y), \quad \forall x, y \in K, \tau \in[0,1] .
$$

Theorem 6 Let $K$ be a convex set, $h_{1}, h_{2}:[0,1] \subseteq K \rightarrow \mathbb{R}^{+}$such that $h_{1}, h_{2} \neq 0$, and let $\mathcal{F}$ : $K \rightarrow \mathbb{F}_{C}(\mathbb{R})$ be a fuzzy-interval-valued function whose $\gamma$-levels define the family of interval valued functions $\mathcal{F}_{\gamma}:[c, d] \subset \mathbb{R} \rightarrow \mathcal{K}_{C}^{+}$given by

$$
\begin{equation*}
\mathcal{F}_{\gamma}(x)=\left[\mathcal{F}_{*}(x, \gamma), \mathcal{F}^{*}(x, \gamma)\right], \quad \forall x \in K \tag{13}
\end{equation*}
$$

for all $x \in[c, d]$ and for all $\gamma \in[0,1]$. Then $\mathcal{F}$ is $\left(h_{1}, h_{2}\right)$-convex on $K$
if and only if, for all $\gamma \in[0,1], \mathcal{F}_{*}(x, \gamma)$ and $\mathcal{F}^{*}(x, \gamma)$ are $\left(h_{1}, h_{2}\right)$-convex.

Proof Assume that for each $\gamma \in[0,1], \mathcal{F}_{*}(x, \gamma)$ and $\mathcal{F}^{*}(x, \gamma)$ are $\left(h_{1}, h_{2}\right)$-convex on $K$. Then from (11), we have

$$
\begin{aligned}
& \mathcal{F}_{*}(\tau x+(1-\tau) y, \gamma) \leq h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}_{*}(x, \gamma)+h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}_{*}(y, \gamma), \\
& \quad \forall x, y \in K, \tau \in[0,1]
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{F}^{*}(\tau x+(1-\tau) y, \gamma) \leq h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}^{*}(x, \gamma)+h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}^{*}(y, \gamma), \\
& \quad \forall x, y \in K, \tau \in[0,1] .
\end{aligned}
$$

Then by (13), (3), and (5), we obtain

$$
\begin{aligned}
\mathcal{F}_{\gamma}(\tau x+(1-\tau) y)= & {\left[\mathcal{F}_{*}(\tau x+(1-\tau) y, \gamma), \mathcal{F}^{*}(\tau x+(1-\tau) y, \gamma)\right] } \\
\leq & {\left[h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}_{*}(x, \gamma), h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}^{*}(x, \gamma)\right] } \\
& +\left[h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}_{*}(y, \gamma), h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}^{*}(y, \gamma)\right]
\end{aligned}
$$

that is,

$$
\mathcal{F}(\tau x+(1-\tau) y) \preccurlyeq h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}(x) \tilde{+} h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}(y), \quad \forall x, y \in K, \tau \in[0,1] .
$$

Hence, $\mathcal{F}$ is an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function on $K$.
Conversely, let $\mathcal{F}$ be an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function on $K$. Then for all $x, y \in K$ and $\tau \in[0,1]$, we have $\mathcal{F}(\tau x+(1-\tau) y) \preccurlyeq h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}(x) \tilde{+} h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}(y)$. Therefore, from (13), we have

$$
\mathcal{F}_{\gamma}(\tau x+(1-\tau) y)=\left[\mathcal{F}_{*}(\tau x+(1-\tau) y, \gamma), \mathcal{F}^{*}(\tau x+(1-\tau) y, \gamma)\right] .
$$

Again, from (13), (3), and (5), we obtain

$$
\begin{aligned}
& h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}_{\gamma}(x) \tilde{+} h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}_{\gamma}(x) \\
&= {\left[h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}_{*}(x, \gamma), h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}^{*}(x, \gamma)\right] } \\
&+\left[h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}_{*}(y, \gamma), h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}^{*}(y, \gamma)\right]
\end{aligned}
$$

for all $x, y \in K$ and $\tau \in[0,1]$. Then by the $\left(h_{1}, h_{2}\right)$-convexity of $\mathcal{F}$, we have for all $x, y \in K$ and $\tau \in[0,1]$ that

$$
\mathcal{F}_{*}(\tau x+(1-\tau) y, \gamma) \leq h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}_{*}(x, \gamma)+h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}_{*}(\gamma, \gamma)
$$

and

$$
\mathcal{F}^{*}(\tau x+(1-\tau) y, \gamma) \leq h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}^{*}(x, \gamma)+h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}^{*}(y, \gamma)
$$

for each $\gamma \in[0,1]$. Hence, the result follows.

Example 1 We consider $h_{1}(\tau)=\tau, h_{2}(\tau) \equiv 1$, for $\tau \in[0,1]$ and the fuzzy-interval-valued functions $\mathcal{F}:[0,1] \rightarrow \mathbb{F}_{C}(\mathbb{R})$ defined by

$$
\mathcal{F}(x)(\sigma)= \begin{cases}\frac{\sigma}{2 x^{2}}, & \sigma \in\left[0,2 x^{2}\right] \\ \frac{4 x^{2}-\sigma}{2 x^{2}}, & \sigma \in\left(2 x^{2}, 4 x^{2}\right] \\ 0, & \text { otherwise }\end{cases}
$$

Then, for each $\gamma \in[0,1]$, we have $\mathcal{F}_{\gamma}(x)=\left[2 \gamma x^{2},(4-2 \gamma) x^{2}\right]$. Since the end point functions $\mathcal{F}_{*}(x, \gamma), \mathcal{F}^{*}(x, \gamma)$ are $\left(h_{1}, h_{2}\right)$-convex functions for each $\gamma \in[0,1], \mathcal{F}(x)$ is an $\left(h_{1}, h_{2}\right)$ convex fuzzy-interval-valued function.

## Hermite-Hadamard-type inequalities for fuzzy-interval-valued functions

Theorem 7 Let $\mathcal{F}:[u, \vartheta] \rightarrow \mathbb{F}_{C}(\mathbb{R})$ be an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function with $h_{1}, h_{2}:[0,1] \rightarrow \mathbb{R}^{+}$and $h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \neq 0$, whose $\gamma$-levels define the family of interval valued functions $\mathcal{F}_{\gamma}:[u, \vartheta] \subset \mathbb{R} \rightarrow \mathcal{K}_{C}^{+}$given by $\mathcal{F}_{\gamma}(x)=\left[\mathcal{F}_{*}(x, \gamma), \mathcal{F}^{*}(x, \gamma)\right]$ for all $x \in$ $[u, \vartheta]$ and for all $\gamma \in[0,1]$. If $\mathcal{F} \in \mathcal{I R}_{([u, \vartheta], \gamma)}$, then

$$
\begin{align*}
\frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) & \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x  \tag{15}\\
& \preccurlyeq[\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau .
\end{align*}
$$

Proof Let $\mathcal{F}:[u, \vartheta] \rightarrow \mathbb{F}_{C}(\mathbb{R})$ be an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function. Then, by hypothesis, we have

$$
\frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) \preccurlyeq \mathcal{F}(\tau u+(1-\tau) \vartheta) \tilde{+} \mathcal{F}((1-\tau) u+\tau \vartheta) .
$$

Therefore, for every $\gamma \in[0,1]$, we have

$$
\begin{aligned}
& \frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \leq \mathcal{F}_{*}(\tau u+(1-\tau) \vartheta, \gamma)+\mathcal{F}_{*}((1-\tau) u+\tau \vartheta, \gamma) \\
& \frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \leq \mathcal{F}^{*}(\tau u+(1-\tau) \vartheta, \gamma)+\mathcal{F}^{*}((1-\tau) u+\tau \vartheta, \gamma)
\end{aligned}
$$

Then

$$
\begin{aligned}
& \frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \int_{0}^{1} \mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right) d \tau \\
& \quad \leq \int_{0}^{1} \mathcal{F}_{*}(\tau u+(1-\tau) \vartheta, \gamma) d \tau+\int_{0}^{1} \mathcal{F}_{*}((1-\tau) u+\tau \vartheta, \gamma) d \tau \\
& \frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \int_{0}^{1} \mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right) d \tau \\
& \quad \leq \int_{0}^{1} \mathcal{F}^{*}(\tau u+(1-\tau) \vartheta, \gamma) d \tau+\int_{0}^{1} \mathcal{F}^{*}((1-\tau) u+\tau \vartheta, \gamma) d \tau
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \leq \frac{2}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}_{*}(x, \gamma) d x, \\
& \frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \leq \frac{2}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}^{*}(x, \gamma) d x .
\end{aligned}
$$

That is,

$$
\begin{aligned}
& \frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)}\left[\mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right), \mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right)\right] \\
& \leq_{I} \frac{2}{\vartheta-u}\left[\int_{u}^{\vartheta} \mathcal{F}_{*}(x, \gamma) d x, \int_{u}^{\vartheta} \mathcal{F}^{*}(x, \gamma) d x\right] .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \tag{16}
\end{equation*}
$$

In a similar way as above, we have

$$
\begin{equation*}
\frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \preccurlyeq[\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau . \tag{17}
\end{equation*}
$$

Combining (16) and (17), we have

$$
\begin{aligned}
\frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) & \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \\
& \preccurlyeq[\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)] \int_{0}^{1} h_{1}(\tau) R_{2}(1-\tau) d \tau .
\end{aligned}
$$

Hence, the required result follows.
Remark 5 If $h_{2}(\tau) \equiv 1$, then Theorem 7 reduces to the result for $h_{1}$-convex fuzzy-intervalvalued functions:

$$
\frac{1}{2 h_{1}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \preccurlyeq[\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)] \int_{0}^{1} h_{1}(\tau) d \tau
$$

If $h_{1}(\tau)=\tau^{s}$ and $h_{2}(\tau) \equiv 1$, then Theorem 7 reduces to the result for $s$-convex fuzzy-interval-valued functions:

$$
2^{s-1} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \preccurlyeq \frac{1}{s+1}[\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)] .
$$

If $h_{1}(\tau)=\tau$ and $h_{2}(\tau) \equiv 1$, then Theorem 7 reduces to the result for convex fuzzy-intervalvalued functions:

$$
\mathcal{F}\left(\frac{u+\vartheta}{2}\right) \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \preccurlyeq \frac{\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)}{2} .
$$

If $h_{1}(\tau)=h_{2}(\tau) \equiv 1$, then Theorem 7 reduces to the result for $P$-convex fuzzy-intervalvalued functions:

$$
\frac{1}{2} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \preccurlyeq \mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta) .
$$

If $\mathcal{F}_{*}(u, \gamma)=\mathcal{F}^{*}(\vartheta, \gamma)$ then Theorem 7 reduces to the result for $\left(h_{1}, h_{2}\right)$-convex functions:

$$
\begin{aligned}
\frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) & \leq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \\
& \leq[\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau
\end{aligned}
$$

Example 2 We consider $h_{1}(\tau)=\tau, h_{2}(\tau) \equiv 1$, for $\tau \in[0,1]$, and the fuzzy function $\mathcal{F}$ : $[u, \vartheta]=[0,2] \rightarrow \mathbb{F}_{C}(\mathbb{R})$ defined by

$$
\mathcal{F}(x)(\sigma)= \begin{cases}\frac{\sigma}{2 x^{2}}, & \sigma \in\left[0,2 x^{2}\right] \\ \frac{4 x^{2}-\sigma}{2 x^{2}}, & \sigma \in\left(2 x^{2}, 4 x^{2}\right] \\ 0, & \text { otherwise }\end{cases}
$$

Then, for each $\gamma \in[0,1]$, we have $\mathcal{F}_{\gamma}(x)=\left[2 \gamma x^{2},(4-2 \gamma) x^{2}\right]$. Since the end point functions $\mathcal{F}_{*}(x, \gamma)=2 \gamma x^{2}, \mathcal{F}^{*}(x, \gamma)=(4-2 \gamma) x^{2}$ are $\left(h_{1}, h_{2}\right)$-convex functions for each $\gamma \in[0,1]$, $\mathcal{F}(x)$ is an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function. We verify the following by computing appropriate quantities:

$$
\begin{aligned}
& \frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \leq \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}_{*}(x, \gamma) d x \\
& \leq\left[\mathcal{F}_{*}(u, \gamma)+\mathcal{F}_{*}(\vartheta, \gamma)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau \\
& \frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right)=\mathcal{F}_{*}(1, \gamma)=2 \gamma \\
& \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}_{*}(x, \gamma) d x=\frac{1}{2} \int_{0}^{2} 2 \gamma x^{2} d x=\frac{8 \gamma}{3} \\
& {\left[\mathcal{F}_{*}(u, \gamma)+\mathcal{F}_{*}(\vartheta, \gamma)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau=4 \gamma}
\end{aligned}
$$

for all $\gamma \in[0,1]$. This means

$$
2 \gamma \leq \frac{8 \gamma}{3} \leq 4 \gamma
$$

Similarly, it can be easily show that

$$
\begin{aligned}
\frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right) & \leq \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}^{*}(x, \gamma) d x \\
& \leq_{I}\left[\mathcal{F}^{*}(u, \gamma)+\mathcal{F}^{*}(\vartheta, \gamma)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau
\end{aligned}
$$

for all $\gamma \in[0,1]$, such that

$$
\begin{aligned}
& \frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right)=\mathcal{F}_{*}(1, \gamma)=(4-2 \gamma), \\
& \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}^{*}(x, \gamma) d x=\frac{1}{2} \int_{0}^{2}(4-2 \gamma) x^{2} d x=\frac{4(4-2 \gamma)}{3}, \\
& {\left[\mathcal{F}^{*}(u, \gamma)+\mathcal{F}^{*}(\vartheta, \gamma)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau=2(4-2 \gamma),}
\end{aligned}
$$

from which it follows that

$$
(4-2 \gamma) \leq \frac{4(4-2 \gamma)}{3} \leq 2(4-2 \gamma)
$$

that is,

$$
[2 \gamma,(4-2 \gamma)] \leq_{I}\left[\frac{8 \gamma}{3}, \frac{4(4-2 \gamma)}{3}\right] \leq_{I}[4 \gamma, 2(4-2 \gamma)], \quad \text { for all } \gamma \in[0,1]
$$

Hence,

$$
\begin{aligned}
\frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) & \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \\
& \preccurlyeq[\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau
\end{aligned}
$$

Theorem 8 Let $\mathcal{F}:[u, \vartheta] \rightarrow \mathbb{F}_{C}(\mathbb{R})$ be an $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function with $h_{1}, h_{2}:[0,1] \rightarrow \mathbb{R}^{+}$and $h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \neq 0$, whose $\gamma$-levels define the family of interval valued functions $\mathcal{F}_{\gamma}:[u, \vartheta] \subset \mathbb{R} \rightarrow \mathcal{K}_{C}^{+}$given by $\mathcal{F}_{\gamma}(x)=\left[\mathcal{F}_{*}(x, \gamma), \mathcal{F}^{*}(x, \gamma)\right]$ for all $x \in$ $[u, \vartheta]$ and for all $\gamma \in[0,1]$. If $\mathcal{F} \in \mathcal{I R}_{([u, \vartheta], \gamma)}$, then

$$
\begin{aligned}
& \frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) \\
& \preccurlyeq \otimes_{2} \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \preccurlyeq \diamond_{1} \\
& \preccurlyeq[\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)]\left[\frac{1}{2}+h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau,
\end{aligned}
$$

where

$$
\begin{aligned}
& \diamond_{1}=\left[\frac{\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)}{2} \tilde{+} \mathcal{F}\left(\frac{u+\vartheta}{2}\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau \\
& \diamond_{2}=\frac{1}{4 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)}\left[\mathcal{F}\left(\frac{3 u+\vartheta}{4}\right) \tilde{+} \mathcal{F}\left(\frac{u+3 \vartheta}{4}\right)\right]
\end{aligned}
$$

and $\diamond_{1}=\left[\diamond_{1 *}, \diamond_{1}^{*}\right], \diamond_{2}=\left[\diamond_{2 *}, \diamond_{2}^{*}\right]$.

Proof Taking $\left[u, \frac{u+\vartheta}{2}\right]$, we have

$$
\begin{aligned}
& \frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{\tau u+(1-\tau) \frac{u+\vartheta}{2}}{2}+\frac{\tau u+(1-\tau) \frac{u+\vartheta}{2}}{2}\right) \\
& \quad \preccurlyeq \mathcal{F}\left(\tau u+(1-\tau) \frac{u+\vartheta}{2}\right) \tilde{+} \mathcal{F}\left((1-\tau) u+\tau \frac{u+\vartheta}{2}\right) .
\end{aligned}
$$

Therefore, for every $\gamma \in[0,1]$, we have

$$
\begin{aligned}
& \frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}_{*}\left(\frac{\tau u+(1-\tau) \frac{u+\vartheta}{2}}{2}+\frac{(1-\tau) u+\tau \frac{u+\vartheta}{2}}{2}, \gamma\right) \\
& \quad \leq \mathcal{F}_{*}\left(\tau u+(1-\tau) \frac{u+\vartheta}{2}, \gamma\right)+\mathcal{F}_{*}\left((1-\tau) u+\tau \frac{u+\vartheta}{2}, \gamma\right), \\
& \frac{1}{h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}^{*}\left(\frac{\tau u+(1-\tau) \frac{u+\vartheta}{2}}{2}+\frac{(1-\tau) u+\tau \frac{u+\vartheta}{2}}{2}, \gamma\right) \\
& \leq \mathcal{F}^{*}\left(\tau u+(1-\tau) \frac{u+\vartheta}{2}, \gamma\right)+\mathcal{F}^{*}\left((1-\tau) u+\tau \frac{u+\vartheta}{2}, \gamma\right) .
\end{aligned}
$$

As a consequence, we obtain

$$
\begin{aligned}
& \frac{1}{4 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}_{*}\left(\frac{3 u+\vartheta}{4}, \gamma\right) \leq \frac{1}{\vartheta-u} \int_{u}^{\frac{u+\vartheta}{2}} \mathcal{F}_{*}(x, \gamma) d x, \\
& \frac{1}{4 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}^{*}\left(\frac{3 u+\vartheta}{4}, \gamma\right) \leq \frac{1}{\vartheta-u} \int_{u}^{\frac{u+\vartheta}{2}} \mathcal{F}^{*}(x, \gamma) d x .
\end{aligned}
$$

That is,

$$
\begin{aligned}
& \frac{1}{4 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)}\left[\mathcal{F}_{*}\left(\frac{3 u+\vartheta}{4}, \gamma\right), \mathcal{F}^{*}\left(\frac{3 u+\vartheta}{4}, \gamma\right)\right] \\
& \quad \leq_{I} \frac{1}{\vartheta-u}\left[\int_{u}^{\frac{u+\vartheta}{2}} \mathcal{F}_{*}(x, \gamma) d x, \int_{u}^{\frac{u+\vartheta}{2}} \mathcal{F}^{*}(x, \gamma) d x\right] .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\frac{1}{4 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{3 u+\vartheta}{4}\right) \preccurlyeq \frac{1}{\vartheta-u} \int_{u}^{\frac{u+\vartheta}{2}} \mathcal{F}(x) d x . \tag{18}
\end{equation*}
$$

In a similar way as above, we have

$$
\begin{equation*}
\frac{1}{4 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{u+3 \vartheta}{4}\right) \preccurlyeq \frac{1}{\vartheta-u} \int_{\frac{u+\vartheta}{2}}^{\vartheta} \mathcal{F}(x) d x \tag{19}
\end{equation*}
$$

Combining (18) and (19), we have

$$
\frac{1}{4 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)}\left[\mathcal{F}\left(\frac{3 u+\vartheta}{4}\right) \tilde{+} \mathcal{F}\left(\frac{u+3 \vartheta}{4}\right)\right] \preccurlyeq \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}(x) d x .
$$

By using Theorem 7, we have

$$
\frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}\left(\frac{u+\vartheta}{2}\right)=\frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}\left(\frac{1}{2} \cdot \frac{3 u+\vartheta}{4}+\frac{1}{2} \cdot \frac{u+3 \vartheta}{4}\right) .
$$

Therefore, for every $\gamma \in[0,1]$, we have

$$
\begin{aligned}
& \frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right)=\frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}_{*}\left(\frac{1}{2} \cdot \frac{3 u+\vartheta}{4}+\frac{1}{2} \cdot \frac{u+3 \vartheta}{4}, \gamma\right), \\
& \frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \\
& =\frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}^{*}\left(\frac{1}{2} \cdot \frac{3 u+\vartheta}{4}+\frac{1}{2} \cdot \frac{u+3 \vartheta}{4}, \gamma\right) \\
& \leq \frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}}\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \mathcal{F}_{*}\left(\frac{3 u+\vartheta}{4}, \gamma\right)\right. \\
& \left.+h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \mathcal{F}_{*}\left(\frac{u+3 \vartheta}{4}, \gamma\right)\right] \\
& \leq \frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}}\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \mathcal{F}^{*}\left(\frac{3 u+\vartheta}{4}, \gamma\right)\right. \\
& \left.+h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \mathcal{F}^{*}\left(\frac{u+3 \vartheta}{4}, \gamma\right)\right] \\
& =\ominus_{2 *} \\
& =\diamond_{2}{ }^{*} \\
& \leq \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}_{*}(x, \gamma) d x \\
& \leq \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}^{*}(x, \gamma) d x \\
& \leq\left[\frac{\mathcal{F}_{*}(u, \gamma)+\mathcal{F}_{*}(\vartheta, \gamma)}{2}+\mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau \\
& \leq\left[\frac{\mathcal{F}^{*}(u, \gamma)+\mathcal{F}^{*}(\vartheta, \gamma)}{2}+\mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau \\
& =\triangleright_{1 *} \\
& =\ominus_{1}{ }^{*}
\end{aligned}
$$

$$
\begin{aligned}
\leq & {\left[\frac{\mathcal{F}_{*}(u, \gamma)+\mathcal{F}_{*}(\vartheta, \gamma)}{2}+h_{1}(\tau) h_{2}(1-\tau)\left(\mathcal{F}_{*}(u, \gamma)+\mathcal{F}_{*}(\vartheta, \gamma)\right)\right] } \\
& \cdot \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau \\
\leq & {\left[\frac{\mathcal{F}^{*}(u, \gamma)+\mathcal{F}^{*}(\vartheta, \gamma)}{2}+h_{1}(\tau) h_{2}(1-\tau)\left(\mathcal{F}^{*}(u, \gamma)+\mathcal{F}^{*}(\vartheta, \gamma)\right)\right] } \\
& \cdot \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau \\
= & {\left[\mathcal{F}_{*}(u, \gamma)+\mathcal{F}_{*}(\vartheta, \gamma)\right]\left[\frac{1}{2}+h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau } \\
= & {\left[\mathcal{F}^{*}(u, \gamma)+\mathcal{F}^{*}(\vartheta, \gamma)\right]\left[\frac{1}{2}+h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau }
\end{aligned}
$$

that is,

$$
\begin{aligned}
& \frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) \\
& \preccurlyeq \ominus_{2} \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) d x \preccurlyeq \diamond_{1} \\
& \preccurlyeq[\mathcal{F}(u) \tilde{+} \mathcal{F}(\vartheta)]\left[\frac{1}{2}+h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau
\end{aligned}
$$

hence the result follows.

Example 3 If we consider $h_{1}(\tau)=\tau, h_{2}(\tau) \equiv 1$, for $\tau \in[0,1]$, and the fuzzy-interval-valued function $\mathcal{F}:[u, \vartheta]=[0,2] \rightarrow \mathbb{F}_{C}(\mathbb{R})$ defined by $\mathcal{F}_{\gamma}(x)=\left[2 \gamma x^{2},(4-2 \gamma) x^{2}\right]$, as in Example 2, then $\mathcal{F}(x)$ is and $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued function satisfying inequality (15). We have $\mathcal{F}_{*}(x, \gamma)=\gamma x$ and $\mathcal{F}^{*}(x, \gamma)=(4-2 \gamma) x$. We now compute the following:

$$
\begin{aligned}
& {\left[\mathcal{F}_{*}(u, \gamma)+\mathcal{F}_{*}(\vartheta, \gamma)\right]\left[\frac{1}{2}+h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau=4 \gamma} \\
& {\left[\mathcal{F}^{*}(u, \gamma)+\mathcal{F}^{*}(\vartheta, \gamma)\right]\left[\frac{1}{2}+h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau=4(2-\gamma),} \\
& \diamond_{1 *}=\left[\frac{\mathcal{F}_{*}(u, \gamma)+\mathcal{F}_{*}(\vartheta, \gamma)}{2}+\mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau=3 \gamma, \\
& \diamond_{1}^{*}=\left[\frac{\mathcal{F}^{*}(u, \gamma)+\mathcal{F}^{*}(\vartheta, \gamma)}{2}+\mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right)\right] \int_{0}^{1} h_{1}(\tau) h_{2}(1-\tau) d \tau=3(2-\gamma), \\
& \diamond_{2 *}=\frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}}\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \mathcal{F}_{*}\left(\frac{3 u+\vartheta}{4}, \gamma\right)\right. \\
& \left.\quad+h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \mathcal{F}_{*}\left(\frac{u+3 \vartheta}{4}, \gamma\right)\right]=\frac{5}{2} \gamma, \\
& \diamond_{2}^{*}=\frac{1}{4\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}}\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \mathcal{F}^{*}\left(\frac{3 u+\vartheta}{4}, \gamma\right)\right. \\
& \left.\quad+h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \mathcal{F}^{*}\left(\frac{u+3 \vartheta}{4}, \gamma\right)\right]=\frac{5}{2}(2-\gamma) .
\end{aligned}
$$

Then we obtain

$$
\begin{aligned}
& 2 \gamma \leq \frac{5}{2} \gamma \leq \frac{8 \gamma}{3} \leq 3 \gamma \leq 4 \gamma \\
& 2(2-\gamma) \leq \frac{5}{2}(2-\gamma) \leq \frac{8(2-\gamma)}{3} \leq 3(2-\gamma) \leq 4(2-\gamma)
\end{aligned}
$$

Hence, Theorem 8 is verified.

Theorem 9 Let $\mathcal{F}, \mathcal{J}:[u, \vartheta] \rightarrow \mathbb{F}_{C}(\mathbb{R})$ be two $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued functions with $h_{1}, h_{2}:[0,1] \rightarrow \mathbb{R}^{+}$and $h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \neq 0$, whose $\gamma$-levels define the family of interval valued functions $\mathcal{F}_{\gamma}, \mathcal{J}_{\gamma}:[u, \vartheta] \subset \mathbb{R} \rightarrow \mathcal{K}_{C}^{+}$given by $\mathcal{F}_{\gamma}(x)=\left[\mathcal{F}_{*}(x, \gamma), \mathcal{F}^{*}(x, \gamma)\right]$ and $\mathcal{J}_{\gamma}(x)=\left[\mathcal{J}_{*}(x, \gamma), \mathcal{J}^{*}(x, \gamma)\right]$ for all $x \in[u, \vartheta]$ and for all $\gamma \in[0,1]$. If $\mathcal{F}, \mathcal{J}$ and $\mathcal{F} \mathcal{J} \in$ $\mathcal{I R}_{([u, \vartheta], \gamma)}$, then

$$
\begin{aligned}
& \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) \mathcal{J}(x) d x \\
& \preccurlyeq \mathcal{M}(u, \vartheta) \int_{0}^{1}\left[h_{1}(\tau) h_{2}(1-\tau)\right]^{2} d \tau \tilde{+} \mathcal{N}(u, \vartheta) \int_{0}^{1} h_{1}(\tau) h_{2}(\tau) h_{1}(1-\tau) h_{2}(1-\tau) d \tau,
\end{aligned}
$$

where $\mathcal{M}(u, \vartheta)=\mathcal{F}(u) \mathcal{J}(u) \tilde{+} \mathcal{F}(\vartheta) \mathcal{J}(\vartheta), \mathcal{N}(u, \vartheta)=\mathcal{F}(u) \mathcal{J}(\vartheta) \tilde{+} \mathcal{F}(\vartheta) \mathcal{J}(u)$, and $\mathcal{M}_{\gamma}(u$, $\vartheta)=\left[\mathcal{M}_{*}((u, \vartheta), \gamma), \mathcal{M}^{*}((u, \vartheta), \gamma)\right]$ and $\mathcal{N}_{\gamma}(u, \vartheta)=\left[\mathcal{N}_{*}((u, \vartheta), \gamma), \mathcal{N}^{*}((u, \vartheta), \gamma)\right]$.

Example 4 We consider $h_{1}(\tau)=\tau, h_{2}(\tau) \equiv 1$, for $\tau \in[0,1]$, and the fuzzy-interval-valued functions $\mathcal{F}, \mathcal{J}:[u, \vartheta]=[0,1] \rightarrow \mathbb{F}_{C}(\mathbb{R})$ defined by

$$
\begin{aligned}
& \mathcal{F}(x)(\sigma)= \begin{cases}\frac{\sigma}{2 x^{2}}, & \sigma \in\left[0,2 x^{2}\right], \\
\frac{4 x^{2}-\sigma}{2 x^{2}}, & \sigma \in\left(2 x^{2}, 4 x^{2}\right], \\
0, & \text { otherwise }\end{cases} \\
& \mathcal{J}(x)(\sigma)= \begin{cases}\frac{\sigma}{x}, & \sigma \in[0, x] \\
\frac{2 x-\sigma}{x}, & \sigma \in(x, 2 x] \\
0, & \text { otherwise }\end{cases}
\end{aligned}
$$

Then, for each $\gamma \in[0,1]$, we have $\mathcal{F}_{\gamma}(x)=\left[2 \gamma x^{2},(4-2 \gamma) x^{2}\right]$ and $\mathcal{J}_{\gamma}(x)=[\gamma x,(2-\gamma) x]$. Since the end point functions $\mathcal{F}_{*}(x, \gamma)=2 \gamma x^{2}, \mathcal{F}^{*}(x, \gamma)=(4-2 \gamma) x^{2}$ and $\mathcal{J}_{*}(x, \gamma)=\gamma x$, $\mathcal{J}^{*}(x, \gamma)=(2-\gamma) x$ are $\left(h_{1}, h_{2}\right)$-convex functions for each $\gamma \in[0,1], \mathcal{F}, \mathcal{J}$ are also $\left(h_{1}, h_{2}\right)$ convex fuzzy-interval-valued functions. We now compute the following:

$$
\begin{aligned}
& \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}_{*}(x, \gamma) \mathcal{J}_{*}(x, \gamma) d x=\int_{0}^{1}(\gamma x) d x=\frac{\gamma^{2}}{2} \\
& \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}^{*}(x, \gamma) \mathcal{J}^{*}(x, \gamma) d x=\int_{0}^{1}\left((4-2 \gamma) x^{2}\right)((2-\gamma) u) d x=\frac{(2-\gamma)^{2}}{2} \\
& \mathcal{M}_{*}((u, \vartheta), \gamma) \int_{0}^{1}\left[h_{1}(\tau) h_{2}(1-\tau)\right]^{2} d \tau=\frac{2 \gamma^{2}}{3} \\
& \mathcal{M}^{*}((u, \vartheta), \gamma) \int_{0}^{1}\left[h_{1}(\tau) h_{2}(1-\tau)\right]^{2} d \tau=\frac{2(2-\gamma)^{2}}{3}
\end{aligned}
$$

$$
\begin{aligned}
& \mathcal{N}_{*}((u, \vartheta), \gamma) \int_{0}^{1} h_{1}(\tau) h_{2}(\tau) h_{1}(1-\tau) h_{2}(1-\tau) d \tau=0 \\
& \mathcal{N}^{*}((u, \vartheta), \gamma) \int_{0}^{1} h_{1}(\tau) h_{2}(\tau) h_{1}(1-\tau) h_{2}(1-\tau) d \tau=0
\end{aligned}
$$

for each $\gamma \in[0,1]$, which means

$$
\begin{aligned}
& \frac{\gamma^{2}}{2} \leq \frac{2 \gamma^{2}}{3}+0=\frac{2 \gamma^{2}}{3} \\
& \frac{(2-\gamma)^{2}}{2} \leq \frac{2(2-\gamma)^{2}}{3}+0=\frac{2(2-\gamma)^{2}}{3}
\end{aligned}
$$

hence Theorem 9 is demonstrated.

Theorem 10 Let $\mathcal{F}, \mathcal{J}:[u, \vartheta] \rightarrow \mathbb{F}_{C}(\mathbb{R})$ be two $\left(h_{1}, h_{2}\right)$-convexfuzzy-interval-valued functions with $h_{1}, h_{2}:[0,1] \rightarrow \mathbb{R}^{+}$and $h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \neq 0$, whose $\gamma$-levels define the family of interval valued functions $\mathcal{F}_{\gamma}, \mathcal{J}_{\gamma}:[u, \vartheta] \subset \mathbb{R} \rightarrow \mathcal{K}_{C}^{+}$given by $\mathcal{F}_{\gamma}(x)=\left[\mathcal{F}_{*}(x, \gamma), \mathcal{F}^{*}(x, \gamma)\right]$ and $\mathcal{J}_{\gamma}(x)=\left[\mathcal{J}_{*}(x, \gamma), \mathcal{J}^{*}(x, \gamma)\right]$ for all $x \in[u, \vartheta]$ and for all $\gamma \in[0,1]$. If $\mathcal{F}, \mathcal{J}$ and $\mathcal{F} \mathcal{J} \in$ $\mathcal{I R}_{([u, \vartheta], \gamma)}$, then

$$
\begin{aligned}
& \frac{1}{2\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) \mathcal{J}\left(\frac{u+\vartheta}{2}\right) \\
& \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) \mathcal{J}(x) d x \tilde{+} \mathcal{N}(u, \vartheta) \int_{0}^{1}\left[h_{1}(\tau) h_{2}(1-\tau)\right]^{2} d \tau \\
& \quad \tilde{+} \mathcal{M}(u, \vartheta) \int_{0}^{1} h_{1}(\tau) h_{2}(\tau) h_{1}(1-\tau) h_{2}(1-\tau) d \tau,
\end{aligned}
$$

where $\mathcal{M}(u, \vartheta)=\mathcal{F}(u) \mathcal{J}(u) \tilde{+} \mathcal{F}(\vartheta) \mathcal{J}(\vartheta), \mathcal{N}(u, \vartheta)=\mathcal{F}(u) \mathcal{J}(\vartheta) \tilde{+} \mathcal{F}(\vartheta) \mathcal{J}(u)$, and $\mathcal{M}_{\gamma}(u$, $\vartheta)=\left[\mathcal{M}_{*}((u, \vartheta), \gamma), \mathcal{M}^{*}((u, \vartheta), \gamma)\right]$ and $\mathcal{N}_{\gamma}(u, \vartheta)=\left[\mathcal{N}_{*}((u, \vartheta), \gamma), \mathcal{N}^{*}((u, \vartheta), \gamma)\right]$.

Proof By hypothesis, for each $\gamma \in[0,1]$, we have

$$
\begin{aligned}
& \mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \mathcal{J}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right), \\
& \mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \mathcal{J}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \\
& \leq\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\mathcal{F}_{*}(\tau u+(1-\tau) \vartheta, \gamma) \mathcal{J}_{*}(\tau u+(1-\tau) \vartheta, \gamma) \\
+\mathcal{F}_{*}(\tau u+(1-\tau) \vartheta, \gamma) \mathcal{J}_{*}((1-\tau) u+\tau \vartheta, \gamma)
\end{array}\right] \\
& +\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\mathcal{F}_{*}((1-\tau) u+\tau \vartheta, \gamma) \mathcal{J}_{*}(\tau u+(1-\tau) \vartheta, \gamma) \\
+\mathcal{F}_{*}((1-\tau) u+\tau \vartheta, \gamma) \mathcal{J}_{*}((1-\tau) u+\tau \vartheta, \gamma)
\end{array}\right] \\
& \leq\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\mathcal{F}^{*}(\tau u+(1-\tau) \vartheta, \gamma) \mathcal{J}^{*}(\tau u+(1-\tau) \vartheta, \gamma) \\
+\mathcal{F}^{*}(\tau u+(1-\tau) \vartheta, \gamma) \mathcal{J}^{*}((1-\tau) u+\tau \vartheta, \gamma)
\end{array}\right] \\
& +\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\mathcal{F}^{*}((1-\tau) u+\tau \vartheta, \gamma) \mathcal{J}^{*}(\tau u+(1-\tau) \vartheta, \gamma) \\
+\mathcal{F}^{*}((1-\tau) u+\tau \vartheta, \gamma) \mathcal{J}^{*}((1-\tau) u+\tau \vartheta, \gamma)
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\mathcal{F}_{*}(\tau u+(1-\tau) \vartheta, \gamma) \mathcal{J}_{*}(\tau u+(1-\tau) \vartheta, \gamma) \\
+\mathcal{F}_{*}((1-\tau) u+\tau \vartheta, \gamma) \mathcal{J}_{*}((1-\tau) u+\tau \vartheta, \gamma)
\end{array}\right] \\
& +\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\left(h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}_{*}(u, \gamma)+h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}_{*}(\vartheta, \gamma)\right) \\
\left(h_{1}(1-\tau) h_{2}(\tau) \mathcal{J}_{*}(u, \gamma)+h_{1}(\tau) h_{2}(1-\tau) \mathcal{J}_{*}(\vartheta, \gamma)\right) \\
+\left(h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}_{*}(u, \gamma)+h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}_{*}(\vartheta, \gamma)\right) \\
\left(h_{1}(\tau) h_{2}(1-\tau) \mathcal{J}_{*}(u, \gamma)+h_{1}(1-\tau) h_{2}(\tau) \mathcal{J}_{*}(\vartheta, \gamma)\right)
\end{array}\right] \\
& \leq\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\mathcal{F}^{*}(\tau u+(1-\tau) \vartheta, \gamma) \mathcal{J}^{*}(\tau u+(1-\tau) \vartheta, \gamma) \\
+\mathcal{F}^{*}((1-\tau) u+\tau \vartheta, \gamma) \mathcal{J}^{*}((1-\tau) u+\tau \vartheta, \gamma)
\end{array}\right] \\
& +\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\left(h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}^{*}(u, \gamma)+h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}^{*}(\vartheta, \gamma)\right) \\
\left(h_{1}(1-\tau) h_{2}(\tau) \mathcal{J}^{*}(u, \gamma)+h_{1}(\tau) h_{2}(1-\tau) \mathcal{J}^{*}(\vartheta, \gamma)\right) \\
+\left(h_{1}(1-\tau) h_{2}(\tau) \mathcal{F}^{*}(u, \gamma)+h_{1}(\tau) h_{2}(1-\tau) \mathcal{F}^{*}(\vartheta, \gamma)\right) \\
\left(h_{1}(\tau) h_{2}(1-\tau) \mathcal{J}^{*}(u, \gamma)+h_{1}(1-\tau) h_{2}(\tau) \mathcal{J}^{*}(\vartheta, \gamma)\right)
\end{array}\right] \\
& =\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\mathcal{F}_{*}(\tau u+(1-\tau) \vartheta, \gamma) \mathcal{J}_{*}(\tau u+(1-\tau) \vartheta, \gamma) \\
+\mathcal{F}_{*}((1-\tau) u+\tau \vartheta, \gamma) \mathcal{J}_{*}((1-\tau) u+\tau \vartheta, \gamma)
\end{array}\right] \\
& +2\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
h_{1}(\tau) h_{2}(\tau) h_{1}(1-\tau) h_{2}(1-\tau) \mathcal{M}_{*}((u, \vartheta), \gamma) \\
+\left[h_{1}(\tau) h_{2}(1-\tau)\right]^{2} \mathcal{N}_{*}((u, \vartheta), \gamma)
\end{array}\right] \\
& =\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\mathcal{F}^{*}(\tau u+(1-\tau) \vartheta, \gamma) \mathcal{J}^{*}(\tau u+(1-\tau) \vartheta, \gamma) \\
+\mathcal{F}^{*}((1-\tau) u+\tau \vartheta, \gamma) \mathcal{J}^{*}((1-\tau) u+\tau \vartheta, \gamma)
\end{array}\right] \\
& +2\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
h_{1}(\tau) h_{2}(\tau) h_{1}(1-\tau) h_{2}(1-\tau) \mathcal{M}^{*}((u, \vartheta), \gamma) \\
+\left[h_{1}(\tau) h_{2}(1-\tau)\right]^{2} \mathcal{N}^{*}((u, \vartheta), \gamma)
\end{array}\right],
\end{aligned}
$$

that is,

$$
\begin{aligned}
= & {\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
\mathcal{F}(\tau u+(1-\tau) \vartheta) \mathcal{J}(\tau u+(1-\tau) \vartheta) \\
+\mathcal{F}((1-\tau) u+\tau \vartheta) \mathcal{J}((1-\tau) u+\tau \vartheta)
\end{array}\right] } \\
& \tilde{+} 2\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}\left[\begin{array}{c}
h_{1}(\tau) h_{2}(\tau) h_{1}(1-\tau) h_{2}(1-\tau) \mathcal{M}(u, \vartheta) \\
+\left[h_{1}(\tau) h_{2}(1-\tau)\right]^{2} \mathcal{N}(u, \vartheta)
\end{array}\right],
\end{aligned}
$$

$F R$-integrating over [ 0,1$]$, we have

$$
\begin{aligned}
& \frac{1}{2\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}\left(\frac{u+\vartheta}{2}\right) \mathcal{J}\left(\frac{u+\vartheta}{2}\right) \\
& \preccurlyeq \frac{1}{\vartheta-u}(F R) \int_{u}^{\vartheta} \mathcal{F}(x) \mathcal{J}(x) d x \tilde{+} \mathcal{N}(u, \vartheta) \int_{0}^{1}\left[h_{1}(\tau) h_{2}(1-\tau)\right]^{2} d \tau \\
& \quad \tilde{+} \mathcal{M}(u, \vartheta) \int_{0}^{1} h_{1}(\tau) h_{2}(\tau) h_{1}(1-\tau) h_{2}(1-\tau) d \tau
\end{aligned}
$$

hence the required result follows.

Example 5 If we consider $h_{1}(\tau)=\tau, h_{2}(\tau) \equiv 1$, for $\tau \in[0,1]$, and the fuzzy-intervalvalued functions $\mathcal{F}, \mathcal{J}:[u, \vartheta]=[0,1] \rightarrow \mathbb{F}_{C}(\mathbb{R})$ defined, for each $\gamma \in[0,1]$, by $\mathcal{F}_{\gamma}(x)=$ [ $\left.2 \gamma x^{2},(4-2 \gamma) x^{2}\right]$ and $\mathcal{J}_{\gamma}(x)=[\gamma x,(2-\gamma) x]$, as in Example 4, then $\mathcal{F}, \mathcal{J}$ both are $\left(h_{1}, h_{2}\right)$ convex fuzzy-interval-valued functions. We have $\mathcal{F}_{*}(x, \gamma)=2 \gamma x^{2}, \mathcal{F}^{*}(x, \gamma)=(4-2 \gamma) x^{2}$, and $\mathcal{J}_{*}(x, \gamma)=\gamma x, \mathcal{J}^{*}(x, \gamma)=(2-\gamma) x$. We now compute the following:

$$
\begin{aligned}
& \frac{1}{2\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \mathcal{J}_{*}\left(\frac{u+\vartheta}{2}, \gamma\right)=\frac{\gamma^{2}}{4}, \\
& \frac{1}{2\left[h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)\right]^{2}} \mathcal{F}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right) \mathcal{J}^{*}\left(\frac{u+\vartheta}{2}, \gamma\right)=\frac{(2-\gamma)^{2}}{4}, \\
& \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}_{*}(x, \gamma) \mathcal{J}_{*}(x, \gamma) d x=\frac{\gamma^{2}}{2}, \\
& \frac{1}{\vartheta-u} \int_{u}^{\vartheta} \mathcal{F}^{*}(x, \gamma) \mathcal{J}^{*}(x, \gamma) d x=\frac{(2-\gamma)^{2}}{2}, \\
& \mathcal{N}_{*}((u, \vartheta), \gamma) \int_{0}^{1}\left[h_{1}(\tau) h_{2}(1-\tau)\right]^{2} d \tau=0, \\
& \mathcal{N}^{*}((u, \vartheta), \gamma) \int_{0}^{1}\left[h_{1}(\tau) h_{2}(1-\tau)\right]^{2} d \tau=0, \\
& \mathcal{M}_{*}((u, \vartheta), \gamma) \int_{0}^{1} h_{1}(\tau) h_{2}(\tau) h_{1}(1-\tau) R_{2}(1-\tau) d \tau=\frac{\gamma^{2}}{3}, \\
& \mathcal{M}^{*}((u, \vartheta), \gamma) \int_{0}^{1} h_{1}(\tau) h_{2}(\tau) h_{1}(1-\tau) R_{2}(1-\tau) d \tau=\frac{(2-\gamma)^{2}}{3},
\end{aligned}
$$

for each $\gamma \in[0,1]$, which means

$$
\begin{aligned}
& \frac{\gamma^{2}}{4} \leq \frac{\gamma^{2}}{2}+0+\frac{\gamma^{2}}{3}=\frac{5 \gamma^{2}}{6} \\
& \frac{(2-\gamma)^{2}}{4} \leq \frac{(2-\gamma)^{2}}{2}+0+\frac{(2-\gamma)^{2}}{3}=\frac{5(2-\gamma)^{2}}{6}
\end{aligned}
$$

hence the result follows.

## 4 Conclusion

In this work, we introduce the concept of ( $h_{1}, h_{2}$ )-convex fuzzy-interval-valued functions. With the new concept, we construct new versions of Hermite-Hadamard inequalities, called fuzzy-interval Hermite-Hadamard-type inequalities for $\left(h_{1}, h_{2}\right)$-convex fuzzy-interval-valued functions by means of a fuzzy order relation. Some special cases are also discussed, which can be viewed as applications. Useful examples that verify the applicability of the theory developed in this study are presented. We intend to use various types of convex fuzzy-interval-valued functions to construct fuzzy-interval inequalities for fuzzy-interval-valued functions. The concepts and techniques of this paper may be a starting point for further research in this area.
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