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Abstract

In a real “nancial market, the delayed market feedback and the delayed e�ect of
government macrocontrol are inevitable, and both bring mathematical di�culties in
studying stabilization and synchronization of the hyperchaotic “nancial system.
However, employing the Lyapunov function method, di�erential mean value
theorem, and suitable bounded hypotheses and pulse control technology result in
globally asymptotic stabilization and synchronization criteria. It is the “rst paper
driving the stabilization and synchronization criteria under the assumptions of double
delays. Finally, numerical examples illustrate the e�ectiveness of the proposed
methods.
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1 Introduction
The analysis and control of “nancial chaotic system has become a hot topic (see, e.g., [1…

10]), which is composed of production, labor, and currency subblocks. The generalization

types of “nancial systems involve various economic problems and have been widely stud-

ied in the literature. For example, Harshavarthini, Sakthivel, Ma, and Muslim [11] designed

a resilient fault-tolerant guaranteed cost controller with delay to tackle the ”uctuations

in investment policy scheme with minimum guaranteed cost bound and also to achieve

“nite-time boundedness. Di�erent from that of [11], we investigate a chaotic “nancial sys-

tem with average pro“t rate, which is in fact a hyperchaotic “nancial system introduced

in [12]. Based on the improved “nancial chaos system model, the authors of [12] consid-

ered the global economic crisis caused by American subprime mortgage crisis in 2007 as

the background of the market model, adding a state variable (average pro“t rate) to the

chaotic “nancial system and proposed a new kind of hyperchaotic “nancial systems.

On the other hand, many results on delay have been reported in the literature (e.g., see

[13…22]). In fact, both the market feedback delay and the delayed e�ect of the government

macroeconomic control are inevitable, but seldom papers involved the above-mentioned

multiple delays, which inspired us to write this paper. For the “rst time, the stabilization
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and synchronization are simultaneously considered for the hyperchaotic “nancial systems

with double delays. The newly obtained results will provide some theoretical guidance for

the actual “nancial market.

The rest of this paper is arranged as follows. In Sect.2, we present some system de-

scriptions and preparations. Inspired by some methods of [20…22], we derive the main

results on stabilization and synchronization in Sect.3. Besides, in Sect.4, we present two

numerical examples to illustrate the e�ectiveness of the new criteria. In the “nal section,

we derive some conclusions to further elaborate the main purpose and signi“cance of this

paper.

2 System descriptions and preparations
The following hyperchaotic “nancial system was introduced in [12]:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ẋ = z + (y …a)x + u,

ẏ = 1 …by …x2,

ż = …x …cz,

u̇ = …dxy …ku,

(2.1)

which has three equilibrium points:

P0

(

0,
1
b

, 0, 0
)

, P1,2

(

±θ ,
k + ack
c(k …d)

,∓θ

c
,

dθ (1 + ac)
cd …ck

)

with θ =

√
kb + abck
c(d …k)

+ 1.

Since the delayed feedback is a common phenomenon in real markets, we get the fol-

lowing delayed feedback model for system (2.1):

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ẋ = z + (y …a)x + u + k1(x …x(t …τ1(t))),

ẏ = 1 …by …x2 + k2(y …y(t …τ2(t))),

ż = …x …cz + k3(z …z(t …τ3(t))),

u̇ = …dxy …ku + k4(u …u(t …τ4(t))),

(2.2)

where a represents savings,b represents the unit investment cost, andc represents the

elasticity of commodity demand,d and k are nonlinear and linear feedback coe�cients,

respectively,x represents the interest rate,y represents the investment demand,z repre-

sents the price index,u represents the average pro“t margin,τ1(t), τ2(t), τ3(t), andτ4(t)
represent the time delays of the interest rate, investment demand, and price index at time

t, respectively, andki are the corresponding feedback gain coe�cients.

Let X = (x1,x2,x3,x4)T , and let

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

x1 = x …θ ,

x2 = y …k+ack
c(k…d) ,

x3 = z + θ
c ,

x4 = u …dθ(1+ac)
cd…ck .

(2.3)
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then the equilibrium point P1(θ , k+ack
c(k…d) ,…

θ
c , dθ (1+ac)

cd…ck ) with positive interest rateθ > 0 of sys-

tem (2.2) corresponds to the zero solution of the following system:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ẋ1 = x3 …θ
c + (x2 + k+ack

c(k…d) …a)(x1 + θ ) + x4 + dθ (1+ac)
cd…ck + k1(x …x(t …τ1(t))),

ẋ2 = 1 …b(x2 + k+ack
c(k…d) ) … (x1 + θ )2 + k2(y …y(t …τ2(t))),

ẋ3 = …(x1 + θ ) …c(x3 …θ
c ) + k3(z …z(t …τ3(t))),

ẋ4 = …d(x1 + θ )(x2 + k+ack
c(k…d) ) …k(x4 + dθ (1+ac)

cd…ck ) + k4(u …u(t …τ4(t))),

or

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1 = ( k+ack
c(k…d) …a)x1 + θx2 + x3 + x4 + x1x2 + k1(x …x(t …τ1(t))),

ẋ2 = …2θx1 …bx2 …x2
1 + k2(y …y(t …τ2(t))),

ẋ3 = …x1 …cx3 + k3(z …z(t …τ3(t))),

ẋ4 = …d(k+ack)
c(k…d) x1 …dθx2 …kx4 …dx1x2 + k4(u …u(t …τ4(t))),

X(s) = φ(s), s ∈ […τ , 0],

(2.4)

whereX = (x1,x2,x3,x4)T . Furthermore, system (2.4) can be rewritten in the vector…matrix

form

⎧
⎨

⎩

Ẋ(t) = AX(t) + f (X(t)) + K(X(t) …X(t …τ (t))), t ≥ 0,

X(s) = φ(s), s ∈ […τ , 0],
(2.5)

where

A =

⎛

⎜
⎜
⎜
⎝

( k+ack
c(k…d) …a) θ 1 1

…2θ …b 0 0

…1 0 …c 0

…d(k+ack)
c(k…d) …dθ 0 …k

⎞

⎟
⎟
⎟
⎠

, f (X) =

⎛

⎜
⎜
⎜
⎝

x1x2

…x2
1

0

…dx1x2

⎞

⎟
⎟
⎟
⎠

,

K =

⎛

⎜
⎜
⎜
⎝

k1 0 0 0

0 k2 0 0

0 0 k3 0

0 0 0 k4

⎞

⎟
⎟
⎟
⎠

.

(2.6)

Remark 1 Obviously,f (X) is not Lipschitz continuous.

Under the delayed impulse control on system (2.5), we can get

⎧
⎪⎪⎨

⎪⎪⎩

Ẋ(t) = AX(t) + f (X(t)) + K(X(t) …X(t …τ (t))), t ≥ 0,t �= tk,

X(t+
k ) …X(t…

k ) = DkX(tk …ρk), k = 1, 2, . . . ,

X(s) = φ(s), s ∈ […τ , 0],

(2.7)
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or

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ = z + (y …a)x + u + k1(x …x(t …τ1(t))), t ≥ 0,t �= tk,

ẏ = 1 …by …x2 + k2(y …y(t …τ2(t))), t ≥ 0,t �= tk,

ż = …x …cz + k3(z …z(t …τ3(t))), t ≥ 0,t �= tk,

u̇ = …dxy …ku + k4(u …u(t …τ4(t))), t ≥ 0,t �= tk,

X(t+
k ) …X(t…

k ) = DkX(tk …ρk), k = 1, 2, . . . ,

X(s) = φ(s), s ∈ […τ , 0],

(2.8)

where X is de“ned in (2.3). So the zero solution of system of (2.7) corresponds to the
equilibrium point P1(θ , k+ack

c(k…d) ,…
θ
c , dθ (1+ac)

cd…ck ) of the hyperchaotic “nancial system (2.8).
Construct the following response system for the drive system (2.7):

⎧
⎪⎪⎨

⎪⎪⎩

Ẏ (t) = AY (t) + f (Y (t)) + K(Y (t) …Y (t …τ (t))), t ≥ 0,t �= tk,

Y (t+
k ) …Y (t…

k ) = DkY (tk …ρk), k = 1, 2, . . . ,

Y (s) = ψ(s), s ∈ […τ , 0],

(2.9)

and the error system of pulse synchronization is given as follows:

⎧
⎪⎪⎨

⎪⎪⎩

ė(t) = Ae(t) + f̆ (e(t)) + K(e(t) …e(t …τ (t))), t ≥ 0,t �= tk,

e(t+
k ) …e(t…

k ) = Dke(tk …ρk), k = 1,2, . . . ,

e(s) = ψ(s) …φ(s), s ∈ […τ , 0],

(2.10)

wheree = (e1,e2,e3)T = (Y1 …X1,Y2 …X2,Y3 …X3)T is the error of synchronization, and

f̆ (e) = f (Y ) …f (X) =

⎛

⎜
⎜
⎜
⎝

y1y2 …x1x2

x2
1 …y2

1

0

dx1x2 …dy1y2

⎞

⎟
⎟
⎟
⎠

. (2.11)

Lemma 2.1 ([23, Theorem 4.2]) Under the assumptions of [23, Theorem 4.1],the following
fuzzy system (2.12) is bounded in the L∞ sense:

⎧
⎪⎪⎨

⎪⎪⎩

Ẋ(t) =
∑n

r=1 �r(ω̂(t))Hσ rX(t) + f (X(t)) …Dσ X(t)

+ ϕσ (X(t),X(t …τ (t)))dw(t), t ≥ 0,

X(s) = ξ (s), s ∈ […τ , 0].

(2.12)

For convenience, we employ the following notation:
• For a symmetric matrix A, we denote by λmaxA the maximum eigenvalue of A;
• For a vector v = (v1,v2,v3)T ∈ R3, we denote by ‖v‖ =

√
∑3

i=1 v2
i the norm of v;

• For a matrix A, we denote by ‖A‖ =
√

λmax(AT A) the norm of A.

3 Stabilization and synchronization by impulse control
First, in this section, we may assume thatX(t…

k ) = X(tk) for all k ∈ Z
+. Second, from

Lemma2.1we can similarly derive the boundedness of systems (2.7) and (2.8) under mild
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conditions. In fact, the particular case of the fuzzy system in Lemma2.1 is a common

system without any fuzzy factors, and the boundedness result of Lemma2.1includes this

particular case

⎧
⎪⎪⎨

⎪⎪⎩

ẋ = z + (y …a)x,

ẏ = 1 …by …x2,

ż = …x …cz.

So we can utilize the methods in the proof of [23, Theorem 4.2] to prove the boundedness

of system (2.1), (2.2), (2.7), or (2.9). In this paper, we introduce the following boundedness

assumptions:

(H1) The time delays τi(t) ∈ [0,τ ], i = 1,2,3, and there are two positive scalars M1, M2

such that

0 <M1 ≤ ∥
∥X(s)

∥
∥2 ≤ M2, s ∈ […τ , +∞). (3.1)

If the upper limit of delaysτ is appropriately small, the following continuity hypothesis

is natural due to the boundedness:

(H2) For any τ > 0, there exists the corresponding positive number cτ > 0 such that

∣
∣
∥
∥X(t)

∥
∥2

…
∥
∥X

(
t …τ (t)

)∥
∥2∣∣ < cτ . (3.2)

In this section, we assume that the time delaysτ (t) ∈ […τ , 0] and ρk ∈ […ρ, 0] for all

k ∈ Z
+. To obtain the stability of the system, a certain pulse frequency is required, so we

assume a smaller pulse interval as follows:

sup
k∈Z+

(tk …tk…1) < c0, (3.3)

wherec0 is a positive number.

Theorem 3.1 Suppose that conditions (H1), (H2),and (3.3) hold. If

[

‖Dk + I‖ + ρk‖Dk‖ ·
(

‖A‖ +
√

M2
(
1 + d2

)
+ 2‖K‖

√
M2√
M1

)]

e
cλc0

2 ≤ d0 < 1,

∀k ∈ Z
+,

(3.4)

where d0 is a positive scalar,

cλ = λmax

[

A + AT + 2K + r1I +
1
r1

M2
(
1 + d2)I + r2K2 +

1
r2

(

1 +
cτ

M1

)

I
]

, (3.5)

I represents the identity matrix, and ρk < tk …tk…1for all k ∈ Z
+, then the zero solution of

system (2.7) is globally asymptotically stable, and the equilibrium solution P1 with positive
interest rate θ of system (2.8) is globally asymptotically stable.
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Proof Consider the Lyapunov function

V (t) = ‖X‖2. (3.6)

It follows from (H1) that

∥
∥f (X)

∥
∥2 ≤ M2

(
1 + d2)‖X‖2. (3.7)

Next, (H1) and (H2) yield

D+V (t,X) = 2XT[
AX(t) + f

(
X(t)

)
+ K

(
X(t) …X

(
t …τ (t)

))]

≤ XT
[

A + AT + 2K + r1I +
1
r1

M2
(
1 + d2)I

]

X

+
[

r2|X|T K2|X| +
1
r2

∣
∣X

(
t …τ (t)

)∣
∣T ∣

∣X
(
t …τ (t)

)∣
∣

]

≤ λmax

[

A + AT + 2K + r1I +
1
r1

M2
(
1 + d2)I + r2K2 +

1
r2

(

1 +
cτ

M1

)

I
]

× V (t,X), t ∈ (tk…1,tk], k ∈ Z
+.

(3.8)

Then we get

∥
∥X(t)

∥
∥2 ≤ ∥

∥X
(
t+
k…1

)∥
∥2ecλ(t…tk…1), t ∈ (tk…1,tk]. (3.9)

According to the impulsive condition, we have

X
(
t+
k
)

= X
(
t…
k
)

+ DkX(tk …ρk) = X(tk) + DkX(tk …ρk).

So we can conclude that there existηki (i = 1,2,3) withηki ∈ (tk …ρk,tk) such that

∥
∥X

(
t+
k
)∥
∥ =

∥
∥(Dk + I)X(tk) …ρkDkẊ(ηk)

∥
∥

≤ ‖Dk + I‖ · ∥∥X(tk)
∥
∥

+ ρk‖Dk‖ · ∥∥AX(ηk) + f
(
X(ηk)

)
+ K

(
X(ηk) …X

(
ηk …τ (ηk)

))∥
∥

≤ ‖Dk + I‖ · ∥∥X(tk)
∥
∥

+ ρk‖Dk‖
[(‖A‖ +

√

M2
(
1 + d2

))∥
∥X(ηk)

∥
∥ + ‖K‖ · ∥∥X(ηk) …X

(
ηk …τ (ηk)

)∥
∥
]

≤
[

‖Dk + I‖ + ρk‖Dk‖ ·
(

‖A‖ +
√

M2
(
1 + d2

)
+ ‖K‖2

√
M2√

M1

)]

× e
cλc0

2
∥
∥X

(
t+
k…1

)∥
∥,

which, together with (3.4), implies that {‖X(t+
k )‖}∞k=1 is a convergent sequence with zero

limit, where X(ηk) = (x1(ηk1),x2(ηk2),x3(ηk3))T . For anyt ∈ (tk,tk+1], by (3.9) we get

0 ≤ ∥
∥X(t)

∥
∥ ≤ ∥

∥X
(
t+
k…1

)∥
∥e

cλ
2 (t…tk…1) ≤ e

cλ
2 c0

∥
∥X

(
t+
k…1

)∥
∥ → 0, k → ∞,

which completes the proof. �
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Remark 2 The condition ρk < tk …tk…1implies that every macrocontrol measure (pulse)

of the government should be e�ective enough to see the pulse e�ect within each pulse

interval. Besides, the conditionsupk∈Z+ (tk …tk…1) < c0 guarantees a pulse (macrocontrol)

of certain frequency ifc0 > 0 is appropriately small. No matter how complex and chaotic

the “nancial system is, high-frequency active macrocontrol is conducive to the globally

asymptotic stability of the economic system.

Remark 3 In comparison with the existing related literature [5, 6, 8, 9, 12], in this paper,

there are some innovations in “nancial models and research methods. For example, Yu,

Cai, and Li [12] employed the speed feedback control and linear feedback control to sta-

bilize a hyperhaotic system. However, the delayed e�ects of impulse are not investigated,

and the e�ects of macrocontrol in economy are often delayed in actual “nance markets.

Our Theorem 3.1 demonstrates how to stabilize the economic system near the equilib-

rium point with positive interest rate by setting an appropriate pulse interval and pulse

intensity, which is one of the main innovations of this paper.

To derive the synchronization criterion, we may consider the following boundedness

assumptions:

(H3) There are two positive scalars N1, N2 such that

0 <N1 ≤ ∥
∥e(s)

∥
∥2 ≤ N2, s ∈ […τ , +∞).

(H4) For any τ > 0, there exists the corresponding positive number dτ > 0 such that

∣
∣
∥
∥e(t)

∥
∥2

…
∥
∥e

(
t …τ (t)

)∥
∥2∣∣ < dτ .

Theorem 3.2 Assume that X, Y satisfy boundedness conditions (H1)–(H2) and that the
error variable e satisfies boundedness assumptions (H3)–(H4). If, in addition,

[

‖Dk + I‖ + ρk‖Dk‖ ·
(

‖A‖ +
√

4M2
(
2 + d2

)
+ ‖K‖2

√
N2√

N1

)]

e
dλc0

2 ≤ d0 < 1, (3.10)

then system (2.9) can be globally exponentially synchronized onto system (2.7), where

dλ = λmax

[

A + AT + 2K + r1I +
4
r1

N2
(
2 + d2)I + r2K2 +

1
r2

(

1 +
dτ

N1

)

I
]

. (3.11)

Proof Consider the Lyapunov function

V (t) = ‖e‖2. (3.12)

Similarly, from the assumptions of Theorem3.2we can conclude that

∥
∥f̆ (e)

∥
∥2 ≤ 2

(
1 + d2)[‖X‖2 + ‖Y‖2]‖e‖2 + 2

(‖X‖2 + ‖Y‖2)‖e‖2

≤ 4
(
1 + d2)M2‖e‖2 + 4M2‖e‖2 = 4

(
2 + d2)M2‖e‖2

(3.13)
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and

D+V (t,e) = 2eT (t)
[
Ae(t) + f̆

(
e(t)

)
+ K

(
e(t) …e

(
t …τ (t)

))]

≤ eT
[

A + AT + 2K + r1I +
4
r1

N2
(
2 + d2)I + r2K2 +

1
r2

(

1 +
dτ

N1

)

I
]

e

≤ λmax

[

A + AT + 2K + r1I +
4
r1

N2
(
2 + d2)I + r2K2 +

1
r2

(

1 +
dτ

N1

)

I
]

× V (t,e), t ∈ (tk…1,tk], k ∈ Z
+.

(3.14)

Then we get

∥
∥e(t)

∥
∥2 ≤ ∥

∥e
(
t+
k…1

)∥
∥2edλ(t…tk…1)

⇒ ∥
∥X(t)

∥
∥ ≤ ∥

∥X
(
t+
k…1

)∥
∥e

dλ
2 (t…tk…1), t ∈ (tk…1,tk].

(3.15)

According to the impulsive condition, we have

e
(
t+
k
)

= e
(
t…
k
)

+ Dke(tk …ρk) = e(tk) + Dke(tk …ρk).

So we deduce that there existηki (i = 1,2,3) withηki ∈ (tk …ρk,tk) such that

∥
∥e

(
t+
k
)∥
∥ ≤ ‖Dk + I‖ · ∥∥e(tk)

∥
∥ + ρk‖Dk‖ · ∥∥Ae(ηk) + f̆

(
e(ηk)

)
+ K

(
e(ηk) …e

(
ηk …τ (ηk)

))∥
∥

≤ ‖Dk + I‖ · ∥∥e(tk)
∥
∥

+ ρk‖Dk‖
[(‖A‖ +

√

4M2
(
2 + d2

))∥
∥e(ηk)

∥
∥ + ‖K‖ · ∥∥e(ηk) …e

(
ηk …τ (ηk)

)∥
∥
]

≤ ‖Dk + I‖ · ∥∥e
(
t+
k…1

)∥
∥e

dλ
2 (t…tk…1)

+ ρk‖Dk‖
(

‖A‖ +
√

4M2
(
2 + d2

)
+ ‖K‖2

√
N2√

N1

)
∥
∥e

(
t+
k…1

)∥
∥e

dλ
2 (t…tk…1)

≤
[

‖Dk + I‖ + ρk‖Dk‖ ·
(

‖A‖ +
√

4M2
(
2 + d2

)
+ ‖K‖2

√
N2√

N1

)]

× e
dλc0

2
∥
∥e

(
t+
k…1

)∥
∥,

which, together with (3.10), implies that {‖e(t+
k )‖}∞k=1 is a convergent sequence with zero

limit, where e(ηk) = (x1(ηk1),x2(ηk2),x3(ηk3))T . For anyt ∈ (tk,tk+1], by (3.15) we get

0 ≤ ∥
∥e(t)

∥
∥ ≤ ∥

∥e
(
t+
k…1

)∥
∥e

dλ
2 (t…tk…1) ≤ e

dλ
2 c0

∥
∥e

(
t+
k…1

)∥
∥ → 0, k → ∞,

which completes the proof. �

Remark 4 In [24], on the basis of the adaptive control theory and Lyapunov stability func-

tion, a feedback linear control law and a parameter estimation law were designed. Then the

proposed linear feedback controller scheme was evaluated by identical synchronization of

the “nance chaotic system with unknown system parameters. Although the synchroniza-

tion of various chaotic “nance systems was much studied in the literature, the delayed
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impulsive e�ect was not investigated with respect to its in”uence on synchronization ef-
fect (see, e.g., [7, 24, 25]). This problem is perfectly solved in our Theorem3.2, which is

another innovation of this paper.

Remark 5 To some extent, we use the method in [26] to deal with synchronization and
stabilization on delayed feedback hyperchaotic “nancial systems of this paper. However,

in this paper, system (2.7) involves two time delaysτ (t) andρk , whereas [26] only involved

one time delay. Particularly, the functionf in system (2.7) does not originally satisfy the

corresponding condition of [26], which brings about mathematical di�culty in utilizing
the methods of [26]. We use [23, Theorem 4.2] as Lemma2.1, so that we can propose the

boundedness assumption (H1), and a series of mathematical analysis allows us to over-

come this di�culty.

4 Numerical examples
Example 4.1 Consider system (2.7) or (2.8) with the following data:

M1 = 1, M2 = 8, τ = 0.5, cτ = 0.3,

ρk ≡ 0.01, Dk ≡ …
4
5

I, r1 = r2 = r3 = r4 = 1,
(4.1)

K =

⎛

⎜
⎜
⎜
⎝

0.05 0 0 0

0 0.07 0 0

0 0 0.03 0

0 0 0 0.033

⎞

⎟
⎟
⎟
⎠

. (4.2)

We consider two di�erent data for comparison.
Case 1. Let

a = 0.3, b = 0.2, c = 0.5, d = 0.11, k = 0.81, c0 = 0.15. (4.3a)

Then direct computation yields thatθ =
√

kb+abck
c(d…k) + 1 = 0.6839 and

A =

⎛

⎜
⎜
⎜
⎝

2.3614 0.6839 1.0000 1.0000

…1.3678 …0.2000 0 0

…1.0000 0 …0.5000 0

…0.2928 …0.0752 0 …0.8100

⎞

⎟
⎟
⎟
⎠

.

Further computation gives‖A‖ = 3.2952,‖K‖ = 0.07, andcλ = 18.0898. Letd0 = 0.99. Di-
rect computation results in

[

‖Dk + I‖ + ρk‖Dk‖ ·
(

‖A‖ +
√

M2
(
1 + d2

)
+ 2‖K‖

√
M2√
M1

)]

e
cλc0

2

= 0.8021≤ 0.99 =d0 < 1, ∀k ∈ Z
+,

which implies that condition (3.4) is satis“ed, and thus the equilibrium solutionP1 with
positive interest rateθ = 68.39% of system (2.8) is globally asymptotically stable by Theo-

rem 3.1.
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Case 2. Let

a = 0.9, b = 0.2, c = 0.5, d = 0.11, k = 0.81, c0 = 0.17. (4.3b)

Then direct computation yields thatθ =
√

kb+abck
c(d…k) + 1 = 0.5735 and

A =

⎛

⎜
⎜
⎜
⎝

2.4557 0.5735 1.0000 1.0000

…1.1469 …0.2000 0 0

…1.0000 0 …0.5000 0

…0.3691 …0.0631 0 …0.8100

⎞

⎟
⎟
⎟
⎠

.

Further computation gives‖A‖ = 3.2922,‖K‖ = 0.07, andcλ = 18.2325. Letd0 = 0.99. Di-

rect computation results in

[

‖Dk + I‖ + ρk‖Dk‖ ·
(

‖A‖ +
√

M2
(
1 + d2

)
+ 2‖K‖

√
M2√
M1

)]

e
cλc0

2

= 0.9729≤ 0.99 =d0 < 1, ∀k ∈ Z
+,

which implies that condition (3.4) is satis“ed, and the equilibrium solutionP1 with positive

interest rateθ = 57.35% of system (2.8) is globally asymptotically stable by Theorem3.1.

Remark 6 Table1shows that when the system becomes stable, the higher the interest rate,

the smaller the pulse interval. This shows that to reach a balance of higher interest rates

in the “nancial market, the government should speed up the pace of macrocontrol of the

economy.

Example 4.2 Consider the following data for systems (2.7), (2.9) and (2.10):

N1 = 0.1, N2 = 0.5, M1 = 1, M2 = 8, τ = 0.5,

cτ = 0.3, ρk ≡ 0.001, Dk ≡ …
4
5

I, r1 = r2 = r3 = r4 = 1,

a = 0.9, b = 0.2, c = 0.5, d = 0.11, k = 0.81, c0 = 0.01,

K =

⎛

⎜
⎜
⎜
⎝

0.05 0 0 0

0 0.07 0 0

0 0 0.03 0

0 0 0 0.033

⎞

⎟
⎟
⎟
⎠

.

Table 1 Comparisons of positive interest rate and pulse interval

Interest rateθ Pulse intervalc0

Case 1 68.39% 0.15
Case 2 57.35% 0.17
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Then

A =

⎛

⎜
⎜
⎜
⎝

2.3614 0.6839 1.0000 1.0000

…1.3678 …0.2000 0 0

…1.0000 0 …0.5000 0

…0.2928 …0.0752 0 …0.8100

⎞

⎟
⎟
⎟
⎠

.

Further computations give

[

‖Dk + I‖ + ρk‖Dk‖ ·
(

‖A‖ +
√

4M2
(
2 + d2

)
+ ‖K‖2

√
N2√

N1

)]

e
dλc0

2

= 0.9055≤ 0.99 =d0 < 1,

Figure 1 Dynamic trajectories of driving system

Figure 2 Dynamic trajectories of response system
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which implies that condition (3.10) holds. Hence Theorem3.2 tells us that system (2.9)

can be globally exponentially synchronized onto system (2.7) (see Figs.1…2).

Remark 7 We can see from Figs.1…2 that the dynamic trajectories of two systems are

not completely the same due to di�erent initial values, but the dynamic trajectories of

response system are correspondingly approaching those of the driving system as time goes

by. When the time variablet becomes larger, the dynamic curves of the same color are

almost identical. So Example4.2shows the feasibility of Theorem3.2.

Remark 8 The dynamics are considered to be known for future direction. However, the

authors in [27…29] proposed the potential estimation of uncertainties by the developed

interval type-3 fuzzy systems and general type-2 fuzzy systems. In our next paper, simi-

lar considerations may be placed in the chaotic “nancial system, which is an interesting

thing.

5 Conclusions and further considerations
Interest rates are always positive at most of the countries in the world when the economies

are in balance. So our Theorems3.1 and 3.2 illustrate theoretical guidance signi“cance

for the actual “nancial market. In particular, Theorem3.1shows that positive and correct

macroeconomic control measures with certain frequency are conducive to market balance

and high positive interest rates. Finally, two numerical examples show the e�ectiveness

and feasibility of stabilization and synchronization criteria.

In [30], a sliding-mode investment policy design is developed by solving the obtained

linear matrix inequality (LMI)-based constrained algorithm on chaotic “nancial system,

and some good ideas and techniques inspire us. How to employ the methods utilized in

[30] to our delayed feedback hyperchaotic “nancial system? It is a desirable consideration

in the future.
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