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#### Abstract

In this manuscript, the existence theorem for a unique solution to a coupled system of impulsive fractional differential equations in complex-valued fuzzy metric spaces is studied and the fuzzy version of some fixed point results by using the definition and properties of a complex-valued fuzzy metric space is presented. Ultimately, some appropriate examples are constructed to illustrate our theoretical results.
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## 1 Introduction

Fuzzy sets theory plays an important role in our real life problems facing indeterminacy and vague situation. They allow us to model a very hard and uncertain situation in an easy way. This fact initiated an interesting research activity which led to the improvement of fuzzy set theory. The concept of fuzzy set was introduced by Zadeh where the association of an element to a set is expressed as a number from the interval [0, 1] [1]. Afterward, Heilpern gave the concept of fuzzy mapping and obtained fixed point results in metric spaces, which signifies the fuzzy generalization of Banach contraction principle [2]. Several researchers studied fixed point theorems for fuzzy mappings via different types of contraction in several spaces, for example, see [3-6]. Furthermore, Kaleva and Seikkala realized that when the distance between the elements is not an exact number, then the imprecision is involved in the metric, and they introduced the concept of fuzzy metric spaces [7]. The concept of fuzzy metric was developed by Kramosil and Michalek [8] and further by George and Veeramani [9]. A variety of works have been done by many authors in regard of the existence results of fixed point (FP) in the fuzzy metric spaces (FMSs), for instance, we refer to [10-15].

In addition to the FMS, there are still several extensions of metric space terms in metric FP theory. Azam et al. [16] established a new approach by replacing the set of real numbers

[^0]with the set of complex numbers endowed with an ordered structure. In this regard, they introduced the notion of complex-valued metric spaces (CVMSs). In recent years, Shukla et al. [17] extended the setting of FMSs to complex-valued fuzzy metric spaces (CVFMSs). They also obtained FP theorems of contractive mappings on CVFMSs.
FP theory has a wide range of applications in advanced mathematics. Banach contraction principle is a well-celebrated result in the analysis which is a widely used technique in mathematical analysis. Due to the simplicity of the Banach technique, it is the most valuable tool to solve several existing problems in mathematics. Several researchers generalized it in many directions satisfying different types of contractive conditions and discussed various applications in mathematical disciplines [18-25].

Fractional order derivative is an extension of integer order derivative that has been considered as a strong tool for modeling different mathematical problems. That is why fractional differential equations are considered as a significant and advanced area of applied mathematics, which has wide ranging application in different scientific disciplines like chemistry, physics, biology, and engineering. Thus, it has become an interesting and motivating area of research in the last few decades [26-32].
In the meanwhile, researchers claim that a complicated system and process cannot be described by a single differential equation. Therefore, the coupled systems containing fractional differential equations have also achieved farfetched attention, and thus many results are dedicated to them [33-39].
In the other direction impulsive fractional differential equations have had a rapid progress over the year. They perform a significant role to provide a natural framework for modeling of different real processes arising in phenomena discussed in various scientific fields, especially those problems which are subject to abrupt changes and discontinuous jumps and cannot be defined by the integer order differential equations. Thus, there is a variety of manuscripts available in the background literature in which several authors discussed impulsive fractional differential equations with different boundary conditions(BC); for instance, we refer to [40-42] and the references cited therein.

Motivated by the above discussion, in this manuscript, some coupled fixed point consequences in the framework of complex-valued fuzzy metric spaces are proved. Thereafter, the theoretical results are involved to find the existence and uniqueness of a coupled system of nonlinear fractional differential equations with impulses in the form of

$$
\left\{\begin{array}{l}
{ }^{c} D^{\mu} x(t)+h\left(t,{ }^{c} D^{\varrho} x(t),{ }^{c} D^{\rho} y(t)\right)=0 \quad t \neq t_{m}, m=1,2, \ldots, n,  \tag{1.1}\\
{ }^{c} D^{\gamma} y(t)+g\left(t,{ }^{c} D^{\varrho} y(t),{ }^{c} D^{\rho} x(t)\right)=0 \quad t \neq t_{m}, m=1,2, \ldots, n, \\
\left.\Delta x\right|_{t=t_{m}}=\mathcal{M}_{1 m}\left(x\left(t_{m}\right)\right),\left.\Delta x^{\prime}\right|_{t=t_{m}}=\mathcal{N}_{1 m}\left(x\left(t_{m}\right)\right),\left.\Delta x^{\prime \prime}\right|_{t=t_{m}}=\mathcal{O}_{1 m}\left(x\left(t_{m}\right)\right) \\
\left.\Delta y\right|_{t=t_{m}}=\mathcal{M}_{2 m}\left(y\left(t_{m}\right)\right),\left.\Delta y^{\prime}\right|_{t=t_{m}}=\mathcal{N}_{2 m}\left(y\left(t_{m}\right)\right),\left.\Delta y^{\prime \prime}\right|_{t=t_{m}}=\mathcal{O}_{2 m}\left(y\left(t_{\mathrm{m}}\right)\right), \\
x(0)=x^{\prime}(0)=0,{ }^{c} D^{5} x(\tau)=x^{\prime \prime}(1), \\
y(0)=y^{\prime}(0)=0,{ }^{c} D^{\kappa} y(\epsilon)=y^{\prime \prime}(1),
\end{array}\right.
$$

where $\mathrm{t} \in \mathrm{J}=[0,1], 2<\mu, \gamma \leq 3,0<\varrho, \rho, \varsigma, \tau, \kappa, \epsilon<1 .{ }^{\mathrm{c}} \mathrm{D}$ stands for the Caputo fractional derivative and $\mathrm{h}, \mathrm{g}: \mathrm{J} \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ are continuous functions. $\mathcal{M}_{1 \mathrm{~m}}, \mathcal{M}_{2 \mathrm{~m}}, \mathcal{N}_{1 \mathrm{~m}}, \mathcal{N}_{2 \mathrm{~m}}, \mathcal{O}_{1 \mathrm{~m}}$, $\mathcal{O}_{2 \mathrm{~m}} \in \mathrm{C}(\mathbb{R}, \mathbb{R})$ and $\mathrm{t}_{\mathrm{m}}$ satisfies $0=\mathrm{t}_{0}<\mathrm{t}<1<\cdots<\mathrm{t}_{\mathrm{n}}<\mathrm{t}_{\mathrm{n}+1}=1,\left.\Delta \mathrm{x}\right|_{\mathrm{t}=\mathrm{t}_{\mathrm{m}}}=\mathrm{x}\left(\mathrm{t}_{\mathrm{m}}^{+}\right)-\mathrm{x}\left(\mathrm{t}_{\mathrm{m}}^{-}\right)$, $\left.\Delta \mathrm{x}^{\prime}\right|_{\mathrm{t}=\mathrm{t}_{\mathrm{m}}}=\mathrm{x}^{\prime}\left(\mathrm{t}_{\mathrm{m}}^{+}\right)-\mathrm{x}^{\prime}\left(\mathrm{t}_{\mathrm{m}}^{-}\right),\left.\Delta \mathrm{x}^{\prime \prime}\right|_{\mathrm{t}=\mathrm{t}_{\mathrm{m}}}=\mathrm{x}^{\prime \prime}\left(\mathrm{t}_{\mathrm{m}}^{+}\right)-\mathrm{x}^{\prime \prime}\left(\mathrm{t}_{\mathrm{m}}^{-}\right),\left.\Delta \mathrm{y}\right|_{\mathrm{t}=\mathrm{t}_{\mathrm{m}}}=\mathrm{y}\left(\mathrm{t}_{\mathrm{m}}^{+}\right)-\mathrm{y}\left(\mathrm{t}_{\mathrm{m}}^{-}\right),\left.\Delta \mathrm{y}^{\prime}\right|_{\mathrm{t}=\mathrm{t}_{\mathrm{m}}}=$
$y^{\prime}\left(\mathrm{t}_{\mathrm{m}}^{+}\right)-\mathrm{y}^{\prime}\left(\mathrm{t}_{\mathrm{m}}^{-}\right),\left.\Delta \mathrm{y}^{\prime \prime}\right|_{\mathrm{t}=\mathrm{t}_{\mathrm{m}}}=\mathrm{y}^{\prime \prime}\left(\mathrm{t}_{\mathrm{m}}^{+}\right)-\mathrm{y}^{\prime \prime}\left(\mathrm{t}_{\mathrm{m}}^{-}\right)$represent the right and left limits of $\mathrm{x}(\mathrm{t}), \mathrm{y}(\mathrm{t})$, respectively, at $t=t_{\mathrm{m}}$. Finally, nontrivial examples are presented to support our results.

## 2 Preliminaries

Throughout the paper, we denote the set of complex numbers by $\mathbb{C}$. Let $A=\{(x, y): 0 \leq x \leq$ $\infty, 0 \leq y \leq \infty\} \subset \mathbb{C}$. The elements $(0,0),(1,1) \in \mathbb{C}$ are denoted by $\vartheta$ and $v$, respectively. Let the unit closed complex interval be denoted by $\Xi=\{(z, y): 0 \leq z \leq 1,0 \leq y \leq 1\}$, the open unit complex interval be denoted by $\Xi_{0}=\{(z, y): 0 \leq z<1,0 \leq y<1\}$, and the set $\{(z, y): 0<z<\infty, 0<y<\infty\}$ be denoted by $A_{\vartheta}$.
Let $\Omega \subset \mathbb{C}$. If there exists $\inf \Omega$ so that the lower bound of $\Omega \operatorname{is} \inf \Omega \preceq c, \forall c \in \Omega$ and $\mathbf{v} \preceq \inf \Omega$ for every lower bound $\mathbf{v}$ of $\Omega$, then $\inf \Omega$ is called the greatest lower bound of $\Omega$. In the same way we define $\sup \Omega$, (lub) the least upper bound of $\Omega$.

Definition 2.1 ([17]) Let D be a nonempty set. A complex fuzzy set $\nabla$ is characterized by a mapping with domain $\partial$ and values in the closed complex unit interval $\Xi$.

Definition 2.2 ([17]) A binary relation $\star: \mathfrak{R} \times \mathfrak{R} \rightarrow \mathfrak{R}$ is called a complex-valued $t$-norm if, for all $\xi, \xi^{1}, \xi^{2}, \xi^{3}, \xi^{3} \in \mathfrak{R}$, the stipulations below hold.
( $\left.\mathrm{t}_{1}\right) \xi^{1} \star \xi^{2}=\xi^{2} \star \xi^{1}$;
( $\mathrm{t}_{2}$ ) if $\xi^{1} \prec \xi^{3}$ and $\xi^{2} \prec \xi^{4}$, then $\xi^{1} \star \xi^{2} \prec \xi^{3} \star \xi^{4}$;
$\left(\mathrm{t}_{3}\right) \xi^{1} \star\left(\xi^{2} \star \xi^{3}\right)=\left(\xi^{1} \star \xi^{2}\right) \star \xi^{3}$;
$\left(\mathrm{t}_{3}\right) \xi \star \vartheta=\vartheta$ and $\xi \star \nu=\nu$.

Definition 2.3 ([17]) Assume that $D$ is a nonempty set, $\star$ is a continuous complex-valued $\omega$-norm, $\nabla$ is a complex fuzzy set on $\partial \times \partial \times A_{\vartheta} \rightarrow O$ verifying the stipulations below: For each $\xi^{1}, \xi^{2}, \xi^{3} \in \partial, \omega, \varpi>A_{\vartheta}$,
$\left(C b M F_{1}\right) \nabla\left(\xi^{1}, \xi^{2}, \omega\right) \succ 0 ;$
$\left(C b M F_{2}\right) \nabla\left(\xi^{1}, \xi^{2}, \omega\right)=v$ iff $\xi^{1}=\xi^{2} ;$
$\left(C b M F_{3}\right) \nabla\left(\xi^{1}, \xi^{2}, \omega\right)=\nabla\left(\xi^{2}, \xi^{1}, \omega\right)$;
$\left(\right.$ CbMF $\left._{4}\right) \nabla\left(\xi^{1}, \xi^{2}, \omega\right) \star \nabla\left(\xi^{2}, \xi^{3}, \varpi\right) \preceq \nabla\left(\xi^{1}, \xi^{3}, \omega+\varpi\right) ;$
$\left(\mathrm{CbMF}_{5}\right) \nabla\left(\xi^{1}, \xi^{2}, \star\right): A_{\vartheta} \rightarrow O$ is continuous.
We say that a trio $(\partial, \nabla, \star)$ is a CVFMS and $\nabla$ is called a CVFM on $\partial$.

The function $\nabla\left(\xi^{1}, \xi^{2}, \omega\right)$ stands for the degree of nearness and the degree of nonnearness between $\xi^{1}$ and $\xi^{2}$ with respect to (w.r.t.) the complex parameter $\omega$, respectively.

Example 2.1 Consider an arbitrary metric space $(\partial, \sigma)$. Define $\star$ by $\xi^{1} \star \xi^{2}=\left(e_{1} e_{2}, c_{1}, c_{2}\right)$ for all $\xi^{1}=\left(e_{1}, c_{1}\right), \xi^{2}=\left(e_{2}, c_{2}\right) \in \Xi$. Let the complex fuzzy set $\nabla$ be defined by

$$
\nabla(\mathrm{z}, \mathrm{y}, \omega)=\frac{e_{1}+c_{1}}{e_{1}+c_{1}+\sigma(\mathrm{z}, \mathrm{y})} v
$$

for all $\mathrm{z}, \mathrm{y} \in A_{\vartheta}, \omega=(e, c)$. Then ( $\left.\partial, \nabla, \star\right)$ is a CVFMS.
Indeed, in the above example, if $g: A_{\vartheta} \rightarrow(0, \infty)$ is a continuous and nondecreasing function, that is, $\xi^{1} \preceq \xi^{2}$ implies that $g\left(\xi^{1}\right) \leq g\left(\xi^{2}\right)$, then $(\partial, \nabla, \star)$ is a CVFMS, where

$$
\nabla(\mathrm{z}, \mathrm{y}, \omega)=\frac{g(\omega)}{g(\omega)+\sigma(\mathrm{z}, \mathrm{y})} v .
$$

Similarly it is obvious that, for the fuzzy set defined by

$$
\nabla(\mathrm{z}, \mathrm{y}, \omega)=\left[\exp \left(\frac{\sigma(\mathrm{z}, \mathrm{y})}{g(\omega)}\right)\right]^{-1} v
$$

( $\supset, \nabla, \star)$ is a CVFMS.

Definition $2.4([17])$ Let $(\nu, \nabla, \star)$ be a CVFMS. A sequence $\left\{\theta_{m}\right\} \in \partial$ converges to $\theta \in \partial$ if for each $\mathrm{r} \in \Xi_{0}$ and $\omega \in A_{\vartheta}$ there exists $k_{0} \in \mathbb{N}$ with

$$
v-\mathrm{r} \prec \nabla\left(\theta_{m}, \theta, \omega\right) \quad \forall m>k_{0} .
$$

Definition $2.5([17])$ Let $(\supset, \nabla, \star)$ be a CVFMS. A sequence $\left\{\theta_{m}\right\}$ in $\supset$ is known as a Cauchy sequence if

$$
\lim _{m \rightarrow \infty} \inf _{n>m} \nabla\left(\theta_{m}, \theta_{n}, \omega\right)=v \quad \forall \omega \in A_{\vartheta} .
$$

The CVFMS $(\supset, \nabla, \star)$ is called complete if every Cauchy sequence is convergent in $\partial$.

Lemma 2.6 ([17]) Let $(\nu, \nabla, \star)$ be a CVFMS. If $\omega, \omega^{\prime} \in A_{\vartheta}$ and $\omega \preceq \omega^{\prime}$, then $\nabla(\mathrm{z}, \mathrm{y}, \omega) \preceq$ $\nabla\left(\mathrm{z}, \mathrm{y}, \omega^{\prime}\right) \forall \mathrm{z}, \mathrm{y} \in \partial$.

Remark 2.7 ([17]) Assume that $\theta_{m} \in A$ for each $m \in \mathbb{N}$.
(1) If there exist $\alpha, \beta \in A$ with $\alpha \prec \theta_{m} \prec \beta$ and the sequence $\left\{\theta_{m}\right\}$ is monotonic with respect to $\prec$ for each $m \in \mathbb{N}$, then there is $\theta \in A$ so that $\lim _{m \rightarrow \infty} \theta_{m}=\theta$
(2) The pair $(\mathbb{C}, \prec)$ is a lattice in spite of $\prec$ being not a linear order on $\mathbb{C}$.

Remark 2.8 ([17]) Assume that $\theta_{m}, \theta_{m}^{*}, u \in A, \forall m \in \mathbb{N}$.

- If $\theta_{m} \prec \theta_{m}^{*} \prec v, \forall m \in \mathbb{N}$ and $\lim _{m \rightarrow \infty} \theta_{m}=v$, then $\lim _{m \rightarrow \infty} \theta_{m}^{*}=v$.
- If $\theta_{m} \prec u, \forall m \in \mathbb{N}$ and $\lim _{m \rightarrow \infty} \theta_{m}=\theta$, then $\theta \prec u$.
- If $u \prec \theta_{m}, \forall m \in \mathbb{N}$ and $\lim _{m \rightarrow \infty} \theta_{m}=\theta$, then $u \prec \theta$.

Lemma 2.9 ([17]) Assume that $(\supset, \nabla, \star)$ is a CVFMS. A sequence $\left\{\theta_{m}\right\} \in \partial$ converges to $j \in \partial$ if $\lim _{m \rightarrow \infty} \nabla\left(\theta_{m}, j, \omega\right)=v$ holds for all $\omega \in A_{\vartheta}$.

Definition $2.10([43])$ Assume that $\partial \neq \emptyset$. We say the two mappings $\Lambda: \partial \times \partial \rightarrow \partial$ and $\eta: \partial \rightarrow \partial$ are commutative if $\eta\left(\Lambda\left(c^{1}, c^{2}\right)\right)=\Lambda\left(\eta c^{1}, \eta c^{2}\right)$.

## 3 Coupled fixed point results

Let $\Phi$ denote the class of all functions $\phi:[0,1] \rightarrow[0,1]$ such that $\phi$ is increasing, continuous, and let $\phi(t)>t$ for all $t \in(0,1)$. Note that if $\phi(0)=0$ and $\phi(1)=1$ additionally hold, then $\phi(t) \geq t, t \in[0,1]$ for all functions in $\Phi$.

Now we shall discuss the existence and uniqueness of a coupled common fixed point (CCFP) for two-self mappings in the setting of CVFMSs by introducing the two theorems below.

Theorem 3.1 Let $(\partial, \nabla, \star)$ be a complete CVFMS, $\Lambda: \partial \times \partial \rightarrow \partial$ and $\eta: \partial \rightarrow \partial$ be selfmappings so that

$$
\begin{equation*}
\left(v-\nabla\left(\Lambda\left(c^{1}, c^{2}\right), \Lambda\left(b^{1}, b^{2}\right), \omega\right)\right) \preceq \mu\left(v-\max \left\{\nabla\left(\eta c^{1}, \eta b^{1}, \omega\right), \nabla\left(\eta c^{2}, \eta b^{2}, \omega\right)\right\}\right) \tag{3.1}
\end{equation*}
$$

for each $c^{1}, c^{2}, b^{1}, b^{2} \in \nabla, \omega \in A_{\vartheta}$, where $\mu \in(0,1]$. If the pair mapping $(\Lambda, \eta)$ satisfies the stipulations below:
(i) $\Lambda(\partial \times \partial) \subseteq \eta(\partial)$;
(ii) $\eta(\partial)$ is complete;
(iii) $\eta$ is continuous and commutes with $\Lambda$.

Then $\Lambda$ and $\eta$ have a unique CCFP.
Proof Let $c_{\circ}^{1}, c_{\circ}^{2} \in \partial$. Because $\Lambda(\partial \times \partial) \subseteq \eta(\partial)$, one can select $c_{1}^{1}, c_{1}^{2} \in \partial$ such that $\eta\left(c_{\circ}^{1}\right)=$ $\Lambda\left(c_{\circ}^{1}, c_{\circ}^{2}\right)$ and $\eta\left(c_{\circ}^{2}\right)=\Lambda\left(c_{\circ}^{2}, c_{\circ}^{1}\right)$. Again by stipulation (i), we can choose $c_{2}^{1}, c_{2}^{2} \in \partial$ such that $\eta\left(c_{2}^{1}\right)=\Lambda\left(c_{1}^{1}, c_{1}^{2}\right)$ and $\eta\left(c_{2}^{2}\right)=\Lambda\left(c_{1}^{2}, c_{1}^{1}\right)$. By continuing the same logic reasoning, we can build two sequences $\left\{c_{m}^{1}\right\},\left\{c_{m}^{2}\right\} \in \partial$ so that

$$
\eta\left(c_{m+1}^{1}\right)=\Lambda\left(c_{m}^{1}, c_{m}^{2}\right) \quad \text { and } \quad \eta\left(c_{m+1}^{2}\right)=\Lambda\left(c_{m}^{2}, c_{m}^{1}\right) \quad \text { for } m \in \mathbb{N}_{\circ}
$$

According to (3.1), we have

$$
\begin{align*}
(\nu & \left.-\nabla\left(\eta\left(c_{m-1}^{1}\right), \eta\left(c_{m}^{1}\right), \omega\right)\right) \\
& =\left(v-\nabla\left(\Lambda\left(c_{m-2}^{1}, c_{m-2}^{2}\right), \Lambda\left(c_{m-1}^{1}, c_{m-1}^{2}\right), \omega\right)\right) \\
& \preceq \mu\left(v-\max \left\{\nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right), \nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right)\right\}\right) \\
& \preceq v-\max \left\{\nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right), \nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right)\right\}, \tag{3.2}
\end{align*}
$$

this leads to

$$
\begin{equation*}
\nabla\left(\eta\left(c_{m-1}^{1}\right), \eta\left(c_{m}^{1}\right), \omega\right) \succeq \max \left\{\nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right), \nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right)\right\} \tag{3.3}
\end{equation*}
$$

similarly,

$$
\begin{align*}
(v & \left.-\nabla\left(\eta\left(c_{m-1}^{2}\right), \eta\left(c_{m}^{2}\right), \omega\right)\right) \\
& =\left(v-\nabla\left(\Lambda\left(c_{m-2}^{2}, c_{m-2}^{1}\right), \Lambda\left(c_{m-1}^{2}, c_{m-1}^{1}\right), \omega\right)\right) \\
& \leq \mu\left(v-\max \left\{\nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right), \nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right)\right\}\right) \\
& \leq v-\max \left\{\nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right), \nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right)\right\}, \tag{3.4}
\end{align*}
$$

which leads to

$$
\begin{equation*}
\nabla\left(\eta\left(c_{m-1}^{2}\right), \eta\left(c_{m}^{2}\right), \omega\right) \succeq \max \left\{\nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right), \nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right)\right\} . \tag{3.5}
\end{equation*}
$$

Using (3.3) and (3.5), we get

$$
\begin{aligned}
\theta_{m} & =\max \left\{\nabla\left(\eta\left(c_{m-1}^{1}\right), \eta\left(c_{m}^{1}\right), \omega\right), \nabla\left(\eta\left(c_{m-1}^{2}\right), \eta\left(c_{m}^{2}\right), \omega\right)\right\} \\
& \succeq \max \left\{\nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right), \nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right)\right\}=\theta_{m-1}
\end{aligned}
$$

for each $m \in \mathbb{N}$. Now, we want to show that $\theta_{m}=v$. Hence, by the definition, we have

$$
\begin{equation*}
v \succeq\left\{\theta_{m}\right\} \succeq\left\{\theta_{m-1}\right\} \succeq \vartheta \tag{3.6}
\end{equation*}
$$

Thus, $\left\{\theta_{m}(\omega)\right\}$ is a monotonic sequence in $A$. By (3.5) and Remark 2.7, there is $v^{*} \in A$ so that

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\{\theta_{m}\right\}=v^{*} \tag{3.7}
\end{equation*}
$$

Inequality (3.2) suggests that

$$
(1-\mu) v+\mu \max \left\{\nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right), \nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right)\right\} \preceq \nabla\left(\eta\left(c_{m-1}^{1}\right), \eta\left(c_{m}^{1}\right), \omega\right)
$$

or

$$
\begin{equation*}
(1-\mu) v+\mu \theta_{m-1} \preceq \nabla\left(\eta\left(c_{m-1}^{1}\right), \eta\left(c_{m}^{1}\right), \omega\right), \tag{3.8}
\end{equation*}
$$

similarly, inequality (3.4) leads to

$$
\begin{equation*}
(1-\mu) v+\mu \theta_{m-1} \preceq \nabla\left(\eta\left(c_{m-1}^{2}\right), \eta\left(c_{m}^{2}\right), \omega\right) . \tag{3.9}
\end{equation*}
$$

It follows from (3.8) and (3.9) that

$$
(1-\mu) v+\mu \theta_{m-1} \preceq \max \left\{\nabla\left(\eta\left(c_{m-1}^{1}\right), \eta\left(c_{m}^{1}\right), \omega\right), \nabla\left(\eta\left(c_{m-1}^{2}\right), \eta\left(c_{m}^{2}\right), \omega\right)\right\}=\theta_{m}
$$

this yields $(1-\mu) \nu \leq \theta_{m}-\mu \theta_{m-1}$. By (3.7), we can write

$$
(1-\mu) \nu \preceq(1-\mu) \nu^{*} .
$$

Because $\mu \in(0,1]$ and utilizing Remark 2.8, we obtain that $v=v^{*}$. Thus

$$
\lim _{m \rightarrow \infty}\left\{\theta_{m}\right\}=v .
$$

Next, we show that $\left\{\eta c_{m}^{1}\right\}$ and $\left\{\eta c_{m}^{2}\right\}$ are Cauchy sequences in $\eta(\supset)$ for $m \in \mathbb{N}$. First we prove that, for each $\nu$, there are two numbers $n, m \in \mathbb{N}$ so that

$$
\max \left\{\nabla\left(\eta c_{m}^{1}, \eta c_{n}^{1}, \omega\right), \nabla\left(\eta c_{m}^{2}, \eta c_{n}^{2}, \omega\right)\right\} \succ \nu .
$$

Assume the contrary. Thus, for each $v$ and integer $\sigma$, there exist integers $n(\sigma)$ and $m(\sigma)$ with $m(\sigma)>n(\sigma) \geq \sigma$ so that

$$
\begin{equation*}
\max \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)}^{2}, \omega\right)\right\} \preceq \nu \tag{3.10}
\end{equation*}
$$

Consider

$$
\max \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)-1}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)-1}^{2}, \omega\right)\right\} \succ \nu
$$

Assume that $n(\sigma)$ is the smallest number exceeding $m(\sigma)$ so that (3.10) holds. Let

$$
\varkappa_{\sigma}(\omega)=\max \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)}^{2}, \omega\right)\right\} .
$$

By (3.10), and using the fact for each $z_{1}, z_{2}, z_{3}, z_{4} \in \Xi, z_{1} \star z_{2} \preceq \max \left\{z_{1}, z_{3}\right\} \star \max \left\{z_{2}, z_{4}\right\}$, we can write

$$
\begin{aligned}
v \succeq & \varkappa_{\sigma}(\omega) \succeq \max \left\{\begin{array}{l}
\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)-1}^{1}, \frac{\omega}{2}\right) \star \nabla\left(\eta c_{n(\sigma)-1}^{1}, \eta c_{n(\sigma)}^{1} \frac{\omega}{2}\right), \\
\nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)-1}^{2}, \frac{\omega}{2}\right) \star \nabla\left(\eta c_{n(\sigma)-1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{2}\right)
\end{array}\right\} \\
\succeq & \max \left\{\max \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)-1}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)-1}^{2}, \omega\right)\right\}\right. \\
& \star \max \left\{\nabla\left(\eta c_{n(\sigma)-1}^{1}, \eta c_{n(\sigma)}^{1} \frac{\omega}{2}\right), \nabla\left(\eta c_{n(\sigma)-1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{2}\right)\right\}, \\
& \max \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)-1}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)-1}^{2}, \omega\right)\right\} \\
& \left.\star \max \left\{\nabla\left(\eta c_{n(\sigma)-1}^{1}, \eta c_{n(\sigma)}^{1} \frac{\omega}{2}\right), \nabla\left(\eta c_{n(\sigma)-1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{2}\right)\right\}\right\} . \\
\succeq & \max \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)-1}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)-1}^{2}, \omega\right)\right\} \star \theta_{n(\sigma)}\left(\frac{\omega}{2}\right) .
\end{aligned}
$$

Taking $\sigma \rightarrow \infty$ in the above inequality, we get

$$
v \succeq \lim _{\sigma \rightarrow \infty} \varkappa_{\sigma}(\omega) \succeq v \star \theta_{n(\sigma)}\left(\frac{\omega}{2}\right)=v \star v=v .
$$

Thus,

$$
\lim _{\sigma \rightarrow \infty} \varkappa_{\sigma}(\omega)=v, \forall \omega \in A_{\vartheta} .
$$

On the other hand, we get

$$
\begin{aligned}
& \varkappa_{\sigma}(\omega) \\
& \succeq \max \left\{\begin{array}{c}
\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{m(\sigma)+1}^{1}, \frac{\omega}{3}\right) \star \nabla\left(\eta c_{m(\sigma)+1}^{1}, \eta c_{n(\sigma)+1}^{1}, \frac{\omega}{3}\right) \star \nabla\left(\eta c_{n(\sigma)+1}^{1}, \eta c_{n(\sigma)}^{1}, \frac{\omega}{3}\right), \\
\nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{m(\sigma)+1}^{2}, \frac{\omega}{3}\right) \star \nabla\left(\eta c_{m(\sigma)+1}^{2}, \eta c_{n(\sigma)+1}^{2}, \frac{\omega}{3}\right) \star \nabla\left(\eta c_{n(\sigma)+1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{3}\right)
\end{array}\right\} \\
& \succeq \max \left\{\begin{array}{c}
\quad \max \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{m(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{m(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
\star \max \left\{\nabla\left(\eta c_{m(\sigma)+1}^{1}, \eta c_{n(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)+1}^{2}, \eta c_{n(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
\star \max \left\{\nabla\left(\eta c_{n(\sigma)+1}^{1}, \eta c_{n(\sigma)}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{n(\sigma)+1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{3}\right)\right\}, \\
\max \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{m(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{m(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
\star \max \left\{\nabla\left(\eta c_{m(\sigma)+1}^{1}, \eta c_{n(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)+1}^{2}, \eta c_{n(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
\star \max \left\{\nabla\left(\eta c_{n(\sigma)+1}^{1}, \eta c_{n(\sigma)}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{n(\sigma)+1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{3}\right)\right\}
\end{array}\right\} \\
& =\max \left\{\begin{array}{c}
\left.\nabla\left(\eta c_{m(\sigma), \eta}^{1}, \eta c_{m(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{m(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\}
\end{array}\right. \\
& \star \max \left\{\nabla\left(\eta c_{m(\sigma)+1}^{1}, \eta c_{n(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)+1}^{2}, \eta c_{n(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
& \star \max \left\{\nabla\left(\eta c_{n(\sigma)+1}^{1}, \eta c_{n(\sigma)}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{n(\sigma)+1}^{2}, \eta c_{n(\sigma),}^{2}, \frac{\omega}{3}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
= & \theta_{m(\sigma)}\left(\frac{\omega}{3}\right) \star \max \left\{\nabla\left(\eta c_{m(\sigma)+1}^{1}, \eta c_{n(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)+1}^{2}, \eta c_{n(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
& \star \theta_{n(\sigma)}\left(\frac{\omega}{3}\right) .
\end{aligned}
$$

Applying stipulation (3.1), we have

$$
\begin{align*}
\varkappa_{\sigma}(\omega) & \succeq \theta_{m(\sigma)}\left(\frac{\omega}{3}\right) \star \max \left\{\begin{array}{l}
\nabla\left(\Lambda\left(c_{m(\sigma)}^{1}, c_{m(\sigma)}^{2}\right), \Lambda\left(c_{n(\sigma)}^{1}, c_{n(\sigma)}^{2}\right), \frac{\omega}{3}\right), \\
\nabla\left(\Lambda\left(c_{m(\sigma)}^{2}, c_{m(\sigma)}^{1}\right), \Lambda\left(c_{n(\sigma)}^{2}, c_{n(\sigma)}^{1}\right), \frac{\omega}{3}\right)
\end{array}\right\} \star \theta_{n(\sigma)}\left(\frac{\omega}{3}\right) \\
& \succeq \theta_{m(\sigma)}\left(\frac{\omega}{3}\right) \star \max \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{3}\right)\right\} \star \theta_{n(\sigma)}\left(\frac{\omega}{3}\right) \\
& =\theta_{m(\sigma)}\left(\frac{\omega}{3}\right) \star \varkappa_{\sigma}(\omega) \star \theta_{n(\sigma)}\left(\frac{\omega}{3}\right) . \tag{3.11}
\end{align*}
$$

Applying the limit as $\sigma \rightarrow \infty$ in (3.10), and by Definition 2.2, we can write

$$
\nu \succeq v \star v \star v=v
$$

this is a contradiction. Thus $\left\{\eta c_{m}^{1}\right\}$ and $\left\{\eta c_{m}^{2}\right\}$ are Cauchy sequences in $\eta(\partial)$. The completeness of $\eta(\partial)$ and Lemma 2.9 leads to there are two elements $c^{1}, c^{2} \in \partial$ such that

$$
\lim _{a \rightarrow \infty} \nabla\left(\eta c_{m}^{1}, c^{1}, \omega\right)=v \quad \text { and } \quad \lim _{a \rightarrow \infty} \nabla\left(\eta c_{m}^{2}, c^{2}, \omega\right)=v \quad \text { for each } \omega \in A_{0}
$$

Also, the continuity of $\eta$ implies that $\left\{\eta \eta c_{m}^{1}\right\}$ and $\left\{\eta \eta c_{m}^{2}\right\}$ are convergent to $\eta c^{1}$ and $\eta c^{2}$ respectively. Moreover, since $\Lambda$ and $\eta$ commute, then one can write

$$
\eta \eta c_{m+1}^{1}=\eta\left(\Lambda\left(c_{m}^{1}, c_{m}^{2}\right)\right)=\Lambda\left(\eta c_{m}^{1}, \eta c_{m}^{2}\right)
$$

and

$$
\eta \eta c_{m+1}^{2}=\eta\left(\Lambda\left(c_{m}^{2}, c_{m}^{1}\right)\right)=\Lambda\left(\eta c_{m}^{2}, \eta c_{m}^{1}\right)
$$

Thus, by (3.1), we get

$$
\begin{aligned}
\nu-\nabla\left(\eta \eta c_{m+1}^{1}, \Lambda\left(c^{1}, c^{2}\right), \omega\right) & =v-\nabla\left(\Lambda\left(\eta c_{m}^{1}, \eta c_{m}^{2}\right), \Lambda\left(c^{1}, c^{2}\right), \omega\right) \\
& \leq \mu\left(v-\max \left\{\nabla\left(\eta \eta c_{m}^{1}, \eta c^{1}, \omega\right), \nabla\left(\eta \eta c_{m}^{2}, \eta c^{2}, \omega\right)\right\}\right) \\
& \leq \nu-\max \left\{\nabla\left(\eta \eta c_{m}^{1}, \eta c^{1}, \omega\right), \nabla\left(\eta \eta c_{m}^{2}, \eta c^{2}, \omega\right)\right\}
\end{aligned}
$$

This leads to

$$
\nabla\left(\eta \eta c_{m+1}^{1}, \Lambda\left(c^{1}, c^{2}\right), \omega\right) \succeq \max \left\{\nabla\left(\eta \eta c_{m}^{1}, \eta c^{1}, \omega\right), \nabla\left(\eta \eta c_{m}^{2}, \eta c^{2}, \omega\right)\right\}
$$

Applying the limit as $m \rightarrow \infty$, we have

$$
\nabla\left(\eta c^{1}, \Lambda\left(c^{1}, c^{2}\right), \omega\right)=v
$$

Hence $\eta c^{1}=\Lambda\left(c^{1}, c^{2}\right)$, similarly, one can show that $\eta c^{2}=\Lambda\left(c^{2}, c^{1}\right)$. Thus the pair $\left(c^{1}, c^{2}\right)$ is a coupled FP of the mappings $\eta$ and $\Lambda$. Again, by (3.1), we get

$$
\begin{aligned}
v-\nabla\left(c^{1}, \eta c^{1}, \omega\right) & =\lim _{m \rightarrow \infty}\left(v-\nabla\left(\eta c_{m+1}^{1}, \eta c^{1}, \omega\right)\right) \\
& =\lim _{m \rightarrow \infty}\left(v-\nabla\left(\Lambda\left(c_{m}^{1}, c_{m}^{2}\right), \Lambda\left(c^{1}, c^{2}\right), \omega\right)\right) \\
& \preceq \lim _{m \rightarrow \infty}\left(\mu\left[v-\max \left\{\nabla\left(\eta c_{m}^{1}, \eta c^{1}, \omega\right), \nabla\left(\eta c_{m}^{2}, \eta c^{2}, \omega\right)\right\}\right]\right) \\
& =\mu\left[v-\max \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\}\right] \\
& \preceq v-\max \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\},
\end{aligned}
$$

this implies that

$$
\nabla\left(c^{1}, \eta c^{1}, \omega\right) \succeq \max \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\}
$$

similarly, one can write

$$
\nabla\left(c^{2}, \eta c^{2}, \omega\right) \succeq \max \left\{\nabla\left(c^{2}, \eta c^{2}, \omega\right), \nabla\left(c^{1}, \eta c^{1}, \omega\right)\right\} .
$$

Thus

$$
\max \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\} \succeq \max \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\}
$$

Hence $\nabla\left(c^{1}, \eta c^{1}, \omega\right)=v$ and $\nabla\left(c^{2}, \eta c^{2}, \omega\right)=v$. Thus $c^{1}=\eta c^{1}$ and $c^{2}=\eta c^{2}$ or, equivalently, $c^{1}=\eta c^{1}=\Lambda\left(c^{1}, c^{2}\right)$ and $c^{2}=\eta c^{2}=\Lambda\left(c^{2}, c^{1}\right)$.

For the uniqueness, assume that $c^{* 1} \in \partial$ with $c^{* 1} \neq c^{1}$ so that

$$
c^{* 1}=\eta c^{* 1}=\Lambda\left(c^{* 1}, c^{* 2}\right) .
$$

Then, by (3.1), we have

$$
\begin{aligned}
v-\nabla\left(c^{1}, c^{* 1}, \omega\right) & =v-\nabla\left(\Lambda\left(c^{1}, c^{2}\right), \Lambda\left(c^{* 1}, c^{* 2}\right), \omega\right) \\
& \preceq \mu\left(v-\max \left\{\nabla\left(\eta c^{1}, \eta c^{* 1}, \omega\right), \nabla\left(\eta c^{2}, \eta c^{* 2}, \omega\right)\right\}\right) \\
& \preceq v-\max \left\{\nabla\left(c^{1}, c^{* 1}, \omega\right), \nabla\left(c^{1}, c^{* 1}, \omega\right)\right\},
\end{aligned}
$$

which leads to $c^{1}=c^{* 1}$. So $\Lambda$ and $\eta$ have a unique CCFP.

Theorem 3.2 Assume that $(\supset, \nabla, \star)$ is a complete CVFMS, and let $\Lambda: \partial \times \partial \rightarrow \partial$ and $\eta: \partial \rightarrow$ D be self-mappings so that

$$
\begin{equation*}
\nabla\left(\Lambda\left(c^{1}, c^{2}\right), \Lambda\left(b^{1}, b^{2}\right), \omega\right) \succeq \varphi\left(\min \left\{\nabla\left(\eta c^{1}, \eta b^{1}, \omega\right), \nabla\left(\eta c^{2}, \eta b^{2}, \omega\right)\right\}\right) \tag{3.12}
\end{equation*}
$$

for all $c^{1}, c^{2}, b^{1}, b^{2} \in D, \omega \in A_{\vartheta}$. Assume that $\Lambda$ and $\eta$ satisfy the same stipulations of Theorem 3.1 with $\varphi \in \Phi$. Then $\Lambda$ and $\eta$ have a unique CCFP provided that $\lim _{m \rightarrow \infty} \nabla\left(c_{m}^{1}, c_{m-1}^{1}\right.$, $\omega)=v$.

Proof Assume that $\left\{c_{m}^{1}\right\}$ and $\left\{c_{m}^{2}\right\}$ are two sequences built in the proof of Theorem 3.1 so that

$$
\eta\left(c_{m+1}^{1}\right)=\Lambda\left(c_{m}^{1}, c_{m}^{2}\right) \quad \text { and } \quad \eta\left(c_{m+1}^{2}\right)=\Lambda\left(c_{m}^{2}, c_{m}^{1}\right) \quad \text { for } m \in \mathbb{N}_{\mathrm{o}}
$$

It follows from (3.1) that

$$
\begin{aligned}
\nabla\left(\eta\left(c_{m-1}^{1}\right), \eta\left(c_{m}^{1}\right), \omega\right) & =\nabla\left(\Lambda\left(c_{m-2}^{1}, c_{m-2}^{2}\right), \Lambda\left(c_{m-1}^{1}, c_{m-1}^{2}\right), \omega\right) \\
& \succeq \varphi\left(\min \left\{\nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right), \nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right)\right\}\right)
\end{aligned}
$$

with the same manner, we have

$$
\begin{aligned}
\nabla\left(\eta\left(c_{m-1}^{2}\right), \eta\left(c_{m}^{2}\right), \omega\right) & =\nabla\left(\Lambda\left(c_{m-2}^{2}, c_{m-2}^{1}\right), \Lambda\left(c_{m-1}^{2}, c_{m-1}^{1}\right), \omega\right) \\
& \succeq \varphi\left(\min \left\{\nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right), \nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right)\right\}\right)
\end{aligned}
$$

This yields

$$
\begin{align*}
\Omega_{m} & =\min \left\{\nabla\left(\eta\left(c_{m-1}^{1}\right), \eta\left(c_{m}^{1}\right), \omega\right), \nabla\left(\eta\left(c_{m-1}^{2}\right), \eta\left(c_{m}^{2}\right), \omega\right)\right\} \\
& \succeq \varphi\left(\min \left\{\nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right), \nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right)\right\}\right) \\
& =\varphi\left(\Omega_{m-1}\right) . \tag{3.13}
\end{align*}
$$

Thus, we have

$$
\begin{equation*}
v \succeq\left\{\Omega_{m}\right\} \succeq \varphi\left(\Omega_{m-1}\right) \succ\left\{\Omega_{m-1}\right\} \succeq \vartheta \tag{3.14}
\end{equation*}
$$

Thus, $\left\{\theta_{m}(\omega)\right\}$ is a monotonic sequence in $A$. By (3.14) and Remark 2.7, there is $v^{*} \in A$ such that

$$
\lim _{m \rightarrow \infty}\left\{\Omega_{m}\right\}=v^{*} .
$$

Inequality (3.13) suggests that

$$
\begin{aligned}
\Omega_{m} & \succeq \varphi\left(\min \left\{\nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right), \nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right)\right\}\right) \\
& \succeq \varphi\left(\min \left\{\nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right), \nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right)\right\}\right) \\
& \succ \min \left\{\nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right), \nabla\left(\eta c_{m-2}^{2}, \eta c_{m-1}^{2}, \omega\right)\right\} \\
& \succeq \nabla\left(\eta c_{m-2}^{1}, \eta c_{m-1}^{1}, \omega\right) .
\end{aligned}
$$

Taking the limit as $m \rightarrow \infty$ in the above inequality and using $\lim _{m \rightarrow \infty} \nabla\left(c_{m}^{1}, c_{m-1}^{1}, \omega\right)=\nu$, we have

$$
v^{*} \succeq v
$$

Remark 2.8 leads to $v=v^{*}$. Thus

$$
\lim _{m \rightarrow \infty}\left\{\Omega_{m}\right\}=v
$$

We show that $\left\{\eta c_{m}^{1}\right\}$ and $\left\{\eta c_{m}^{2}\right\}$ are Cauchy sequences in $\eta(\partial)$ for $m \in \mathbb{N}$. First we prove that, for each $v$, there are two numbers $n, m \in \mathbb{N}$ such that

$$
\min \left\{\nabla\left(\eta c_{m}^{1}, \eta c_{n}^{1}, \omega\right), \nabla\left(\eta c_{m}^{2}, \eta c_{n}^{2}, \omega\right)\right\} \succ v
$$

Assume the contrary. Thus, for each $v$ and integer $\sigma$, there exist integers $n(\sigma)$ and $m(\sigma)$ with $m(\sigma)>n(\sigma) \geq \sigma$ so that

$$
\begin{equation*}
\min \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)}^{2}, \omega\right)\right\} \preceq v \tag{3.15}
\end{equation*}
$$

Consider

$$
\min \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)-1}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)-1}^{2}, \omega\right)\right\} \succ v
$$

Assume that $n(\sigma)$ the smallest number exceeding $m(\sigma)$ so that (3.15) holds. Let

$$
\pi_{\sigma}(\omega)=\min \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)}^{2}, \omega\right)\right\} .
$$

By (3.10), and using the fact for each $z_{1}, z_{2}, z_{3}, z_{4} \in \Xi, z_{1} \star z_{2} \succeq \min \left\{z_{1}, z_{3}\right\} \star \min \left\{z_{2}, z_{4}\right\}$, we can write

$$
\begin{aligned}
\nu \succeq & \pi_{\sigma}(\omega) \succeq \min \left\{\begin{array}{l}
\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)-1}^{1}, \frac{\omega}{2}\right) \star \nabla\left(\eta c_{n(\sigma)-1}^{1}, \eta c_{n(\sigma)}^{1} \frac{\omega}{2}\right), \\
\nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)-1}^{2}, \frac{\omega}{2}\right) \star \nabla\left(\eta c_{n(\sigma)-1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{2}\right)
\end{array}\right\} \\
\succeq & \min \left\{\min \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)-1}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)-1}^{2}, \omega\right)\right\}\right. \\
& \star \min \left\{\nabla\left(\eta c_{n(\sigma)-1}^{1}, \eta c_{n(\sigma)}^{1} \frac{\omega}{2}\right), \nabla\left(\eta c_{n(\sigma)-1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{2}\right)\right\}, \\
& \min \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)-1}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)-1}^{2}, \omega\right)\right\} \\
& \left.\star \min \left\{\nabla\left(\eta c_{n(\sigma)-1}^{1}, \eta c_{n(\sigma)}^{1} \frac{\omega}{2}\right), \nabla\left(\eta c_{n(\sigma)-1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{2}\right)\right\}\right\} . \\
\succeq & \min \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)-1}^{1}, \omega\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)-1}^{2}, \omega\right)\right\} \star \theta_{n}\left(\frac{\omega}{2}\right) .
\end{aligned}
$$

Taking $\sigma \rightarrow \infty$ in the above inequality, we get

$$
v \succeq \lim _{\sigma \rightarrow \infty} \pi_{\sigma}(\omega) \succeq v \star \Omega_{n(\sigma)}\left(\frac{\omega}{2}\right)=v \star v=v .
$$

Thus,

$$
\lim _{\sigma \rightarrow \infty} \pi_{\sigma}(\omega)=v, \quad \forall \omega \in A_{\vartheta} .
$$

On the other hand, we get

$$
\begin{aligned}
& \pi_{\sigma}(\omega) \\
& \quad \geq \min \left\{\begin{array}{l}
\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{m(\sigma)+1}^{1}, \frac{\omega}{3}\right) \star \nabla\left(\eta c_{m(\sigma)+1}^{1}, \eta c_{n(\sigma)+1}^{1}, \frac{\omega}{3}\right) \star \nabla\left(\eta c_{n(\sigma)+1}^{1}, \eta c_{n(\sigma)}^{1}, \frac{\omega}{3}\right), \\
\nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{m(\sigma)+1}^{2}, \frac{\omega}{3}\right) \star \nabla\left(\eta c_{m(\sigma)+1}^{2}, \eta c_{n(\sigma)+1}^{2}, \frac{\omega}{3}\right) \star \nabla\left(\eta c_{n(\sigma)+1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{3}\right)
\end{array}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \left\{\begin{array}{c}
\min \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{m(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{m(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
\star \min \left\{\nabla\left(\eta c_{m(\sigma)+1}^{1}, \eta c_{n(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)+1}^{2}, \eta c_{n(\sigma)++}^{2}, \frac{\omega}{3}\right)\right\} \\
\star \min \left\{\nabla\left(\eta c_{n(\sigma)+1}^{1}, \eta c_{n(\sigma)}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{n(\sigma)+1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{3}\right)\right\}, \\
\min \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{m(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{m(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
\star \min \left\{\nabla\left(\eta c_{m(\sigma)+1}^{1}, \eta c_{n(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)+1}^{2}, \eta c_{n(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
\star \min \left\{\nabla\left(\eta c_{n(\sigma)+1}^{1}, \eta c_{n(\sigma)}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{n(\sigma)+1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{3}\right)\right\}
\end{array}\right\} \\
= & \min \left\{\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{m(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{m(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
& \star \min \left\{\nabla\left(\eta c_{m(\sigma)+1}^{1}, \eta c_{n(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)+1}^{2}, \eta c_{n(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
& \star \min \left\{\nabla\left(\eta c_{n(\sigma)+1}^{1}, \eta c_{n(\sigma)}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{n(\sigma)+1}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{3}\right)\right\} \\
= & \theta_{m(\sigma)}\left(\frac{\omega}{3}\right) \star \min \left\{\nabla\left(\eta c_{m(\sigma)+1}^{1}, \eta c_{n(\sigma)+1}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)+1}^{2}, \eta c_{n(\sigma)+1}^{2}, \frac{\omega}{3}\right)\right\} \\
& \star \theta_{n(\sigma)}\left(\frac{\omega}{3}\right) .
\end{aligned}
$$

By (3.12), we have

$$
\begin{align*}
\pi_{\sigma}(\omega) \succeq & \Omega_{m(\sigma)}\left(\frac{\omega}{3}\right) \star \min \left\{\begin{array}{l}
\nabla\left(\Lambda\left(c_{m(\sigma)}^{1}, c_{m(\sigma)}^{2}\right), \Lambda\left(c_{n(\sigma)}^{1}, c_{n(\sigma)}^{2}\right), \frac{\omega}{3}\right), \\
\nabla\left(\Lambda\left(c_{m(\sigma)}^{2}, c_{m(\sigma)}^{1}\right), \Lambda\left(c_{n(\sigma)}^{2}, c_{n(\sigma)}^{1}\right), \frac{\omega}{3}\right)
\end{array}\right\} \star \Omega_{n(\sigma)}\left(\frac{\omega}{3}\right) . \\
\succeq & \Omega_{m(\sigma)}\left(\frac{\omega}{3}\right) \star \min \left\{\varphi\left(\nabla\left(\eta c_{m(\sigma)}^{1}, \eta c_{n(\sigma)}^{1}, \frac{\omega}{3}\right), \nabla\left(\eta c_{m(\sigma)}^{2}, \eta c_{n(\sigma)}^{2}, \frac{\omega}{3}\right)\right)\right\} \\
& \star \Omega_{n(\sigma)}\left(\frac{\omega}{3}\right) \\
= & \Omega_{m(\sigma)}\left(\frac{\omega}{3}\right) \star \varphi\left(\pi_{\sigma}(\omega)\right) \star \Omega_{n(\sigma)}\left(\frac{\omega}{3}\right) . \tag{3.16}
\end{align*}
$$

Applying the limit as $\sigma \rightarrow \infty$ in (3.16), and by Definition 2.2, we can write

$$
\nu \succeq v \star \varphi(v) \star v \succ v \star v \star v=v,
$$

which is a contradiction. Thus $\left\{\eta c_{m}^{1}\right\}$ and $\left\{\eta c_{m}^{2}\right\}$ are Cauchy sequences in $\eta(\partial)$. The completeness of $\eta(\partial)$ and Lemma 2.9 leads to the existence of two elements $c^{1}, c^{2} \in \partial$ so that

$$
\lim _{a \rightarrow \infty} \nabla\left(\eta c_{m}^{1}, c^{1}, \omega\right)=v \quad \text { and } \quad \lim _{a \rightarrow \infty} \nabla\left(\eta c_{m}^{2}, c^{2}, \omega\right)=v \quad \text { for each } \omega \in A_{0}
$$

Also, the continuity of $\eta$ implies that $\left\{\eta \eta c_{m}^{1}\right\}$ and $\left\{\eta \eta c_{m}^{2}\right\}$ are convergent to $\eta c^{1}$ and $\eta c^{2}$ respectively. Moreover, since $\Lambda$ and $\eta$ commute, then we can write

$$
\eta \eta c_{m+1}^{1}=\eta\left(\Lambda\left(c_{m}^{1}, c_{m}^{2}\right)\right)=\Lambda\left(\eta c_{m}^{1}, \eta c_{m}^{2}\right)
$$

and

$$
\eta \eta c_{m+1}^{2}=\eta\left(\Lambda\left(c_{m}^{2}, c_{m}^{1}\right)\right)=\Lambda\left(\eta c_{m}^{2}, \eta c_{m}^{1}\right)
$$

Thus, by (3.12), we have

$$
\begin{aligned}
\nabla\left(\eta \eta c_{m+1}^{1}, \Lambda\left(c^{1}, c^{2}\right), \omega\right) & =\nabla\left(\Lambda\left(\eta c_{m}^{1}, \eta c_{m}^{2}\right), \Lambda\left(c^{1}, c^{2}\right), \omega\right) \\
& \succeq \varphi\left(\min \left\{\nabla\left(\eta \eta c_{m}^{1}, \eta c^{1}, \omega\right), \nabla\left(\eta \eta c_{m}^{2}, \eta c^{2}, \omega\right)\right\}\right)
\end{aligned}
$$

Passing $m \rightarrow \infty$ in the above inequality, we get

$$
\nabla\left(\eta c^{1}, \Lambda\left(c^{1}, c^{2}\right), \omega\right)=v
$$

Hence $\eta c^{1}=\Lambda\left(c^{1}, c^{2}\right)$, similarly, one can prove that $\eta c^{2}=\Lambda\left(c^{2}, c^{1}\right)$. Thus the pair $\left(c^{1}, c^{2}\right)$ is a coupled FP of the mappings $\eta$ and $\Lambda$. Again, by (3.12), we get

$$
\begin{aligned}
\nabla\left(c^{1}, \eta c^{1}, \omega\right) & =\lim _{m \rightarrow \infty}\left(\nabla\left(\eta c_{m+1}^{1}, \eta c^{1}, \omega\right)\right) \\
& =\lim _{m \rightarrow \infty}\left(\nabla\left(\Lambda\left(c_{m}^{1}, c_{m}^{2}\right), \Lambda\left(c^{1}, c^{2}\right), \omega\right)\right) \\
& \succeq \lim _{m \rightarrow \infty}\left(\varphi\left(\min \left\{\nabla\left(\eta c_{m}^{1}, \eta c^{1}, \omega\right), \nabla\left(\eta c_{m}^{2}, \eta c^{2}, \omega\right)\right\}\right)\right) \\
& =\varphi\left(\min \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\}\right) \\
& \succ \min \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\},
\end{aligned}
$$

this implies that

$$
\nabla\left(c^{1}, \eta c^{1}, \omega\right) \succ \min \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\}
$$

similarly, one can write

$$
\nabla\left(c^{2}, \eta c^{2}, \omega\right) \succ \min \left\{\nabla\left(c^{2}, \eta c^{2}, \omega\right), \nabla\left(c^{1}, \eta c^{1}, \omega\right)\right\} .
$$

Thus

$$
\begin{aligned}
\min \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\} & \succ \min \left\{\begin{array}{l}
\min \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\} \\
\min \left\{\nabla\left(c^{2}, \eta c^{2}, \omega\right), \nabla\left(c^{1}, \eta c^{1}, \omega\right)\right\}
\end{array}\right\} \\
& =\min \left\{\nabla\left(c^{1}, \eta c^{1}, \omega\right), \nabla\left(c^{2}, \eta c^{2}, \omega\right)\right\} .
\end{aligned}
$$

The last inequality holds only if $\nabla\left(c^{1}, \eta c^{1}, \omega\right)=\nu$ and $\nabla\left(c^{2}, \eta c^{2}, \omega\right)=\nu$. Hence $c^{1}=\eta c^{1}$ and $c^{2}=\eta c^{2}$ or, equivalently, $c^{1}=\eta c^{1}=\Lambda\left(c^{1}, c^{2}\right)$ and $c^{2}=\eta c^{2}=\Lambda\left(c^{2}, c^{1}\right)$.
For the uniqueness, assume that $c^{* 1} \in \partial$ with $c^{* 1} \neq c^{1}$ so that

$$
c^{* 1}=\eta c^{* 1}=\Lambda\left(c^{* 1}, c^{* 2}\right)
$$

Then, by (3.12), we have

$$
\begin{aligned}
\nabla\left(c^{1}, c^{* 1}, \omega\right) & =\nabla\left(\Lambda\left(c^{1}, c^{2}\right), \Lambda\left(c^{* 1}, c^{* 2}\right), \omega\right) \\
& \succeq \varphi\left(\min \left\{\nabla\left(\eta c^{1}, \eta c^{* 1}, \omega\right), \nabla\left(\eta c^{2}, \eta c^{* 2}, \omega\right)\right\}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \succ \min \left\{\nabla\left(c^{1}, c^{* 1}, \omega\right), \nabla\left(c^{2}, c^{* 2}, \omega\right)\right\} \\
& \succeq \nabla\left(c^{1}, c^{* 1}, \omega\right),
\end{aligned}
$$

which is a contradiction. Thus $c^{1}=c^{* 1}$, similarly, one can prove that $c^{2}=c^{* 2}$. Hence $\Lambda$ and $\eta$ have a unique CCFP.

Corollary 3.3 Let $(\partial, \nabla, \star)$ be a complete CVFMS and $\Lambda: \partial \times \partial \rightarrow \partial, \eta: \partial \rightarrow \partial$ be selfmappings so that

$$
\nabla\left(\Lambda\left(c^{1}, c^{2}\right), \Lambda\left(b^{1}, b^{2}\right), \omega\right) \succeq \sqrt{\min \left\{\nabla\left(\eta c^{1}, \eta b^{1}, \omega\right), \nabla\left(\eta c^{2}, \eta b^{2}, \omega\right)\right\}}
$$

for all $c^{1}, c^{2}, b^{1}, b^{2} \in \partial, \omega \in A_{\vartheta}$. Assume that $\Lambda$ and $\eta$ satisfy the same stipulations of Theorem 3.1 with $\varphi \in \Phi$. Then $\Lambda$ and $\eta$ have a unique (CCFP), whenever $\lim _{m \rightarrow \infty} \nabla\left(c_{m}^{1}, c_{m-1}^{1}\right.$, $\omega)=v$.

Corollary 3.4 Let $(\supset, \nabla, \star)$ be a complete CVFMS and $\Lambda: \partial \times \partial \rightarrow \partial, \eta: \partial \rightarrow \partial$ be selfmappings so that

$$
\begin{aligned}
\nabla\left(\Lambda\left(c^{1}, c^{2}\right), \Lambda\left(b^{1}, b^{2}\right), \omega\right) \succeq & 2 \min \left\{\nabla\left(\eta c^{1}, \eta b^{1}, \omega\right), \nabla\left(\eta c^{2}, \eta b^{2}, \omega\right)\right\} \\
& -\left(\min \left\{\nabla\left(\eta c^{1}, \eta b^{1}, \omega\right), \nabla\left(\eta c^{2}, \eta b^{2}, \omega\right)\right\}\right)^{2}
\end{aligned}
$$

for all $c^{1}, c^{2}, b^{1}, b^{2} \in \partial, \omega \in A_{\vartheta}$. Assume that $\Lambda$ and $\eta$ satisfy the same stipulations of Theorem 3.1 with $\varphi \in \Phi$. Then $\Lambda$ and $\eta$ have a unique CCFP, whenever $\lim _{m \rightarrow \infty} \nabla\left(c_{m}^{1}, c_{m-1}^{1}\right.$, $\omega)=v$.

Examples below support our theoretical results.

Example 3.1 Let $D=\{0\} \cup\left\{\frac{1}{m}: m \in \mathbb{N}\right\}$ with the metric $\Theta$ defined by

$$
\Theta\left(c^{1}, c^{2}\right)=\left|c^{1}-c^{2}\right|, \quad \forall c^{1}, c^{2} \in \partial
$$

Define a $t$-norm " $\star$ " by $p \star q=\min \{p, q\}, p, q \in \Xi$. Assume that $\nabla$ is the complex-valued fuzzy set defined by

$$
\nabla\left(c^{1}, c^{2}, \omega\right)=\frac{\omega}{\omega+\Theta\left(c^{1}, c^{2}\right)} v
$$

for $\omega \in A_{0}$. It is obvious that $(\partial, \nabla, \star)$ is a CVFMS. Define two mappings $\Lambda: \partial \times \partial \rightarrow \partial$ and $\eta: \partial \rightarrow$ อ by

$$
\Lambda\left(c^{1}, c^{2}\right)=\frac{c^{1}+c^{2}}{8} \quad \text { and } \quad \eta c^{1}=\frac{c^{1}}{4}
$$

It is evident that $\Lambda(\partial \times \partial) \subseteq \eta(\partial)$ and $\eta$ is continuous. Since

$$
\begin{aligned}
\nabla\left(\Lambda\left(c^{1}, c^{2}\right), \Lambda\left(b^{1}, b^{2}\right), \omega\right) & =\nabla\left(\frac{c^{1}+c^{2}}{8}, \frac{b^{1}+b^{2}}{8}, \omega\right) \\
& =\frac{\omega v}{\omega+\left|\frac{c^{1}+c^{2}}{8}-\frac{b^{1}+b^{2}}{8}\right|} \\
& =\frac{\omega v}{\omega+\left|\frac{c^{1}-b^{1}}{8}+\frac{c^{2}-b^{2}}{8}\right|} \\
& \succeq \frac{\omega v}{\omega+\left|\frac{c^{1}-b^{1}}{8}\right|}+\frac{\omega}{\omega+\left|\frac{c^{2}-b^{2}}{8}\right|} v \\
& \succeq \frac{\omega v}{\omega+\left|\frac{c^{1}-b^{1}}{4}\right|}+\frac{\omega}{\omega+\left|\frac{c^{1}-b^{1}}{4}\right|} v \\
& \succeq \max \left\{\frac{\omega}{\omega+\left|\frac{c^{1}-b^{1}}{4}\right|} v, \frac{\omega}{\omega+\left|\frac{c^{2}-b^{2}}{4}\right|} v\right\} \\
& =\max \left\{\nabla\left(\eta c^{1}, \eta b^{1}, \omega\right), \nabla\left(\eta c^{2}, \eta b^{2}, \omega\right)\right\} .
\end{aligned}
$$

Then we can write

$$
\left(v-\nabla\left(\Lambda\left(c^{1}, c^{2}\right), \Lambda\left(b^{1}, b^{2}\right), \omega\right)\right) \preceq\left(v-\max \left\{\nabla\left(\eta c^{1}, \eta b^{1}, \omega\right), \nabla\left(\eta c^{2}, \eta b^{2}, \omega\right)\right\}\right)
$$

Thus, all the requirements of Theorem 3.1 hold with $\mu=1$ and $(0,0)$ is a unique coupled FP.

Example 3.2 Assume that all hypotheses of Example 3.1 hold. Let $\nabla$ be the complexvalued fuzzy set defined by

$$
\nabla\left(c^{1}, c^{2}, \omega\right)=v e^{\frac{\left|c^{1}-c^{2}\right|}{\omega}}
$$

for $\omega \in A_{0}$. It is obvious that $(\partial, \nabla, \star)$ is a CVFMS. Define two mappings $\Lambda: \partial \times \partial \rightarrow \partial$ and $\eta: \partial \rightarrow$ by

$$
\Lambda\left(c^{1}, c^{2}\right)=\frac{2 c^{1}+c^{2}}{32 \sqrt{17}} \quad \text { and } \quad \eta c^{1}=\frac{c^{1}}{4}
$$

and $\varphi(l)=\sqrt{l}, l>0$. It is evident that $\Lambda(\partial \times \partial) \subseteq \eta(\partial)$ and $\eta$ is continuous. Since

$$
\begin{aligned}
\left|\frac{2 c^{1}-2 b^{1}}{32 \sqrt{17}}+\frac{c^{2}-b^{2}}{32 \sqrt{17}}\right| & \leq \frac{2}{32}\left(\left|\frac{c^{1}}{4}-\frac{b^{1}}{4}\right|+\left|\frac{c^{2}}{4}-\frac{b^{2}}{4}\right|\right) \\
& =\frac{1}{16}\left(\left|\frac{c^{1}}{4}-\frac{b^{1}}{4}\right|+\left|\frac{c^{2}}{4}-\frac{b^{2}}{4}\right|\right) \\
& \leq \frac{1}{8} \max \left\{\left|\frac{c^{1}}{4}-\frac{b^{1}}{4}\right|,\left|\frac{c^{2}}{4}-\frac{b^{2}}{4}\right|\right\},
\end{aligned}
$$

it follows that

$$
\begin{aligned}
\nabla\left(\Lambda\left(c^{1}, c^{2}\right), \Lambda\left(b^{1}, b^{2}\right), \omega\right) & =v e^{\frac{\left|\frac{2 c^{1}+c^{2}}{32 \sqrt{17}}-\frac{2 b^{1}+b^{2}}{32 \sqrt{17}}\right|}{\omega}} \\
& =v e^{\frac{\left|\frac{2 c^{1}-2 b^{1}}{32 \sqrt{17}}+\frac{c^{2}-b^{2}}{32 \sqrt{17}}\right|}{\omega}} \\
& \succeq v e^{\frac{\max | | \frac{c^{1}-b^{1}}{4}\left|,\left|\frac{c^{2}}{4}-\frac{b^{2}}{4}\right|\right|}{8 \omega}} \\
& \succeq \sqrt{\nu e^{\frac{\left.\max x\left|\frac{c^{1}}{4}-\frac{b^{1}}{4}\right|,\left|\frac{c^{2}}{4}-\frac{b^{2}}{4}\right|\right]}{4 \omega}}} \\
& \succeq \sqrt{\nu \max \left\{e^{\frac{\left|\frac{c^{1}}{4}-\frac{b^{1}}{4}\right|}{\omega}}, e^{\frac{\left|\frac{c^{2}}{4}-\frac{b^{2}}{4}\right|}{\omega}}\right\}} \\
& \succeq \sqrt{\nu \min \left\{e^{\left.\frac{\left|c^{1}-\frac{b^{1}}{4}\right|}{\omega} \right\rvert\,}, e^{\left.\frac{\left|c^{2}-\frac{b^{2}}{4}\right|}{\omega}\right\}}\right.} \\
& =\varphi\left(\min \left\{\nabla\left(\eta c^{1}, \eta b^{1}, \omega\right), \nabla\left(\eta c^{2}, \eta b^{2}, \omega\right)\right\}\right)
\end{aligned}
$$

for all $c^{1}, c^{2}, b^{1}, b^{2} \in \partial, \omega \in A_{0}$. Also, for any sequence $\left\{c_{m}^{1}\right\}_{m \in \mathbb{N}}=\frac{1}{m}$, we can write

$$
\lim _{m \rightarrow \infty} \nabla\left(c_{m}^{1}, c_{m-1}^{1}, \omega\right)=v e^{\frac{\left|\frac{1}{m}-\frac{1}{m-1}\right|}{\omega}}=v e^{0}=v
$$

Thus the assumptions of Theorem 3.2 hold and $(0,0)$ is a unique CCFP of the mappings $\Lambda$ and $\eta$.

## 4 Existence solution for a coupled system of impulsive fractional differential equations

In this section, we study the existence and uniqueness of a coupled system of nonlinear fractional differential equation with impulses (1.1)
If necessary, the reader can refer to [36] for a more detailed explanation of the background of the problem. Here we use our derived fixed point theorems to prove the existence of solutions to problem (1.1). Let $\mathcal{X}^{\prime}=\mathrm{X} \times \mathrm{Y}$ with the norms $\|(\mathrm{x}, \mathrm{y})\|=\|\mathrm{x}\|_{0}+\|\mathrm{y}\|_{0}$ and $\|(\mathrm{x}, \mathrm{y})\|=\max \left\{\|\mathrm{x}\|_{0},\|\mathrm{y}\|_{0}\right\}$. Define the operator $\mathcal{T}: \mathcal{X}^{\prime} \rightarrow \mathcal{X}^{\prime}$ by

$$
\begin{equation*}
\mathcal{T}(\mathrm{x}, \mathrm{y})(\mathrm{t})=\left(\mathrm{T}_{1}(\mathrm{x}, \mathrm{y})(\mathrm{t}), \mathrm{T}_{2}(\mathrm{x}, \mathrm{y})(\mathrm{t})\right)^{\mathrm{T}}, \quad \forall(\mathrm{x}, \mathrm{y}) \in \mathcal{X}^{\prime}, \mathrm{t} \in[0,1] \tag{4.1}
\end{equation*}
$$

where
and
with

$$
\begin{aligned}
\mathrm{e}^{*}= & \mathcal{Z}_{\mu}\left[-\frac{1}{\Gamma(\mu-\omega)} \int_{\mathrm{t}_{\mathrm{j}}}^{\tau}(\tau-\mathrm{s})^{\mu-\omega-1} \mathrm{~h}\left(\mathrm{~s},{ }^{c} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds},\right. \\
& -\frac{\tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-2} \mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{c} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds} \\
& -\frac{\tau^{2-\omega}}{\Gamma(\mu-2) \Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-3} \mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds} \\
& +\frac{\tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{t}_{\mathrm{j}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-3} \mathrm{~h}\left(\mathrm{~s},{ }^{c} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds} \\
& +\frac{\tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathcal{N}_{1 \mathrm{j}}\left(\mathrm{x}\left(\mathrm{t}_{\mathrm{j}}\right)\right)+\frac{\tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathcal{O}_{1 j}\left(\mathrm{x}\left(\mathrm{t}_{\mathrm{j}}\right)\right)+\frac{\tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{t}_{\mathrm{j}} \mathcal{O}_{1 j}\left(\mathrm{x}\left(\mathrm{t}_{\mathrm{j}}\right)\right) \\
& +\frac{1}{\Gamma(\mu-2)} \int_{\mathrm{t}_{\mathrm{m}}}^{1}(1-\mathrm{s})^{\mu-3} \mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds} \\
& \left.+\frac{1}{\Gamma(\mu-2)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-3} \mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \mathcal{O}_{1 j}\left(\mathrm{x}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{c}^{*}= & \mathcal{Z}_{\gamma}\left[-\frac{1}{\Gamma(\gamma-\xi)} \int_{\mathrm{t}_{\mathrm{j}}}^{\epsilon}(\epsilon-\mathrm{s})^{\gamma-\xi-1} \mathrm{~g}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds}\right. \\
& -\frac{\epsilon^{1-\xi}}{\Gamma(\gamma-1) \Gamma(2-\xi)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\gamma-2} \mathrm{~g}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds} \\
& -\frac{\epsilon^{2-\xi}}{\Gamma(\gamma-2) \Gamma(3-\xi)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\gamma-3} \mathrm{~g}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds} \\
& +\frac{\epsilon^{1-\xi}}{\Gamma(\gamma-1) \Gamma(2-\xi)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{t}_{\mathrm{j}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\gamma-3} \mathrm{~g}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\epsilon^{1-\xi}}{\Gamma(2-\xi)} \sum_{j=1}^{\mathrm{m}} \mathcal{N}_{1 \mathrm{j}}\left(\mathrm{x}\left(\mathrm{t}_{\mathrm{j}}\right)\right)+\frac{\epsilon^{2-\xi}}{\Gamma(3-\xi)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}\left(\mathrm{t}_{\mathrm{j}}\right)\right)+\frac{\epsilon^{1-\xi}}{\Gamma(2-\xi)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{t}_{\mathrm{j}} \mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}\left(\mathrm{t}_{\mathrm{j}}\right)\right) \\
& +\frac{1}{\Gamma(\gamma-2)} \int_{\mathrm{t}_{\mathrm{m}}}^{1}(1-\mathrm{s})^{\gamma-3} \mathrm{~g}\left(\mathrm{~s},{ }^{c} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{ds} \\
& \left.+\frac{1}{\Gamma(\gamma-2)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\gamma-3} \mathrm{~g}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}(\mathrm{~s})\right) \mathrm{d} \mathrm{~s}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right]
\end{aligned}
$$

where $\mathcal{Z}_{\mu}=\frac{\Gamma(3-\omega)}{2 \Gamma(3-\omega)-\tau^{2-\omega}}$ and $\mathcal{Z}_{\gamma}=\frac{\Gamma(3-\xi)}{2 \Gamma(3-\xi)-\tau^{2-\xi}}$. Thus, solving problem (1.1) is equivalent to obtaining a fixed point of the operator $\mathcal{T}$. Next, we have to prove the uniqueness of solutions of problem (1.1).

Theorem 4.1 Let the following conditions $\left(\mathbb{H}_{1}\right)-\left(\mathbb{H}_{4}\right)$ hold, and then the boundary value problem (1.1) has a unique solution.
$\left(\mathbb{H}_{1}\right):$ For all $\mathrm{t} \in \mathrm{J}$ and $\mathrm{x}_{\mathrm{j}}, \mathrm{y}_{\mathrm{j}} \in \mathbb{R}, \mathrm{j}=1,2$, there exist some positive constants $\mathrm{A}_{\mathrm{j}}, \mathrm{B}_{\mathrm{j}},(\mathrm{j}=1,2$, $)$ such that

$$
\begin{aligned}
& \left|\mathrm{h}\left(\mathrm{t}, \mathrm{x}_{1}, \mathrm{y}_{1}\right)-\mathrm{h}\left(\mathrm{t}, \mathrm{x}_{2}, \mathrm{y}_{2}\right)\right| \leq \mathrm{A}_{1}\left|\mathrm{x}_{1}-\mathrm{x}_{2}\right|+\mathrm{A}_{2}\left|\mathrm{y}_{1}-\mathrm{y}_{2}\right| \\
& \left|\mathrm{g}\left(\mathrm{t}, \mathrm{x}_{1}, \mathrm{y}_{1}\right)-\mathrm{g}\left(\mathrm{t}, \mathrm{x}_{2}, \mathrm{y}_{2}\right)\right| \leq \mathrm{B}_{1}\left|\mathrm{x}_{1}-\mathrm{x}_{2}\right|+\mathrm{B}_{2}\left|\mathrm{y}_{1}-\mathrm{y}_{2}\right|
\end{aligned}
$$

$\left(\mathbb{H}_{2}\right): x_{j}, y_{j} \in \mathbb{R}$, there exist some positive constants $L_{j m}, \hat{L}_{j m}, \check{L}_{j m},(j=1,2 ; m=1,2, \ldots, n)$ such that

$$
\begin{aligned}
& \left|\mathcal{M}_{j m}(x)-\mathcal{M}_{j m}(y)\right| \leq L_{j m}|x-y| \\
& \left|\mathcal{N}_{j m}(x)-\mathcal{N}_{j m}(y)\right| \leq \hat{L}_{j m}|x-y| \\
& \left|\mathcal{O}_{j m}(x)-\mathcal{O}_{j m}(y)\right| \leq \check{L}_{j m}|x-y|
\end{aligned}
$$

$\left(\mathbb{H}_{3}\right):\left[\left(\mathrm{A}_{1}+\mathrm{A}_{2}\right)\left(\frac{2}{\Gamma(\mu+1)}+\frac{1}{\Gamma(\mu)}+\frac{1}{2 \Gamma(\mu-1)}+\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-\omega+1)}+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu) \Gamma(2-\omega)}+\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(\mu-1) \Gamma(3-\omega)}+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)}+\right.\right.$ $\left.\frac{2 \mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\right)+\sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{L}_{1 \mathrm{j}}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{L}}_{1 \mathrm{j}}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \hat{\mathrm{L}}_{1 \mathrm{j}}+\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{L}}_{1 \mathrm{j}}+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{L}}_{1 \mathrm{j}}+$ $\left.\mathcal{Z}_{\mu} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{L}}_{\mathrm{j}}+\frac{1}{2} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{L}}_{1 \mathrm{j}}\right]<1$ and $\left[\left(\mathrm{B}_{1}+\mathrm{B}_{2}\right)\left(\frac{2}{\Gamma(\gamma+1)}+\frac{1}{\Gamma(\gamma)}+\frac{1}{2 \Gamma(\gamma-1)}+\frac{\mathcal{Z}_{\gamma}}{\Gamma(\gamma-\xi+1)}+\right.\right.$ $\left.\frac{\mathcal{Z}_{2} \epsilon^{1-\xi}}{\Gamma(\gamma) \Gamma(2-\xi)}+\frac{\mathcal{Z}_{\gamma} \epsilon^{2-\xi}}{\Gamma(\gamma-1) \Gamma(3-\xi)}+\frac{\mathcal{Z}_{\gamma} \epsilon^{1-\xi}}{\Gamma(\gamma-1) \Gamma(2-\xi)}+\frac{2 \mathcal{Z}_{\gamma}}{\Gamma(\gamma-1)}\right)+\sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{L}_{2 \mathrm{j}}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{L}}_{2 \mathrm{j}}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \frac{\mathcal{Z}_{\gamma} 1^{1-\xi}}{\Gamma(2-\xi)} \hat{\mathrm{L}}_{2 \mathrm{j}}+$ $\left.\frac{\mathcal{Z}_{\gamma} \epsilon^{2-\xi}}{\Gamma(3-\xi)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{L}}_{2 \mathrm{j}}+\frac{\mathcal{Z}_{\gamma} \epsilon^{1-\xi}}{\Gamma(2-\xi)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{L}}_{2 \mathrm{j}}+\mathcal{Z}_{\gamma} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{L}}_{1 \mathrm{j}}+\frac{1}{2} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{L}}_{1 \mathrm{j}}\right]<1$,
$\left.\left(\mathbb{H}_{4}\right): \frac{\omega}{\omega+\left\|\left(\eta x_{1}, \eta x_{2}\right)\right\|} v=\min \left\{\frac{\omega}{\omega+\left\|\left(\eta x_{1}, \eta \mathrm{x}_{2}\right)\right\|} v, \frac{\omega}{\omega+\left\|\left(\eta y_{1}, \eta y_{2}\right)\right\|} v\right)\right\}$ and

$$
\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \leq\left\|\left(\eta \mathrm{x}_{1}, \eta \mathrm{x}_{2}\right)\right\|
$$

Proof It is easy to check that $\left(\mathcal{X}^{\prime}, \nabla, \star\right)$ is a CVFMS with the CVFM defined by

$$
\left.\left.\nabla\left(\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)\right),\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)\right), \omega\right)=\frac{\omega}{\left.\left.\omega+\|\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)\right)-\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)\right) \|_{0}} v
$$

If $t \in J$, from (1.1) and conditions $\left(\mathbb{H}_{1}\right)-\left(\mathbb{H}_{2}\right)$, for all $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in Y^{\prime}$, we have

$$
\begin{aligned}
& \left|\mathcal{T}_{1}\left(x_{1}, y_{1}\right)(\mathrm{t})-\mathcal{T}_{2}\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)(\mathrm{t})\right| \\
& \quad \leq \frac{1}{\Gamma(\mu)} \int_{0}^{\mathrm{t}}(\mathrm{t}-\mathrm{s})^{\mu-1}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2}}{\Gamma(\mu-\omega)} \int_{\mathrm{t}_{j}}^{\tau}(\tau-\mathrm{s})^{\mu-\omega-1}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)} \\
& \times \sum_{\mathrm{j}=1}^{\mathrm{m}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-2}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{X}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{X}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} y_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{2-\omega}}{\Gamma(\mu-2) \Gamma(3-\omega)} \\
& \times \sum_{\mathrm{j}=1}^{\mathrm{m}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-3}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{1-\omega}}{\Gamma(\mu-2) \Gamma(2-\omega)} \\
& \times \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{t}_{\mathrm{j}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-3}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{c} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s}),{ }^{c} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{c} \mathrm{D}^{\varrho} \mathrm{X}_{2}(\mathrm{~s}),{ }^{c} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathcal{N}_{1 j}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{N}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2}}{\Gamma(\mu-2)} \int_{\mathrm{t}_{\mathrm{m}}}^{1}(1-\mathrm{s})^{\mu-3}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{x}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{X}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2}}{\Gamma(\mu-2)} \\
& \times \sum_{j=1}^{m} t_{j} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-3}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{X}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathrm{t}_{\mathrm{j}}\right|\left|\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& +\mathcal{Z}_{\mu} \mathrm{t}^{2} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& \leq \frac{1}{\Gamma(\mu+1)}\left[\left.\mathrm{A}_{1}\right|^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{2}(\mathrm{~s})\left|+\mathrm{A}_{2}\right|^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s}) \mid\right] \\
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-\omega+1)}\left[\left.\mathrm{A}_{1}\right|^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{2}(\mathrm{~s})\left|+\mathrm{A}_{2}\right|^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s}) \mid\right] \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu) \Gamma(2-\omega)}\left[\left.\mathrm{A}_{1}\right|^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{2}(\mathrm{~s})\left|+\mathrm{A}_{2}\right|^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s}) \mid\right] \\
& +\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(\mu-1) \Gamma(3-\omega)}\left[\left.\mathrm{A}_{1}\right|^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{2}(\mathrm{~s})\left|+\mathrm{A}_{2}\right|^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s}) \mid\right] \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)}\left[\left.\mathrm{A}_{1}\right|^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{X}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{2}(\mathrm{~s})\left|+\mathrm{A}_{2}\right|^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{Y}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{Y}_{2}(\mathrm{~s}) \mid\right]
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathcal{N}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{N}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& +\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\left[\left.\mathrm{A}_{1}\right|^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{2}(\mathrm{~s})\left|+\mathrm{A}_{2}\right|^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s}) \mid\right] \\
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\left[\left.\mathrm{A}_{1}\right|^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{2}(\mathrm{~s})\left|+\mathrm{A}_{2}\right|^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})-{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s}) \mid\right] \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathrm{t}_{\mathrm{j}}\right|\left|\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right|+\mathcal{Z}_{\mu} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& \leq \frac{1}{\Gamma(\mu+1)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right] \\
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-\omega+1)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right] \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu) \Gamma(2-\omega)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right] \\
& +\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(\mu-1) \Gamma(3-\omega)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right] \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right]+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 j}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}  \tag{4.2}\\
& +\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right] \\
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right]+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathrm{t}_{\mathrm{j}}\right| \check{L}_{1 j}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0} \\
& +\mathcal{Z}_{\mu} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 j}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}, \\
& \leq \frac{1}{\Gamma(\mu+1)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-\omega+1)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu) \Gamma(2-\omega)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(\mu-1) \Gamma(3-\omega)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 j}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0} \\
& +\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 j}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|
\end{align*}
$$

$$
\begin{align*}
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathrm{t}_{\mathrm{j}}\right| \check{L}_{1 \mathrm{j}}\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\mathcal{Z}_{\mu} \mathrm{t}^{2} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|, \\
\leq & \mathcal{Z}_{\mu}\left[( \mathrm { A } _ { 1 } + \mathrm { A } _ { 2 } ) \left(\frac{1}{\mathcal{Z}_{\mu} \Gamma(\mu+1)}+\frac{1}{\Gamma(\mu-\omega+1)}+\frac{\tau^{1-\omega}}{\Gamma(\mu) \Gamma(2-\omega)}+\frac{\tau^{2-\omega}}{\Gamma(\mu-1) \Gamma(3-\omega)}\right.\right. \\
& \left.+\frac{\tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)}+\frac{2}{\Gamma(\mu-1)}\right)+\frac{\tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}+\frac{\tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}} \\
& \left.+\frac{\tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|, \quad \mathrm{t} \in\left[0, \mathrm{t}_{1}\right] . \tag{4.3}
\end{align*}
$$

When $t \in\left[t_{m}, t_{m+1}\right]$, then

$$
\begin{aligned}
& \left|\mathcal{T}_{1}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)(\mathrm{t})-\mathcal{T}_{2}\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)(\mathrm{t})\right| \\
& \leq \frac{1}{\Gamma(\mu)} \int_{\mathrm{t}_{\mathrm{m}}}^{\mathrm{t}}(\mathrm{t}-\mathrm{s})^{\mu-1}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{1}{\Gamma(\mu)} \sum_{j=1}^{\mathrm{m}} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-1}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{1}{\Gamma(\mu-1)} \sum_{j=1}^{m}\left|\left(t-t_{j}\right)\right| \\
& \times \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-2}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{1}{2 \Gamma(\mu-2)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\left(\mathrm{t}-\mathrm{t}_{\mathrm{j}}\right)^{2}\right| \\
& \times \int_{t_{j}-1}^{t_{j}}\left(t_{j}-s\right)^{\mu-3}\left|h\left(s,{ }^{c} D^{\varrho} x_{1}(s),{ }^{c} D^{\rho} y_{1}(s)\right)-h\left(s,{ }^{c} D^{\varrho} x_{2}(s),{ }^{c} D^{\rho} y_{2}(s)\right)\right| d s \\
& +\sum_{j=1}^{m}\left|\mathcal{M}_{1 j}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{M}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right|+\sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\left(\mathrm{t}-\mathrm{t}_{\mathrm{j}}\right)\right|\left|\mathcal{N}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{N}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& \left.+\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2}}{\Gamma(\mu-\omega)} \int_{\mathrm{t}_{\mathrm{j}}}^{\tau}(\tau-\mathrm{s})^{\mu-\omega-1} \right\rvert\, \mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho}{ }_{\left.\mathrm{X}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho}{ }^{\mathrm{y}} \mathrm{y}_{2}(\mathrm{~s})\right) \mid \mathrm{ds} .}\right. \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)} \\
& \times \sum_{j=1}^{m} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-2}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{X}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{2-\omega}}{\Gamma(\mu-2) \Gamma(3-\omega)} \\
& \times \sum_{j=1}^{m} \int_{\mathrm{t}_{\mathrm{j}-1}}^{\mathrm{t}_{\mathrm{j}}}\left(\mathrm{t}_{\mathrm{j}}-\mathrm{s}\right)^{\mu-3}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{1-\omega}}{\Gamma(\mu-2) \Gamma(2-\omega)} \\
& \times \sum_{j=1}^{m} t_{j} \int_{t_{j-1}}^{t_{j}}\left(t_{j}-s\right)^{\mu-3}\left|h\left(s,{ }^{c} D^{\varrho} x_{1}(s),{ }^{c} D^{\rho} y_{1}(s)\right)-h\left(s,{ }^{c} D^{\varrho} x_{2}(s),{ }^{c} D^{\rho} y_{2}(s)\right)\right| d s \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathcal{N}_{1 j}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{N}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2}}{\Gamma(\mu-2)} \int_{\mathrm{t}_{\mathrm{m}}}^{1}(1-\mathrm{s})^{\mu-3}\left|\mathrm{~h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{1}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{1}(\mathrm{~s})\right)-\mathrm{h}\left(\mathrm{~s},{ }^{\mathrm{c}} \mathrm{D}^{\varrho} \mathrm{x}_{2}(\mathrm{~s}),{ }^{\mathrm{c}} \mathrm{D}^{\rho} \mathrm{y}_{2}(\mathrm{~s})\right)\right| \mathrm{ds} \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2}}{\Gamma(\mu-2)} \\
& \times \sum_{j=1}^{m} t_{j} \int_{t_{j-1}}^{t_{j}}\left(t_{j}-s\right)^{\mu-3}\left|h\left(s,{ }^{c} D^{\varrho} x_{1}(s),{ }^{c} D^{\rho} y_{1}(s)\right)-h\left(s,{ }^{c} D^{\varrho} x_{2}(s),{ }^{c} D^{\rho} y_{2}(s)\right)\right| d s \\
& +\frac{\mathcal{Z}_{\mu} \mathrm{t}^{2} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathrm{t}_{\mathrm{j}}\right|\left|\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& +\mathcal{Z}_{\mu} \mathrm{t}^{2} \sum_{\mathrm{j}=1}^{\mathrm{m}}\left|\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| \\
& +\sum_{\mathrm{j}=1}^{\mathrm{m}} \frac{\left|\left(\mathrm{t}-\mathrm{t}_{\mathrm{j}}\right)^{2}\right|}{2}\left|\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{1}\left(\mathrm{t}_{\mathrm{j}}\right)\right)-\mathcal{O}_{1 \mathrm{j}}\left(\mathrm{x}_{2}\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right| . \tag{4.4}
\end{align*}
$$

By taking maximum and using $\left(\mathbb{H}_{3}\right),\left(\mathbb{H}_{4}\right)$ in (4.4), we obtain

$$
\begin{aligned}
\leq & \frac{1}{\Gamma(\mu+1)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right]+\frac{1}{\Gamma(\mu+1)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right] \\
& +\frac{1}{\Gamma(\mu)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right]+\frac{1}{2 \Gamma(\mu-1)}\left[\mu_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mu_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right] \\
& +\sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{~L}_{1 j}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{~L}}_{1 j}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0} \\
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-\omega+1)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right] \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu) \Gamma(2-\omega)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right] \\
& +\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(\mu-1) \Gamma(3-\omega)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right] \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right]+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{~L}}_{1 j}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0} \\
& +\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 j}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right]
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\left[\mathrm{A}_{1}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\mathrm{A}_{2}\left\|\mathrm{y}_{1}-\mathrm{y}_{2}\right\|_{0}\right]+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 j}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0} \\
& +\mathcal{Z}_{\mu} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}+\frac{1}{2} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{0}, \\
& \leq \frac{1}{\Gamma(\mu+1)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|+\frac{1}{\Gamma(\mu+1)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{1}{\Gamma(\mu)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|+\frac{1}{2 \Gamma(\mu-1)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\sum_{j=1}^{\mathrm{m}} \mathrm{~L}_{1 \mathrm{j}}\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|_{0}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{~L}}_{1 \mathrm{j}}\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-\omega+1)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu) \Gamma(2-\omega)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(\mu-1) \Gamma(3-\omega)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{~L}}_{1 \mathrm{j}}\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|+\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|+\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\left[\mathrm{A}_{1}+\mathrm{A}_{2}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|+\mathcal{Z}_{\mu} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| \\
& +\frac{1}{2} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|, \\
& \leq\left[( \mathrm { A } _ { 1 } + \mathrm { A } _ { 2 } ) \left(\frac{2}{\Gamma(\mu+1)}+\frac{1}{\Gamma(\mu)}+\frac{1}{2 \Gamma(\mu-1)}+\frac{\mathcal{Z}_{\mu}}{\Gamma(\mu+\omega-1)}+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(\mu) \Gamma(2-\omega)}\right.\right. \\
& \left.+\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(\mu-1) \Gamma(3-\omega)}+\frac{\mathcal{Z} \tau^{1-\omega}}{\Gamma(\mu-1) \Gamma(2-\omega)}++\frac{2 \mathcal{Z}_{\mu}}{\Gamma(\mu-1)}\right) \\
& +\sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{~L}_{1 \mathrm{j}}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{~L}}_{1 \mathrm{j}}+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{~L}}_{1 \mathrm{j}}+\frac{\mathcal{Z}_{\mu} \tau^{2-\omega}}{\Gamma(3-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}} \\
& \left.+\frac{\mathcal{Z}_{\mu} \tau^{1-\omega}}{\Gamma(2-\omega)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}+\mathcal{Z}_{\mu} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{1 \mathrm{j}}+\frac{1}{2} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{L}_{1 \mathrm{j}}\right]\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\| . \tag{4.5}
\end{align*}
$$

Now

$$
\begin{aligned}
\nabla\left(\mathcal{T}_{1}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right), \mathcal{T}_{1}\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right), \omega\right) & =\frac{\omega}{\omega+\left\|\mathcal{T}_{1}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)-\mathcal{T}_{1}\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)\right\|} v \\
& \succeq \frac{\omega}{\omega+\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|} v
\end{aligned}
$$

$$
\begin{align*}
& \succeq \frac{\omega}{\omega+\left\|\left(\eta \mathrm{x}_{1}, \eta \mathrm{x}_{2}\right)\right\|} v \\
& =\min \left\{\frac{\omega}{\omega+\left\|\left(\eta \mathrm{x}_{1}, \eta \mathrm{x}_{2}\right)\right\|} v, \frac{\omega}{\omega+\left\|\left(\eta \mathrm{y}_{1}, \eta \mathrm{y}_{2}\right)\right\|} v\right\} \\
& \succeq \sqrt{\min \left\{\frac{\omega}{\omega+\left\|\left(\eta \mathrm{x}_{1}, \eta \mathrm{x}_{2}\right)\right\|} v, \frac{\omega}{\omega+\left\|\left(\eta \mathrm{y}_{1}, \eta \mathrm{y}_{2}\right)\right\|} v\right\}} \\
& =\sqrt{\min \left\{\nabla\left(\eta \mathrm{x}_{1}, \eta \mathrm{x}_{2}, \omega\right), \nabla\left(\eta \mathrm{y}_{1}, \eta \mathrm{y}_{2}, \omega\right)\right\}} . \tag{4.6}
\end{align*}
$$

In the same fashion, we can obtain

$$
\begin{align*}
& \left|\mathcal{T}_{2}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)(\mathrm{t})-\mathcal{T}_{2}\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)(\mathrm{t})\right| \\
& \leq \mathcal{Z}_{\gamma}\left[( \mathrm { B } _ { 1 } + \mathrm { B } _ { 2 } ) \left(\frac{1}{\mathcal{Z}_{\gamma} \Gamma(\gamma+1)}+\frac{1}{\Gamma(\gamma-\xi+1)}+\frac{\epsilon^{1-\xi}}{\Gamma(\gamma) \Gamma(2-\xi)}\right.\right. \\
& \left.\quad+\frac{\epsilon^{2-\xi}}{\gamma(\gamma-1) \Gamma(3-\xi)}+\frac{\epsilon^{1-\xi}}{\Gamma(\gamma-1) \Gamma(2-\xi)}+\frac{2}{\Gamma(\gamma-1)}\right) \\
& \left.\quad+\frac{\epsilon^{1-\xi}}{\Gamma(2-\gamma)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{~L}}_{2 \mathrm{j}}+\frac{\epsilon^{1-\xi}}{\Gamma(3-\gamma)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{2 \mathrm{j}}+\frac{\epsilon^{1-\xi}}{\Gamma(2-\gamma)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{2 \mathrm{j}}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{2 \mathrm{j}}\right] \\
& \quad \times\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|, \quad \mathrm{t} \in\left[0, \mathrm{t}_{1}\right] \tag{4.7}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\mathcal{T}_{2}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)(\mathrm{t})-\mathcal{T}_{2}\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)(\mathrm{t})\right| \\
& \leq \\
& \quad\left[( \mathrm { B } _ { 1 } + \mathrm { B } _ { 2 } ) \left(\frac{2}{\Gamma(\gamma+1)}+\frac{1}{\Gamma(\gamma)}+\frac{1}{2 \Gamma(\gamma-1)}+\frac{\mathcal{Z}_{\gamma}}{\Gamma(\gamma-\xi+1)}+\frac{\mathcal{Z}_{\gamma} \epsilon^{1-\xi}}{\Gamma(\gamma) \Gamma(2-\xi)}\right.\right. \\
& \left.\quad+\frac{\mathcal{Z}_{\gamma} \epsilon^{2-\xi}}{\gamma(\gamma-1) \Gamma(3-\xi)}+\frac{\mathcal{Z}_{\gamma} \epsilon^{1-\xi}}{\Gamma(\gamma-1) \Gamma(2-\xi)}+\frac{2 \mathcal{Z}_{\gamma}}{\Gamma(\gamma-1)}\right)+\sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{~L}_{2 \mathrm{j}}+\sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{~L}}_{2 \mathrm{j}} \\
& \quad+\frac{\mathcal{Z}_{\gamma} \epsilon^{1-\xi}}{\Gamma(2-\gamma)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \hat{\mathrm{~L}}_{2 \mathrm{j}}+\frac{\mathcal{Z}_{\gamma} \epsilon^{2-\xi}}{\Gamma(3-\gamma)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{2 \mathrm{j}}+\frac{\mathcal{Z}_{\gamma} \epsilon^{1-\xi}}{\Gamma(2-\gamma)} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{2 \mathrm{j}}+\mathcal{Z}_{\gamma} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{2 \mathrm{j}}  \tag{4.8}\\
& \\
& \left.\quad+\frac{1}{2} \mathcal{Z}_{\gamma} \sum_{\mathrm{j}=1}^{\mathrm{m}} \check{\mathrm{~L}}_{2 \mathrm{j}}\right] \times\left\|\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-\mathrm{y}_{2}\right)\right\|, \quad \mathrm{t} \in\left[\mathrm{t}_{\mathrm{m}}, \mathrm{t}_{\mathrm{t}+1}\right] .
\end{align*}
$$

Similarly, one can show that

$$
\begin{equation*}
\nabla\left(\mathcal{T}_{2}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right), \mathcal{T}_{2}\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right), \omega\right) \succeq \sqrt{\min \left\{\nabla\left(\eta \mathrm{x}_{1}, \eta \mathrm{x}_{2}, \omega\right), \nabla\left(\eta \mathrm{y}_{1}, \eta \mathrm{y}_{2}, \omega\right)\right\}} \tag{4.9}
\end{equation*}
$$

Thus, from (4.2)-(4.9), we infer that all conditions of Corollary 3.3 are satisfied. Hence $\mathcal{T}$ has a fixed point $\left(x^{*}(t), y^{*}(t)\right) \in \mathcal{X}^{\prime}$, which is unique. Therefore, problem (1.1) has a unique solution $\left(x^{*}(t), y^{*}(t)\right)$.

## 5 Conclusion

Due to the many applications in which the fixed point method is involved, this is an important pillar and a good tool in nonlinear analysis. This technique mainly participates in
the complex analysis in terms of studying the existence and uniqueness of the FP within the various spaces that include complex numbers such as complex-valued metric space, complex-valued $b$-metric space, etc. In the setting of the fuzzy set framework, this formalism is devoted to obtaining the FP for single and multivalued mappings via suitable conditions. Nonlinear analysis and fixed point theory play a prominent role in many fields of mathematics, and by the technique of FP, we can solve several existing problems in mathematics. Blood flow systems, aerodynamics, the nonlinear oscillation of earthquake, the fluid-dynamic traffic model, and control theory both can be studied mathematically by fractional calculus. Because of that, this discipline has turned around many researchers and readers especially when we deal with these problems in a fixed point fashion. One of the important branches of fractional calculus is impulsive fractional differential equations since the pulse effect is significant in many processes and phenomena. For example, in biological systems such as heartbeats, blood flows, mechanical systems with impact, population dynamical systems, and so on. By successful applications of our derived results, we have studied the existence and uniqueness solutions for a coupled system of impulsive fractional differential equations via coupled FP techniques in the setting of CVFMSs. In addition, some theoretical results and nontrivial examples have been also presented.
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