
Hammad et al. Advances in Difference Equations        (2021) 2021:334 
https://doi.org/10.1186/s13662-021-03489-4

R E S E A R C H Open Access

New coincidence point results for
generalized graph-preserving multivalued
mappings with applications
Hasanen A. Hammad1* , Manuel De la Sen2 and Praveen Agarwal3

*Correspondence:
hassanein_hamad@science.sohag.edu.eg
1Department of Mathematics,
Faculty of Science, Sohag University,
Sohag 82524, Egypt
Full list of author information is
available at the end of the article

Abstract
This research aims to investigate a novel coincidence point (cp) of generalized
multivalued contraction (gmc) mapping involved a directed graph in b-metric spaces
(b-ms). An example and some corollaries are derived to strengthen our main
theoretical results. We end the manuscript with two important applications, one of
them is interested in finding a solution to the system of nonlinear integral equations
(nie) and the other one relies on the existence of a solution to fractional integral
equations (fie).
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1 Introduction and preliminaries
Fractional calculus is the official modeling tool to represent the conduct of nanofluids,
the dynamics of ions over the membrane and many more. In past years, this branch [1, 2]
has attracted great interest. There exist many kinds of proposed fractional operators, for
instance, we have the well-known Caputo, Riemann–Liouville, and Grunwald–Letnikov
derivatives. Among all the papers dealing with fractional derivatives, fractional differential
equations, as an important research field, have attained a great deal of attention from many
researchers; see [3–8].

Differential equations of fractional order have been the focus of many studies due to their
frequent appearance in various applications in fluid mechanics, viscoelasticity, physics,
engineering and biology. Recently, a large amount of literature developed concerning the
application of fractional differential equations in nonlinear dynamics [9, 10].

Metric fixed point theory has enormous applications in distinct sciences, one of them
on graphs was shown by Echenique [11]. After that, a lot of papers concerning the concept
of graph contractions, techniques of fixed points on the graph theory and generalizations
of the Banach contraction principle in the directed graph were discussed in various spaces
[11–15].
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The idea of a metric was expanded by the problem of the convergence with respect
to a measure of the measurable functions. So by this notion, the concept of b-ms was
introduced by Czerwik [16] and Bakhtin [17]. Interesting results under the mentioned
space are obtained. For expansion, we recommend to refer to [18–20].

Under the mentioned space, this manuscript is interested in studying some of cp for gmc
mapping involved a directed graph. After that, we used the theoretical results obtained in
studying the solution of nie and fde [21–27].

We consider here all sets and subsets are non-empty and � is a directed graph with
vertex set �(�) which is coincided with a b-ms β and edge set ϒ(�) which contains �,
where � is the diagonal of β × β . Also, we suppose that � has no parallel edges. We say
that a mapping ζ : β → β is an �-contraction if

• for all c, e ∈ β , (c, e) ∈ϒ(�) implies (ζ c, ζ e) ∈ϒ(�), i.e., ζ preserves edges of �,
• for c, e ∈ β , there is 0 < � < 1, so that (c, e) ∈ϒ(�) implies ξ (ζ (c), ζ (e)) ≤ �ξ (c, e).

Definition 1.1 ([16]) Let β �= ∅ be a set and s ≥ 1 be a given real number. A function ξ :
β × β → [0, +∞) is a b-metric iff, for all c, e, f ∈ϒ , the following stipulations are realized:

• ξ (c, e) = 0 ⇒ e = c;
• ξ (c, e) = ξ (e, c);
• ξ (c, f ) ≤ s(ξ (c, e) + ξ (e, f )).
The triplet (β , ξ , s) is called a b-ms with coefficient s.

For more details about topological properties of this space see [16, 17].
Let (β , ξ , s) be a b-ms. Denote by χb,cl(β) the set of all non-empty bounded closed set

in β . Define the function � : χb,cl(β) × χb,cl(β) →R+ as

�(M1, M2) = max
{

sup
ϕ∈M1

ξ (ϕ, M2), sup
ϕ∈M2

ξ (ϕ, M1)
}

,

where ξ (κ, M1) = inf{� (κ,ϕ) : ϕ ∈ M1}, for M1, M2 ∈ χb,cl(β). � is the famous Hausdorff
metric.

Consider

δ(M1, M2) = sup
{
ξ (ϕ,κ) : ϕ ∈ M1,κ ∈ M2

}

and

(M1, M2) = inf
{
ξ (ϕ,κ) : ϕ ∈ M1,κ ∈ M2

}
.

The properties below can be deduced from the definition of δ, for M1, M2, M3 ∈ χb,cl(β),
• δ(M1, M2) = δ(M2, M1);
• δ(M1, M2) = 0 iff M1 = M2 = {ϕ};
• δ(M1, M3) ≤ δ(M1, M2) + δ(M2, M3);
• δ(M1, M1) = diam M1.

Lemma 1.2 ([16]) Let (β , ξ , s) be a b-ms with a coefficient s ≥ 1. For any M1, M2, M3 ∈
χb,cl(β) and c, e ∈ β , the following assertions are valid:

• ξ (c, M2) ≤ ξ (c, e) for e ∈ M2;
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• δ(M1, M2) ≤ �(M1, M2);
• ξ (c, M2) ≤ �(M1, M2);
• �(M1, M1) = 0;
• �(M1, M2) = �(M2, M1);
• �(M1, M3) ≤ s[�(M1, M2) + �(M2, M3)];
• ξ (c, M1) ≤ s[ξ (c, e) + ξ (e, M1)].

Lemma 1.3 ([28]) Let a trio (β , ξ , s) be a b-metric space and �1,�2 ∈ χb,cl(β). then, for
�1 ≥ 1, c ∈�1 there exists e(c) ∈�2 such that ξ (c, e) ≤ �1�(�1,�2).

Definition 1.4 ([29]) For a set β , assume that � = (�(�),ϒ(�)) is a graph with �(�) = β ,
then:

• A multivalued map ℘ : β → χb,cl(β) is called graph preserving if for all θ ∈ ℘(c),
ϑ ∈ ℘(e) we have if (c, e) ∈ϒ(�), then (θ ,ϑ) ∈ϒ(�), i.e., it preserves the edges.

• Two multivalued maps ℘1,℘2 : β → χb,cl(β) are called mixed graph preserving respect
to a1 and a2 if (a1(c), a2(e)) ∈ϒ(�), then (σ1,σ2) ∈ϒ(�) for all σ1 ∈ ℘1(c) and
σ2 ∈ ℘2(e) and if (a2(e), a1(c)) ∈ϒ(�), then (μ1,μ2) ∈ϒ(�) for all μ1 ∈ ℘2(c) and
μ2 ∈ ℘1(e).

In this manuscript, some coincidence points for generalized multivalued contraction
mappings implicating a directed graph in the setting of b-metric spaces are established.
Also, to support our theoretical results, we present an example and some consequences.
Ultimately, the existence solution of the system of nonlinear integral and fractional integral
equations are derived.

2 Main results
We will start this part by defining the concept of the generalized �-multivalued mapping.

Definition 2.1 Assume that � = (�(�),ϒ(�)) is a graph with vertex set �(�) = β and
edges set ϒ(�) such that �⊆ϒ(�) on a b-ms (β , ξ , s). For a1, a2 : β → β and ℘1,℘2 : β →
χb,cl(β); ℘1, ℘2 are called generalized (a1, a2) – �-multivalued mappings if the following
assumptions hold:

• with respect to a1, a2, ℘1, ℘2 are mixed graph preserving;
• for c, e ∈ β with (a1(c), a2(e)) ∈ϒ(�), there is �≥ 0 such that, for

�(
a1(c), a2(e)

)
= max

{
ξ
(
a1(c), a2(e)

)
,
(a1(c),℘2c).(a2(e),℘1e)

1 + ξ (a1(c), a2(e))

}

and

�∗(b1(c), b2(e)
)

= min

{
ξ (a1(c), a2(e)),(a1(c),℘2c),(a2(e),℘1e),

(a1(c),℘1e),(a2(e),℘2c)

}
,

we get

�
(
s�(℘1c,℘2e)

) ≤ λ
(
�

(�(
a1(c), a2(e)

)))
�

(�(
a1(c), a2(e)

))
+ �

(�∗(a1(c), a2(e)
))

,
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and if (a2(c), a1(e)) ∈ϒ(�), then we get

�
(
s�(℘1c,℘2e)

) ≤ λ
(
�

(�(
a2(c), a1(e)

)))
�

(�(
a2(c), a1(e)

))
+ �

(�∗(a2(c), a1(e)
))

,

where
• � : [0,∞) → [0,∞) is a non-decreasing and continuous function with
�(ακ) ≤ α�(κ) for all α > 1 and �(0) = 0,

• λ : [0,∞) → [0, 1) is an increasing function with λ(0) = 0.

Theorem 2.2 Suppose that (β , ξ , s) is a complete b-ms with s ≥ 1 involved with a graph
� = (�(�),ϒ(�)),℘1,℘2 : β → χb,cl(β) generalized (a1, a2)–�-multivalued mappings with
surjective mappings a1, a2 : β → β . Then there are θ ,ϑ ∈ β such that a1(θ ) ∈ ℘1(θ ) or
a2(ϑ) ∈ ℘2(ϑ), provided that

(†i) for some θ ∈ ℘1(c◦), there is c◦ ∈ β such that (a1(c◦), θ ) ∈ϒ(�),
(†ii) if (a1(c), a2(e)) ∈ϒ(�), then (σ1,σ2) ∈ϒ(�) for all σ1 ∈ ℘1(c) and σ2 ∈ ℘2(e) and if

(a2(e), a1(c)) ∈ϒ(�), then (μ1,μ2) ∈ϒ(�) for all μ1 ∈ ℘2(e) and μ2 ∈ ℘1(e),
(†iii) for {cn}n∈N ∈ β , if limn→∞ cn = c and (cn, cn+1) ∈ϒ(�), for n ∈ N, then there exists a

subsequence {cnj}nj∈N so that (cnj , c) ∈ϒ(�) for nj ∈N.

Proof Since a2 is surjective, there is c1 ∈ β so that a2(c1) ∈ ℘2c◦ and (a1(c◦), a2(c1)) ∈ϒ(�).
Put ζ = 1√

λ(�(ξ (a1(c◦),a2(c1))))
, then ζ > 1, so that

0 < 
(
a2(c1),℘1(c1)

) ≤ �
(
℘2(c◦),℘1(c1)

) ≤ ζ�
(
℘2(c◦),℘1(c1)

)
).

It follows from Lemma 1.3, (†ii) and a1 being surjective that there is c2 ∈ β with a1(c2) ∈
℘1(c1) and (a2(c1), a1(c2)) ∈ϒ(�), thus

√
s�

(
ξ
(
a2(c1), a1(c2)

)) ≤ �
(
sξ

(
a2(c1), a1(c2)

))

< �
(
sζ�

(
℘2(c◦),℘1(c1)

))
)

≤ ζ�
(
s�

(
℘2(c◦),℘1(c1)

))
)

≤ ζλ
(
�

(�(
a1(c◦), a2(c1)

)))
�

(�(
a1(c◦), a2(c1)

))

+ ζ�
(�∗(a1(c◦), a2(c1)

))
, (2.1)

where

�(
a1(c◦), a2(c1)

)
= max

{
ξ
(
a1(c◦), a2(c1)

)
,
(a1(c◦),℘2(c◦)).(a2(c1),℘1(c1))

1 + ξ (a1(c◦), a2(c1))

}

≤ max
{
ξ
(
a1(c◦), a2(c1)

)
, ξ

(
a2(c1), a1(c2)

)}

and

�∗(a1(c◦), a2(c1)
)

= min

{
ξ (a1(c◦), a2(c1)),(a1(c◦),℘2(c◦)),(a2(c1),℘1(c1)),

(a1(c◦),℘1(c1)),(a2(c1),℘2(c◦))

}
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≤ min

{
ξ (a1(c◦), a2(c1)), ξ (a1(c◦), a2(c1)),

ξ (a2(c1), a1(c2)), ξ (a1(c◦), a1(c2)), ξ (a2(c1), a2(c1))

}

= 0.

Now, if ξ (a1(c◦), a2(c1)) < ξ (a2(c1), a1(c2)), then, by (2.1), one can write

√
s�

(
ξ
(
a2(c1), a1(c2)

)) ≤ ζλ
(
�

(�(
a1(c◦), a2(c1)

)))
�

(�(
a1(c◦), a2(c1)

))

+ ζ�
(�∗(a1(c◦), a2(c1)

))

= ζλ
(
�

(�(
a1(c◦), a2(c1)

)))
�

(�(
a1(c◦), a2(c1)

))

= ζλ
(
�

(
ξ
(
a2(c1), a1(c2)

)))
�

(
ξa2(c1), a1(c2)

)
.

If we take ζ = 1√
λ(�(ξ (a2(c1),a1(c2))))

, by the definition of � and since λ < 1, we can write

√
s�

(
ξ
(
a2(c1), a1(c2)

)) ≤ λ(�(ξ (a2(c1), a1(c2))))√
λ(�(ξ (a2(c1), a1(c2))))

�
(
ξ
(
a2(c1), a1(c2)

))

=
√
λ
(
�

(
ξ
(
a2(c1), a1(c2)

)))
�

(
ξ
(
a2(c1), a1(c2)

))
.

< �
(
ξ
(
a2(c1), a1(c2)

))
,

this leads s < 1 or �(ξ (a2(c1), a1(c2))) < 0. In both cases we get a contradiction, hence
we have max{ξ (a1(c◦), a2(c1)), ξ (a2(c1), a1(c2))} = ξ (a1(c◦), a2(c1)). Substituting in (2.1), we
have

�
(
ξ
(
a2(c1), a1(c2)

)) ≤ 1√
s

√
λ
(
�

(
ξ
(
a1(c◦), a2(c1)

)))
�

(
ξ
(
a1(c◦), a2(c1)

))
. (2.2)

Since � is non-decreasing, we get

ξ
(
a2(c1), a1(c2)

) ≤ 1√
s

√
λ
(
�

(
ξ
(
a1(c◦), a2(c1)

)))
ξ
(
a1(c◦), a2(c1)

)
. (2.3)

Once again a1(c2) ∈ ℘1(c1) and a2(c1) ∈ ℘2(c◦). Take

ζ1 =
1√

λ(�(ξ (a1(c1), a2(c2))))
.

By (2.2), we observe that ζ1 > 1. If a1(c2) ∈ ℘2(c2), then c2 is a cp for a1 and ℘2. Assume
that a1(c2) /∈ ℘2(c2), we have

0 < �
(
ξ
(
a1(c2),℘2(c2)

)) ≤�
(
�

(
℘1(c1),℘2(c2)

))
< ζ1�

(
�

(
℘1(c1),℘2(c2)

))
.

Thus, there is a2(c3) ∈ ℘2(c2) so that (a1(c2), a2(c3)) ∈ϒ(�) and

√
s�

(
ξ
(
a1(c2), a2(c3)

)) ≤ �
(
sξ

(
a1(c2), a2(c3)

))

< ζ1�
(
s�

(
℘1(c1),℘2(c2)

))
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≤ ζ1λ
(
�

(�(
a1(c1), a2(c2)

)))
�

(�(
a1(c1), a2(c2)

))

+ ζ1�
(�∗(a1(c1), a2(c2)

))
.

In the same manner, we have �(a1(c1), a2(c2)) ≤ ξ (a1(c1), a2(c2)) and �∗(a1(c1), a2(c2)) = 0.
By property of (λ) and (2.2), we get

√
s�

(
ξ
(
a1(c2), a2(c3)

)) ≤ λ(�(ξ (a1(c1), a2(c2))))�(ξ (a1(c1), a2(c2)))√
λ(�(ξ (a1(c1), a2(c2))))

≤
√
λ
(
�

(
ξ
(
a1(c1), a2(c2)

)))
�

(
ξ
(
a1(c1), a2(c2)

))

≤ 1√
s

√
λ
(
�

(
ξ
(
a1(c1), a2(c2)

)))

×
√
λ
(
�

(
ξ
(
a1(c◦), a2(c1)

)))
�

(
ξ
(
a1(c◦), a2(c1)

))
. (2.4)

Since
√
�(ξ (a1(c◦), a2(c1))) < 1, by (2.2), we have

�
(
ξ
(
a1(c1), a2(c2)

)) ≤�
(
ξ
(
a1(c◦), a2(c1)

))
. (2.5)

Since (λ) is increasing, by (2.4) and (2.5), we can write

�
(
ξ
(
a1(c2), a2(c3)

)) ≤ 1
(
√

s)2

(√
λ
(
�

(
ξ
(
a1(c◦), a2(c1)

))))2
�

(
ξ
(
a1(c◦), a2(c1)

))
. (2.6)

Again by (2.3), we have

ξ
(
a1(c2), a2(c3)

) ≤ 1
(
√

s)2

(√
λ
(
�

(
ξ
(
a1(c◦), a2(c1)

))))2
ξ
(
a1(c◦), a2(c1)

)
.

Manifestly a1(c2) is distinct from a2(c3) since a1(c◦) �= a2(c1). Set

ζ2 =
1√

λ(�(ξ (a1(c2), a2(c3))))
.

Then ζ2 > 1.
If a2(c3) ∈ ℘1(c3) then c3 is a cp for a2 and ℘1. Let a2(c3) �= ℘1(c3). Hence

0 < �
(
ξ
(
a2(c3),℘1(c3)

)) ≤�
(
�

(
℘2(c2),℘1(c3)

))
< ζ2�

(
�

(
℘2(c2),℘1(c3)

))
.

Thus, there is a1(c4) ∈ ℘1(c3) so that (a2(c3), a1(c4)) ∈ϒ(�) and

√
s�

(
ξ
(
a2(c3), a1(c4)

))
< ζ2�

(
s�(℘2c2,℘1c3)

)

≤ ζ1λ
(
�

(�(
a1(c2), a2(c3)

)))
�

(�(
a1(c2), a2(c3)

))

+ ζ1�
(�∗(a1(c2), a2(c3)

))
. (2.7)

In the same scenario, we get �(a1(c2), a2(c3)) ≤ ξ (a1(c2), a2(c3)) and �∗(a1(c2), a2(c3)) = 0.
Consequently by (2.7), one can get

√
s�

(
ξ
(
a2(c3), a1(c4)

)) ≤
√
λ
(
�

(
ξ
(
a1(c2), a2(c3)

)))
�

(
ξ
(
a1(c2), a2(c3)

))
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≤
√
λ
(
�

(
ξ
(
a1(c2), a2(c3)

)))
�

(
ξ
(
a1(c2), a2(c3)

))

≤ 1
(
√

s)2

√
λ
(
�

(
ξ
(
a1(c2), a2(c3)

)))

× (√
λ
(
�

(
ξ
(
a1(c◦), a2(c1)

))))2
�

(
ξ
(
a1(c◦), a2(c1)

))
. (2.8)

Since (
√
λ(�(ξ (a1(c◦), a2(c1)))))2 < 1, by (2.6), we get

�
(
ξ
(
a1(c2), a2(c3)

)) ≤�
(
ξ
(
a1(c◦), a2(c1)

))
.

Again, (λ) is increasing and by (2.8), we have

ξ
(
a2(c3), a1(c4)

) ≤ 1
(
√

s)3

(√
λ
(
�

(
ξ
(
a1(c◦), a2(c1)

))))3
ξ
(
a1(c◦), a2(c1)

)
.

It is obvious that a2(c3) �= a1(c4). Consider

ζ3 =
1√

λ(�(ξ (a1(c3), a2(c4))))
.

Certainly ζ3 > 1. By continuing in the same manner we can construct a sequence {a(cn)}
in β as follows:

a1(c2n) ∈ ℘1(c2n–1), a2(c2n–1) ∈ ℘2(c2n–2),

and (a1(c2n), a2(c2n–1)), (a2(c2n–1), a1(c2n)) ∈ϒ(�). Let the sequence {a(cn)} be defined as

a(cn) =

⎧⎨
⎩

a1(cn), n even,

a2(cn), n odd.

Set θ =
√
λ(�(ξ (a1(c◦), a2(c1)))), then θ ∈ (0, 1). Take κ = θ√

s , s > 1, we have

ξ
(
a1(cn), a2(cn+1)

) ≤ κnξ
(
a1(c◦), a2(c1)

)
.

Since κ ∈ (0, 1), it follows that

∞∑
n=0

ξ
(
a1(cn), a2(cn+1)

) ≤ ξ
(
a1(c◦), a2(c1)

) ∞∑
n=0

κn < ∞.

This implies that {a(cn)} is a Cauchy sequence in β . The completeness of β leads to there
being a point τ ∈ β so that the sequence {a(cn)} converges to it. Suppose that θ ,ϑ ∈ β with
a1(θ ) = τ = a2(ϑ). Using (†iii), there is {a(cnj )} so that (a(cnj ), a1(θ )) ∈ϒ(�), for each n ∈N.
Now, we claim that a1(θ ) ∈ ℘2(θ ) or a2(ϑ) ∈ ℘1(ϑ).

Assume that �∗ = {nj : nj is even} and � = {nj : nj is odd}. It is clear that � ∪ �∗ has
infinitely many elements (we call it infinite, for simplicity). So at least � or �∗ must be
infinite. Let us consider �∗ to be infinite, for each a2(cnj+1), nj ∈ �, one can write, by
Lemma 1.2,

ξ
(
a2(ϑ),℘1(ϑ)

) ≤ sξ
(
a2(ϑ), a2(cnj+1)

)
+ sξ

(
a2(cnj+1),℘1(ϑ)

)
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≤ sξ
(
a2(ϑ), a2(cnj+1)

)
+ s�

(
℘2(cnj ),℘1(ϑ)

)

≤ sξ
(
a2(ϑ), a2(cnj+1)

)

+ λ
(
�

(�(
a1(cnj ), a2(ϑ)

)))
�

(�(
a1(cnj ), a2(ϑ)

))

+ �
(�∗(a1(cnj ), a2(ϑ)

))
, (2.9)

where

�(
a1(cnj ), a2(ϑ)

)

= max

{
ξ
(
a1(cnj ), a2(ϑ)

)
,
(a1(cnj ),℘2(cnj )).(a2(ϑ),℘1(ϑ))

1 + ξ (a1(cnj ), a2(ϑ))

}

≤ max

{
ξ
(
a1(cnj ), a2(ϑ)

)
,
ξ (a1(cnj ),℘2(cnj )).ξ (a2(ϑ),℘1(ϑ))

1 + ξ (a1(cnj ), a2(ϑ))

}
(2.10)

and

�∗(a1(cnj ), a2(ϑ)
)

= min

{
ξ (a1(cnj ), a2(ϑ)),(a1(cnj ),℘2(cnj)),(a2(ϑ),℘1(ϑ)),

(a1(cnj ),℘1(ϑ)),(a2(ϑ),℘2(cnj))

}
. (2.11)

Letting n → ∞ in (2.10) and (2.11), we get

�(
a1(cnj ), a2(ϑ)

)
= �∗(a1(cnj ), a2(ϑ)

)
= 0. (2.12)

Letting n → ∞ in (2.9), �(0) = 0, and applying (2.12), we have

ξ
(
a2(ϑ),℘1(ϑ)

) ≤ 0.

Because of the distance is non-negative and ℘1(ϑ) is closed, this concludes the proof. In a
similar way, we can show that a1(θ ) ∈ ℘2(θ ) when � is infinite. This completes the proof.
Note, if � and �∗ are infinite, then we have the same result. �

The following example supports Definition 2.1 and Theorem 2.2.

Example 2.3 Let β = [0, 1]. Define ξ : β × β →R+ by

ξ (c, e) = |c – e|2, ∀c, e ∈ β .

It is obvious that a trio (β , ξ , s) is a b-ms with s = 2. Assume that � = (�(�),ϒ(�)) is a
directed graph with �(�) = β and

ϒ(�) =
{

(c, c),
(

0,
1
2

)
,
(

1
2

, 0
)

,
(

0,
1
8

)
,
(

1
8

, 0
)

,
(

1
2

,
1
8

)
,
(

1
8

,
1
2

)
: c ∈ β

}
.

Define ℘1,℘2 : β → χb,cl(β) by

℘1(c) =

⎧⎨
⎩

{ 1
8 } if c ∈ {0, 1

2 , 1
8 , 1},

{0, 1
8 } if c ∈ (0, 1) – { 1

8 , 1
2 },
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℘2(c) =

⎧⎪⎪⎨
⎪⎪⎩

{ 1
4 } if c = 1,

{0, 1
4 } if c ∈ (0, 1) – { 1

16 , 1
8 },

{ 1
8 } if c ∈ {0, 1

8 , 1
2 },

and a1, a2 : β → β by a1(c) = c3 and a2(c) = c. Let �(ω) = ω and λ(ω) = ω
2 , for ω ∈ [0,∞).

Because of for every c, e ∈ {0, 1
2 , 1

8 }, we have �(℘1(c),℘2(e)) = 0 and (a1(c), a2(e)), (a1(e),
a2(c)) ∈ ϒ(�). Thus ℘1, ℘2 are generalized �-multivalued respect to a1 and a2. Now, we
discuss the case when c = e = 1, then (a1(c), a2(e)) = (1, 1) ∈ ϒ(�) and �(℘1(c),℘2(e)) =
�(℘11,℘21) = 1

64 . Consider

�(
a1(1), a2(1)

)
= max

{
ξ
(
a1(1), a2(1)

)
,
(a1(1),℘21).(a2(1),℘11)

1 + ξ (a1(1), a2(1))

}

= max

{
0,
(1, 1

4 ).(1, 1
8 )

1

}
=

441
1024

and

�∗(b1(1), b2(1)
)

= min

{
ξ (a1(1), a2(1)),(a1(1),℘21),(a2(1),℘11),

(a1(1),℘11),(a2(1),℘21)

}
= 0.

Then we can write

�
(
s�(℘1c,℘2e)

)
= 2�(℘1c,℘2e) = 0.031125

≤ 0.092736 =
1
2

(
441

1024

)
× 441

1024

= λ
(�(

a1(c), a2(e)
))
�

(�(
a1(c), a2(e)

))

= λ
(�(

a1(c), a2(e)
))
�

(�(
a1(c), a2(e)

))

+ �
(�∗(a1(c), a2(e)

))
.

Also, ℘1, ℘2 are generalized �-multivalued with respect to a1 and a2. Also, the same re-
sults can be obtained if (a1(c), a2(e)) ∈ ϒ(�), for c, e ∈ β . Note that the stipulations (†i)–
(†iii) of Theorem 2.2 hold. So, there are θ ,ϑ ∈ β such that a1(θ ) ∈ ℘1(θ ) or a2(ϑ) ∈ ℘2(ϑ).
Here θ = 1

2 or ϑ = 1
8 .

Theorem 2.2 reduces to the following corollary, if we set a1 = a2 = a, � = 0, and
�(a1(c), a2(e)) = ξ (a(c), a(e)).

Corollary 2.4 Let (β , ξ , s) be a complete b-ms with s ≥ 1 involving a directed graph �,
a : β → β being a surjective map and ℘1,℘2 : β → χb,cl(β) being a-graph preserving with

�
(
s�

(
℘1(c),℘2(e)

)) ≤ λ
(
�

(
ξ
(
a(c), a(e)

)))
�

(
ξ
(
a(c), a(e)

))

for each c, e ∈ β with (a(c), a(e)) ∈ϒ(�). Assume that
(‡1) for some θ ∈ ℘1c◦, there is c◦ ∈ β such that (a(c◦), θ ) ∈ϒ(�),
(‡2) for {cn}n∈N ∈ β , if limn→∞ cn = c and (cn, cn+1) ∈ ϒ(�), for n ∈ N, then there exists a

subsequence {cnj}nj∈N so that (cnj , c) ∈ϒ(�) for nj ∈N.
Then there are θ ,ϑ ∈ β such that a(θ ) ∈ ℘1(θ ) or a(ϑ) ∈ ℘2(ϑ).
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We believe that studying the uniqueness in the current situation is very complicated, so
we will reduce Corollary 2.4 to one multivalued mapping and define a partially order set
as follows.

Definition 2.5 Suppose that (β , ξ ) is a b-metric space with s > 1 and a partially ordered
set ≤. Assume that, for all β1,β2 ∈ β , β1 ≤ β2 if m1 ≤ m2 for any m1 ∈ β1 and m2 ∈ β2. Let
a : β → β be a surjective map, and ℘1 : β → χb,cl(β). ℘1 is called a-increasing if a(c) ≤ a(e)
implies ℘1(c) ≤ ℘1(e) for any c, e ∈ β .

Theorem 2.6 Let (β , ξ , s) be a complete b-ms with s ≥ 1 and ≤ be partially order set,
a : β → β be a surjective map, and ℘1 : β → χb,cl(β) be a multivalued mapping. Then
there is θ ∈ β such that a(θ ) ∈ ℘1(θ ) if the following hypotheses are fulfilled:

(h1) ℘1 is a-increasing;
(h2) there are c◦ ∈ β and θ ∈ ℘1(c◦) such that (a(c◦), θ ) ∈ϒ(�);
(h3) for some c ∈ β and for each sequence ci such that a(ci) converges to a(c) and a(ci) ≤

a(ci+1), i ∈N, then a(ci) ≤ a(c);
(h4) for c, e ∈ β with a(c) ≤ a(e), we get

�
(
s�

(
℘1(c),℘1(e)

)) ≤ λ
(
�

(
ξ
(
a(c), a(e)

)))
�

(
ξ
(
a(c), a(e)

))
,

where � and λ are defined in Definition 2.1.
In addition, if a : β → β is injective then θ is unique.

Proof Suppose that � = (�(�),ϒ(�)) is a graph with vertex set �(�) = β , and ϒ(�) =
{(c, e) : c ≤ e}. For (a(c), a(e)) ∈ ϒ(�), we have a(c) ≤ a(e) and by (h1), we get ℘1(c) ≤ ℘1e.
For all θ ∈ ℘1(c), ϑ ∈ ℘1(e), we can find θ ≤ ϑ , thus (θ ,ϑ) ∈ ϒ(�). This illustrates that
℘1 is a-graph preserving. Hypothesis (h1) leads to there being c◦ ∈ β and θ ∈ ℘1(c◦) such
that a(c◦) ≤ θ . Thus (a(c), θ ) ∈ ϒ(�), this fulfills the property (‡1) of Corollary 2.4. Also
the property (‡2) follows immediately by hypothesis (h3). Take ℘1 = ℘2, then ℘1, ℘2 are
a-graph-preserving maps and verify

�
(
s�

(
℘1(c),℘1(e)

)) ≤ λ
(
�

(
ξ
(
a(c), a(e)

)))
�

(
ξ
(
a(c), a(e)

))
,

for c, e ∈ β with (a(c), a(e)) ∈ ϒ(�). Thus all properties of Corollary 2.4 are fulfilled, so
there is θ ∈ β so that a(θ ) ∈ ℘1(θ ). Ultimately, let θ ,ϑ ∈ β so that a(θ ) ∈ ℘1(θ ) or a(ϑ) ∈
℘1(ϑ), by contradiction, suppose that ℘1(θ ) �= ℘1(ϑ) and ℘1(θ ) < ℘1(ϑ) without loss of
generality. Since a(θ ) ∈ ℘1(θ ) or a(ϑ) ∈ ℘1(ϑ), it yields (a(θ ),℘1θ ) = (a(ϑ),℘1(ϑ)) and

�
(
ξ
(
a(θ ), a(ϑ)

)) ≤ �(sξ
(
a(θ ), a(ϑ)

)

≤ �
(
s�

(
℘1(θ ),℘1(ϑ)

))

≤ λ
(
�

(
ξ
(
a(θ ), a(ϑ)

)))
�

(
ξ
(
a(θ ), a(ϑ)

))

< �
(
ξ
(
a(θ ), a(ϑ)

))
,

a contradiction, thus a(θ ) = a(ϑ). Since a is injective, θ = ϑ . This finishes the required
proof. �
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The following result is very important in the next section.

Corollary 2.7 Let (β , ξ , s) be a complete b-ms with s ≥ 1 and graph �,℘1,℘2 : β → β be a
generalized mapping so that

�
(
sξ

(
℘1(c),℘2(e)

)) ≤ λ
(
�

(
ξ (c, e)

))
�

(
ξ (c, e)

)
, (2.13)

where � and λ are defined in Theorem 2.2. Assume that, for c, e ∈ β , the following assump-
tions are fulfilled:

(a1) there are c◦ ∈ β and θ ∈ ℘1(c◦) such that (c◦, θ ) ∈ϒ(�);
(a2) if (c, e) ∈ ϒ(�), then (σ1,σ2) ∈ ϒ(�) for all σ1 ∈ ℘1(c) and σ2 ∈ ℘2(e) and if (e, c) ∈

ϒ(�), then (μ1,μ2) ∈ϒ(�) for all μ1 ∈ ℘2(c) and μ2 ∈ ℘1(e);
(a3) for {cn}n∈N ∈ β , if limn→∞ cn = c and (cn, cn+1) ∈ ϒ(�), for n ∈ N, then there exists a

subsequence {cnj}nj∈N so that (cnj , c) ∈ϒ(�) for nj ∈N.
Then there are θ ,ϑ ∈ β so that θ ∈ ℘1(θ ) or ϑ ∈ ℘2(ϑ).

3 Supportive applications
This section is divided into two parts, the first part discusses the existence and uniqueness
of solutions to Fredholm integral equations of the second kind are discussed and in the
second one, the existence of solution to the system of (fie) is showed.

First part: Consider the following system:
⎧⎨
⎩

c(ω) = �(ω) +
∫ r2

r1
�(ω,ν)�(ω,ν, c(ν)) dν,

e(ω) = �(ω) +
∫ r2

r1
�(ω,ν)�(ω,ν, e(ν)) dν,

ω ∈ [r1, r2]. (3.1)

Let ∇ = C[r1, r2] be the set of all continuous function defined on [r1, r2]. For c, e ∈ ∇ and
q > 1, define ξ : ∇ × ∇ →R+ by

ξ (c, e) =
(

sup
ω∈[r1,r2]

∣∣c(ω) – e(ω)
∣∣)q

.

Then (ξ ,β , s) is a complete b-ms on ∇ with s = 2q–1.
Let � be a graph defined by �(�) = ∇ and

ϒ(�) =
{

(c, e) ∈ ∇ × ∇ : c(ω) ≤ e(ω) or e(ω) ≤ c(ω), for ω ∈ [r1, r2]
}

.

To proceed we consider the following theorem.

Theorem 3.1 Consider Problem (3.1) with the following hypotheses:
(♥1) � : [r1, r2] × [r1, r2] × R → R, �(ω,ν) : [r1, r2] × [r1, r2] → R are continuous func-

tions so that

sup
ω∈[r1,r2]

∫ r2

r1

�(ω,ν) dν ≤ 1
q√2

, q > 1,

(♥2) for all q > 1, consider

∣∣�(
ω,ν, c(ν)

)
– �

(
ω,ν, e(ν)

)∣∣ ≤ |c(ν) – e(ν)|2
q
√

(1 + |c(ν) – e(ν)|q)
, q > 1,
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(♥3) there is a function c◦ ∈ ∇ such that

c◦(ω) ≤�(ω) +
∫ r2

r1

�(ω,ν)�
(
ω,ν,℘2c◦(ν)

)
dν, ω ∈ [r1, r2],

(♥4) ℘2c(ν) ≤ ℘1e(ν) and ℘1c(ν) ≤ ℘2e(ν), provided that c(ν) ≤ e(ν), ℘1 and ℘2 are de-
fined in the proof below,

(♥5) for {cn}n∈N ∈ β , if limn→∞ cn = c and cn(ω) ≤ cn+1(ω) ∈ ϒ(�), then there is a subse-
quence {cnj}nj∈N so that cnj (ω) ≤ c(ω) for nj ∈N, ω ∈ [r1, r2].

Then there are θ ,ϑ ∈ ∇ so that

θ (ω) = �(ω) +
∫ r2

r1

�(ω,ν)�
(
ω,ν, θ (ν)

)
dν

or

ϑ(ω) = �(ω) +
∫ r2

r1

�(ω,ν)�
(
ω,ν,ϑ(ν)

)
dν.

Proof Define ℘1,℘2 : C[r1, r2] → C[r1, r2] by

⎧⎨
⎩
℘1c(ω) = �(ω) +

∫ r2
r1
�(ω,ν)�(ω,ν, c(ν)) dν,

℘2e(ω) = �(ω) +
∫ r2

r1
�(ω,ν)�(ω,ν, e(ν)) dν,

for each ω ∈ [r1, r2] and c, e ∈ ∇ . By hypotheses (♥1) and (♥2), we can write

2q–1ξ
(
℘1c(ω),℘2e(ω)

)

= 2q–1
(

sup
ω∈[r1,r2]

∣∣℘1c(ω) – ℘2c(ω)
∣∣)q

= 2q–1
(

sup
ω∈[r1,r2]

∣∣∣∣
∫ r2

r1

�(ω,ν)�
(
ω,ν, c(ν)

)
dν –

∫ r2

r1

�(ω,ν)�
(
ω,ν, e(ν)

)
dν

∣∣∣∣
)q

= 2q–1
(

sup
ω∈[r1,r2]

∫ r2

r1

�(ω,ν)
∣∣�(

ω,ν, c(ν)
)

– �
(
ω,ν, e(ν)

)∣∣dν
)q

≤ 2q–1
(

sup
ω,ν∈[r1,r2]

∫ r2

r1

�(ω,ν) dν
)q

× sup
ω,ν∈[r1,r2]

( |c(ν) – e(ν)|2
q
√

(1 + |c(ν) – e(ν)|q)

)q

≤ 2q–1
(

1
q√2

)q(
sup

ν∈[r1,r2]

|c(ν) – e(ν)|2q

1 + |c(ν) – e(ν)|q
)

=
1
2

(
sup

ν∈[r1,r2]

|c(ν) – e(ν)|q
1 + |c(ν) – e(ν)|q

)(
sup

ν∈[r1,r2]

∣∣c(ν) – e(ν)
∣∣q

)

≤ λ
(

sup
ν∈[r1,r2]

∣∣c(ν) – e(ν)
∣∣q

)(
sup

ν∈[r1,r2]

∣∣c(ν) – e(ν)
∣∣q

)

= λ
(
�

(
ξ (c, e)

))
�

(
ξ (c, e)

)
.

Thus, Condition (2.13) of Corollary 2.7 holds by taking λ(ω) = 1
2

ω
1+ω and �(ω) = ω. It fol-

lows that by hypotheses (♥3), (♥4) and the definition of the graph � that the stipulations
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(a1) and (a2) of Corollary 2.7 are fulfilled. Also hypothesis (♥5) immediately fulfills stipu-
lation (a3) of Corollary 2.7. So, we get

θ (ω) = �(ω) +
∫ r2

r1

�(ω,ν)�
(
ω,ν, θ (ν)

)
dν,

or

ϑ(ω) = �(ω) +
∫ r2

r1

�(ω,ν)�
(
ω,ν,ϑ(ν)

)
dν.

Second part: Consider the problem below:

⎧⎪⎪⎨
⎪⎪⎩

cDιθ (ω) + φ(ϑ(ω)) = 0, ι ∈ (1, 2],ω ∈ [1, 0],
cDιϑ(ω) + ψ(θ (ω)) = 0, ι ∈ (1, 2],ω ∈ [1, 0],

θ (0) = ϑ(0) = α, θ (1) = ϑ(1) = α∗,

(3.2)

where α and α∗ are constants, φ,ψ : [0, 1]×R+ →R+ and cDι is the famous Caputo deriva-
tive of order ι. �

The equivalent form of the Problem (3.2) is given by

⎧⎨
⎩
θ (ω) = �(ω) +

∫ 1
0 ϒ(ω,κ)φ(ϑ(κ)) dκ , ω ∈ [0, 1],

ϑ(τ ) = �(ω) +
∫ 1

0 ϒ(ω,κ)ψ(θ (κ)) dκ , ω ∈ [0, 1].
(3.3)

Here the Green’s function ϒ(ω,κ) on [0, 1] × [0, 1] is continuous and is defined as

ϒ(ω,κ) =

⎧⎨
⎩

(ω–κ)ϑ–1–ω(1–κ)ϑ–1

�(ι) , 0 ≤ κ ≤ ω ≤ 1,
–ω(1–κ)ϑ–1

�(ι) , 0 ≤ ω ≤ κ ≤ 1.

Now, put �(ω,ν, θ (ν)) = φ(ϑ(κ)) and �(ω,ν,ϑ(ν)) = ψ(θ (κ)), then the System (3.3) turns
into

⎧⎨
⎩
θ (ω) = �(ω) +

∫ 1
0 ϒ(ω,κ)�(ω,ν, θ (ν)) dν, ω ∈ [0, 1],

ϑ(τ ) = �(ω) +
∫ 1

0 ϒ(ω,κ)�(ω,ν,ϑ(ν)) dμ, ω ∈ [0, 1].
(3.4)

System (3.4) is equivalent to the System (3.1) when r1 = 0 and r2 = 1. So by using Theo-
rem 3.1, there are θ ,ϑ ∈ ∇ so that

θ (ω) = �(ω) +
∫ 1

0
�(ω,ν)�

(
ω,ν, θ (ν)

)
dν

or

ϑ(ω) = �(ω) +
∫ 1

0
�(ω,ν)�

(
ω,ν,ϑ(ν)

)
dν,

i.e., Problem (3.2) has a solution, and by this we have finished this section.
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4 Conclusion
The fixed point technique is considered an essential branch and a good tool in the field
of nonlinear analysis, and due to its multiple applications in various fields of the math-
ematical and engineering sciences, it has received great interest from researchers. To be
clear, we found in this work the solution to a system of nonlinear equations and fractional
differential equations in the framework of the Caputo fractional derivative via new coinci-
dence points of generalized multivalued contraction mappings involving a directed graph
in b-metric spaces. The main benefit of our paper is to provide a solution to such types
of equations as ones that serve numerical analysis scholars in finding a numeric solution,
in addition to the new contributions made by the manuscript in the field of fixed point
theory that serve many researchers in this field.
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